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Abstract

Reversal learning paradigms are widely used assays of behavioral flexibility with their 

probabilistic versions being more amenable to studying integration of reward outcomes over time. 

Prior research suggests differences between initial and reversal learning, including higher learning 

rates, a greater need for inhibitory control, and more perseveration after reversals. However, it 

is not well-understood what aspects of stimulus-based reversal learning are unique to reversals, 

and whether and how observed differences depend on reward probability. Here, we used a visual 

probabilistic discrimination and reversal learning paradigm where male and female rats selected 

between a pair of stimuli associated with different reward probabilities. We compared accuracy, 

rewards collected, omissions, latencies, win-stay/lose-shift strategies, and indices of perseveration 

across two different reward probability schedules. We found that discrimination and reversal 

learning are behaviorally more unique than similar: Fit of choice behavior using reinforcement 

learning models revealed a lower sensitivity to the difference in subjective reward values (greater 

exploration) and higher learning rates for the reversal phase. We also found latencies to choose the 

better option were greater in females than males, but only for the reversal phase. Further, animals 

employed more win-stay strategies during early discrimination and increased perseveration during 

early reversal learning. Interestingly, a consistent reward probability group difference emerged 
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with a richer environment associated with longer reward collection latencies than a leaner 

environment. Future studies should systematically compare the neural correlates of fine-grained 

behavioral measures to reveal possible dissociations in how the circuitry is recruited in each phase.
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reversal learning; probabilistic learning; win-stay; lose-shift; stimulus-reward learning

A critical feature of goal directed, instrumental behavior is the ability to discriminate stimuli 

that predict reward from those that do not, and further, to flexibly update the response 

to those stimuli if predictions become inaccurate. Discrimination learning paradigms in 

rodents often involve pairing of an action (e.g., lever pressing, digging in a bowl, nosepoking 

stimuli on a touchscreen, or displacing an object) with an outcome (e.g., a desirable food 

reward). In typical paradigms, two or more stimuli are presented concurrently and the 

subject learns about the features of the stimuli that bring about reward and those that do 

not (e.g., nosepoking SA results in a better probability of reward than SB; pressing left lever 

yields better payout than right lever; scent A is more rewarded than scent B; Alvarez & 

Eichenbaum, 2002; Dalton et al., 2016; Eichenbaum et al., 1986; Izquierdo et al., 2013; 

Schoenbaum et al., 2000, 2002). With training, subjects become increasingly proficient at 

discrimination, in line with the associative rules imposed by the experimenter. The stimulus-

reward rules can be deterministic (e.g., SA results in a sucrose pellet reward and SB does not) 

or probabilistic (e.g., SA results in a better probability of reward over SB), with deterministic 

and probabilistic schedules of reinforcement producing marked dissociations in the neural 

circuitry recruited (Averbeck & Costa, 2017; Costa et al., 2016).

In reversal learning paradigms (Izquierdo et al., 2017; Izquierdo & Jentsch, 2012), after 

either reaching a discrimination learning criterion for accuracy (Brushfield et al., 2008; 

Izquierdo et al., 2013; Stolyarova et al., 2019), a number of consecutive correct responses 

(Dalton et al., 2014, 2016), or a fixed block length of trials (Farashahi et al., 2017; Soltani 

& Izquierdo, 2019), the stimulus-reward contingencies are reversed. At reversal, the trained 

response no longer results in a better probability of reward, though it usually remains the 

more frequently chosen option because of initial discrimination training. Indeed, usually 

reversals are acquired more slowly than the original discrimination, and younger subjects are 

quicker to learn than older ones (Brushfield et al., 2008; Schoenbaum et al., 2006). Perhaps 

partly due to this difference with original learning, reversal learning is considered unique in 

its requirement of flexibility, because it involves the subject inhibiting the prepotent response 

and, instead, responding to stimuli that were previously irrelevant. Other popular views are 

that discrimination and reversal learning phases occupy different task “spaces” (Wilson et 

al., 2014) and that the phases differ in the likelihood that changes in contingencies will 

occur (Jang et al., 2015). Importantly, probabilistic learning and reversal paradigms, in 

particular, are more amenable to the application of reinforcement learning (RL) models 

that can estimate parameters for choice behavior based on the integration of previous 

rewarded and nonrewarded trials (Lee et al., 2012). Despite various favored accounts, it 

is not well-understood how behaviorally unique reversal learning is compared to original 

(initial discrimination) learning. For example, latency measures can be used to dissociate 
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attention, decision speed, and motivation via analyses of the time taken to initiate trials, 

choose a stimulus, and collect reward, respectively (Aguirre et al., 2020). Here, we explored 

if such detailed trial-by-trial measures of latencies and omissions differ across learning 

phases. Further, we probed if there are differences between reward probability schedules on 

these various measures by comparing the ability of separate cohorts of animals tested on 

different reward probability schedules to discriminate between the better and worse options, 

which were rewarded with a probability of .90 versus .30, compared to .70 versus .30. We 

also analyzed win-stay and lose-shift strategies, and perseveration and repetition metrics 

in each learning phase. Finally, we investigated if RL models fit these learning phases 

differently. We studied this in both male and female animals.

We found a higher perseveration index and reduced use of win-stay strategies unique to 

early reversal compared to discrimination learning, which was expected. However, more 

surprisingly, we found consistent differences across discrimination and reversal learning 

phases to be limited to latencies to choose the better option (greater in females than males, 

only in the reversal) and to collect reward (greater in the higher reward probability group). 

These two metrics are proxies for decision speed and motivation, respectively. As for 

RL models, we found a lower sensitivity to the difference in subjective reward values 

and higher learning rates during reversal than initial discrimination. The sex differences, 

particularly in reversal learning, support previous findings using this paradigm. Interestingly, 

the only consistent probability group difference we observed across discrimination and 

reversal learning phases was in motivation (i.e., a richer environment was associated with 

longer reward collection latencies than a leaner environment). Collectively, our fine-grained 

analyses suggest that trial-by-trial behavioral measures of latencies and strategies may be 

particularly sensitive metrics to pair with neural correlate data in reversal learning. These 

measures may also be revealing in uncovering the unique substrates of flexible learning.

Method

Subject

Subjects were N = 25 adult male (n = 13) and female (n = 12) Long-Evans rats (Charles 

River Laboratories) aged > postnatal-day (PND) 60 at the start of testing. Rats arrived to 

the vivarium between PND 40 and 60. The rats included in this report served as controls 

for two different experiments: One was a cohort of water (H2O)-only drinking (n = 8 

female and n = 8 male) rats that served as controls in an ethanol study (see Two-Bottle 

Choice section) and the other was a cohort of rats (n = 5 female and n = 4 male) that 

experienced surgical procedures (see Surgery section), serving as controls for a study 

targeting the orbitofrontal cortex (OFC) with Designer Receptors Exclusively Activated by 

Designer Drugs (DREADDs). Importantly, all rats were the same age (PND 140–155) when 

pretraining commenced, and further, all rats were part of experiments that ran in parallel, 

minimizing differences between cohorts.

Before any treatment, all rats underwent a 3-day acclimation period during which they 

were pair-housed and given food and water ad libitum, and remained in cages with no 

experimenter interference. Following this 3-day acclimation period, animals were handled 

for 10 min per animal for 5 consecutive days. During the handling period, the animals 
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were also provided food and water ad libitum. After the handling period, animals were 

individually housed under standard housing conditions (room temperature 22–24 °C) with 

a standard 12 hr light/dark cycle (lights on at 6 a.m.). Following either two-bottle choice 

or surgery, rats were tested on probabilistic discrimination and reversal learning, as below. 

All procedures were conducted in accordance with the recommendations in the Guide for 

the Care and Use of Laboratory Animals of the National Institutes of Health and the 

Chancellor’s Animal Research Committee at the University of California, Los Angeles.

Two-Bottle Choice

Home cages were modified to allow for the placement of two bottles for drinking, whereas 

standard housing allows for only one bottle. Rats (n = 16; 8 male and 8 female) included 

in this analysis were singly housed and given access to two H2O bottles simultaneously (no 

ethanol) for 10 weeks, the same duration that experimental animals were provided the choice 

of ethanol versus H2O. Weight of bottles was measured three times per week to measure 

consumption amounts, compared to a control cage placed on the same rack to account for 

leakage. Rats were not monitored for weight during this time.

Surgery

Viral Constructs—Rats (n = 9; 4 male and 5 female) included in the present comparison 

were singly housed and allowed to express DREADDs or Green Fluorescent Protein (eGFP) 

in OFC for 6 weeks, the same duration experimental animals that were treated with 

clozapine-N-oxide (CNO) were allowed to express DREADDs. An adeno-associated virus 

AAV8 driving the hM4Di-mCherry sequence under the CaMKIIa promoter was used to 

express DREADDs on OFC neurons (AAV8-CaMKIIa-hM4D(Gi)-mCherry, packaged by 

Addgene) (Addgene, viral prep #50477-AAV8). A virus lacking the hM4Di DREADD gene 

and only containing the green fluorescent tag eGFP (AAV8-CaMKIIa-EGFP, packaged by 

Addgene) was also infused into OFC in separate cohorts of animals as a null virus control. 

Altogether the animals included in these sets of analyses served as control cohorts for a 

larger experiment in which they were given subcutaneous injections of either CNO or a 

saline vehicle (VEH) prior to reversal learning. The animals included here were five animals 

prepared with hM4Di DREADDs in OFC who received VEH, two animals prepared with 

eGFP in OFC who received VEH, and two animals prepared with eGFP in OFC, who 

received CNO during reversal learning. Importantly, although these animals received virus in 

OFC, the DREADDs were not activated. Further, we provide analyses to show these cohorts 

did not differ, and could be combined.

Surgical Procedure—Infusion of AAV virus-containing DREADD or eGFP (n = 9) in 

OFC was performed using aseptic stereotaxic techniques under isoflurane gas (1%–5% in 

O2) anesthesia prior to any behavioral testing experience. Before surgeries were completed, 

all animals were administered 5 mg/kg s.c. carprofen (NADA #141–199, Pfizer, Inc., Drug 

Labeler Code: 000069) and 1 cc saline. After being placed in the stereotaxic apparatus 

(David Kopf; model 306041), the scalp was incised and retracted. The skull was leveled to 

ensure that bregma and lambda were in the same horizontal plane. Small burr holes were 

drilled in the skull above the infusion target. Virus was bilaterally infused at a rate of 0.02 

μL/min for a total volume of 0.2 μL per hemisphere into OFC (anterior-posterior [AP] = 
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+3.7; medial-lateral [ML] = ±2.0; dorsal-ventral [DV] = −4.6, relative to bregma). After each 

infusion, 10 min elapsed before the syringe was pulled up.

Food Restriction

Five days prior to any behavioral testing, rats were placed on food restriction with females 

on average maintained 12–14 g/day and males given 16–18 g/day of chow. Food restriction 

level remained unchanged throughout behavioral testing, provided animals completed testing 

sessions. Water remained freely available in the home cage. Animals were weighed every 

other day and monitored closely to not fall below 85% of their maximum, free-feeding 

weight.

Learning

Pretraining—Behavioral testing was conducted in operant conditioning chambers outfitted 

with an LCD touchscreen opposing the sugar pellet dispenser. All chamber equipment was 

controlled by customized ABET II TOUCH software.

The pretraining protocol, adapted from established procedures (Stolyarova & Izquierdo, 

2017), consisted of a series of phases: Habituation, Initiation Touch to Center Training 

(ITCT), Immediate Reward Training (IMT), designed to train rats to nosepoke, initiate a 

trial, and select a stimulus to obtain a reward (i.e., sucrose pellet). During habituation, rats 

were required to eat five pellets out of the pellet dispenser inside the chambers within 

15 min before exposure to any stimuli on the touchscreen. ITCT began with the display 

of white graphic stimuli on the black background of the touchscreen. During this stage, 

a trial could be terminated for one of two reasons: If a rat touched the displayed image 

and received a reward, or if the image display time (40 s) ended, after which the stimulus 

disappeared, a black background was displayed, and a 10 s intertrial interval (ITI) ensued. 

If the rat did not touch within 40 s this was scored as an initiation omission. IMT began in 

the same way as ITCT, but the disappearance of the white graphic stimulus was now paired 

with the onset of a target image immediately to the left or right of the stimulus (i.e., forced 

choice). During this stage, a trial could be terminated for one of three reasons. First, if a rat 

touched the center display (i.e., white graphic stimulus) and touched the image displayed on 

either side, after which there was a dispensation of one sucrose pellet and illumination of 

the tray light. Second, if the rat failed to touch the center white graphic stimulus after the 

display time ended (40 s), after which the stimulus disappeared, a black background was 

displayed, and a 10 s ITI ensued, scored as an initiation omission. Third, if the image display 

time (60 s) ended, after which the stimulus disappeared, a black background was displayed, 

and a 10 s ITI ensued, scored as a choice omission. Rats could also fail to respond to the 

center stimulus within 40 s during this phase (i.e., initiation omission, as in the previous 

phase). For habituation pretraining, the criterion for advancement was collection of all five 

sucrose pellets. For ITCT, the criterion to the next stage was set to 60 rewards consumed 

in 45 min. The criterion for IMT was set to 60 rewards consumed in 45 min across 2 

consecutive days.

Probabilistic Discrimination Learning—After completion of all pretraining schedules, 

rats were advanced to the discrimination (initial) phase of the probabilistic reversal learning 
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(PRL) task, in which they would initiate a trial by touching the white graphic stimulus in the 

center screen (displayed for 40 s), and choose between two visual stimuli presented on the 

left and right side of the screen (displayed for 60 s) counterbalanced between trials, assigned 

as the better or worse options, with a reward (i.e., sucrose pellet) probability of either 

pR(B)=.90 or .70 (i.e., better option) or pR(W)=.30 (i.e., worse option). If a trial was not 

initiated within 40 s, it was scored as an initiation omission. If a stimulus was not chosen, 

it was scored as a choice omission, and a 10 s ITI ensued. If a trial was not rewarded, a 5 s 

time-out would follow, subsequently followed by a 10 s ITI. Finally, if a trial was rewarded, 

a 10 s ITI would follow after the reward was collected (Figure 1). The criterion was set 

to 60 or more rewards consumed and selection of the better option in 70% of the trials or 

higher during a 60-min session across 2 consecutive days. After reaching the criterion for the 

discrimination phase, the rats advanced to the reversal phase beginning on the next session. 

Notably, one animal in the 90–30 group and five animals in the 70–30 group did not meet 

discrimination criteria and were forced reversed after 25+ days.

Probabilistic Reversal Learning—After the discrimination phase, the rats advanced to 

the reversal phase during which rats were required to remap stimulus-reward contingencies 

and adapt to reversals in the reward probabilities. The stimuli associated with the pR(B) 

= .90 or .70 probability (i.e., better option), would now be associated with a pR(W) = .30 

probability of being rewarded (i.e., worse option). Consistent with prior literature showing 

freely behaving rodents exhibit slow learning on probabilistic reversals with visual stimuli 

(Aguirre et al., 2020), most animals from either cohort did not meet a 70% criterion before 

the termination of the study, so we limited our analyses to the first seven sessions of 

discrimination and reversal phases for all animals.

Data Analyses and Computational Modeling

MATLAB (MathWorks, Natick, Massachusetts; Version R2019b) was used for all statistical 

analyses and figure preparation. Data were analyzed with a series of mixed-effects General 

Linear Models (GLM); omnibus analyses across discrimination and reversal phases in 

early learning (operationally defined as the first seven sessions), and then individual 

analyses within each phase separately if justified by a phase interaction. We and others 

have analyzed early learning in previous work, as it may be particularly informative to 

revealing sensitivity to reward feedback and perseveration (Izquierdo et al., 2010; Jones 

& Mishkin, 1972; Stolyarova et al., 2014, 2019), measured using touchscreen response 

methods (Izquierdo et al., 2006). In the individual analyses for the reversal learning phase, 

we first ran an unadjusted model which only included the main factors (i.e., day, group, 

and sex) and their interactions for our main behavioral outcome measures (i.e., probability 
of choosing the better option, number of rewards, omissions, and latencies) for which a 

phase interaction was obtained. This was followed by an adjusted model, which included 

discrimination sessions to criterion as a covariate. The adjusted model was generated to 

ensure that differences between discrimination and reversal measures were not due to 

training differences between groups or within individual animals.

Learning data were analyzed with GLM (fitglme function; Statistics and Machine Learning 

Toolbox; MathWorks, Natick, Massachusetts; Version R2017a), with learning phase 
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(discrimination vs. reversal), probability group (90–30 vs. 70–30), and sex (male vs. female) 

as fixed factors, and individual rat as random factor. All Bonferroni post hoc tests were 

corrected for number of comparisons. Statistical significance was noted when p values were 

less than .05, and p values between .05 and .07 were reported as a trend, or marginally 

significant. Major dependent variables include: probability correct, number of rewards 

(sucrose pellets earned), total initiation omissions (failure to initiate a trial), total choice 

omissions (failure to select a stimulus), and median latencies (to initiate a trial, to nosepoke 

the correct stimulus, to nosepoke the incorrect stimulus, and to collect reward). The latter we 

refer to as initiation-, correct-, incorrect-, and reward latencies, respectively.

Each trial was classified as a win if an animal received a sucrose pellet, and as a loss if 

no reward was delivered. Decisions were classified as better if the animal chose the more 

rewarding stimulus (stimulus with the larger probability of reward) and worse if it chose the 

less rewarding stimulus. We classified decisions as Stays when a rat chose the same stimulus 

on the subsequent trial and as Shifts when it switched to the other alternative. From these 

first-order measures, we were able to construct win-stay, the probability of choosing the 

same stimulus on the following trial after being rewarded, and lose-shift, the probability of 

choosing the alternative stimulus after not receiving a reward. These were further parsed into 

better or worse win-stay or lose-shift, depending on whether the win-stay/lose-shift followed 

selection of the better option or the worse option. Because we were primarily interested in 

the differences between the initial phases of discrimination and reversal learning, only the 

first seven sessions (i.e., early phase learning) for each animal were included in our analysis 

on response to reward feedback.

Metrics of Repetition and Perseveration—We also used two additional higher order 

measures: repetition index and perseveration index. We calculated repetition index (Soltani 

et al., 2013) as the difference between the actual probability of staying and the chance level 

of staying (Equation 1):

RI = p( stay ) − (p( better ) × p( better ) + p( worse ) × i( worse )), (1)

where p(stay) is the actual probability of staying equal to the joint probability of choosing 

the option on two consecutive trials, p(better) is the probability of choosing the more 

rewarded stimulus, and p(worse) is the probability of choosing the less rewarded stimulus. 

We further parsed repetition index into RIB and RIW, which accounts for differing tendency 

to stay on better and worse options (Equations 2 and 3):

RIB = p( stay, better ) − (p( better ) × p( better )), (2)

RIW = p( stay, worse ) − (p( worse ) × p( worse )) . (3)

Additionally, we introduced a perseverative index, analogous to the perseverative index 

defined in Brigman et al. (2008, 2010) as the number of same stimulus choices following a 

loss divided by the number of such “runs,” or the ratio of first-presentation stimulus errors to 

consecutive errors.
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We used these two measures, in addition to the probability of staying, to analyze repetitive 

behavior. As above, we only used the first seven sessions in calculating repetition measures.

Reinforcement Learning Model—We utilized two simple reinforcement learning 

models to capture animals’ learning and choice behavior across all sessions during 

discrimination and reversal. In each model, the estimated subjective reward value of a choice 

(V) was determined by prior choices and corresponding reward feedback. Specifically, 

subjective reward values were updated based on reward prediction error, the discrepancy 

between actual and expected reward. For each observed choice, we updated the subjective 

reward value of the corresponding option. Accordingly, if the more rewarded stimulus was 

chosen then V = Vbetter, and if the less rewarded stimulus was selected V = Vworse, where V 
was the option subjective reward value. We used the following learning rules to update V.

RL1: Model With a Single-Learning Rate—On a given trial t, the subjective reward 

value of the chosen stimulus is updated using the following function (Equation 4):

V (t + 1) = V (t) + (r(t) − V (t)), (4)

where V(t) is the subjective reward value on trial t, r(t) is 1 (0) if trial t is rewarded (not 

rewarded), and α is the single-learning rate.

RL2: Model With Separate Learning Rates for Rewarded and Unrewarded 
Trials—On a trial t, the following learning rule was used (Equation 5):

V (t + 1) =
V (t) + αRew (1 − V (t)), r(t) = 1
V (t) − αUnrew V (t) , r(t) = 0 , (5)

where αRew and αUnrew are the learning rates for rewarded and unrewarded trials, 

respectively.

We then applied the following decision rule to determine the probability of selecting the 

better option on trial t (Equation 6):

Pbetter (t) = 1
1 + exp −σ V better  − V worse 

, (6)

where α is the inverse temperature parameter or sensitivity to the difference in subjective 

reward values.

We fit each model’s parameters to minimize the negative log likelihood (LL) of observed 

responses. The learning rate parameters (α, αRew, and αUnrew) were restricted to values 

between 0 and 1, and σ was constrained to values greater than 0. Learning rate parameters 

were passed through a sigmoid function to avoid local minima at very low learning 

rates. Initial parameter values were selected from this range, then fit using MATLAB’s 

fmincon function. For each set of trials, we performed 20 iterations with different initial, 

randomly selected parameter values to avoid local minima, and the best fit was selected 
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from the iteration with the lowest negative LL. Additionally, we also calculated the Bayesian 

information criterion (BIC) for each fit, defined as (Equation 7):

BIC = k ln(n) − 2(LL), (7)

where k is the number of parameters (two in RL1, and three in RL2) and n is the number of 

trials.

We used two methods to examine the relationship between the learning rates and sensitivity 

to the difference in subjective reward values. First, we calculated the Pearson correlation 

coefficient between the estimated learning rate and inverse temperature across animals. 

That is, after estimating parameters for both groups during discrimination and reversal, we 

calculated the correlation between sets of learning rates and inverse temperatures across 

groups during each phase. Second, we examined the parameter correlation derived from our 

parameter fitting procedure. More specifically, for each animal in each phase, we used the 

inverse of the Hessian matrix output by fmincon to estimate parameter covariance. From this 

covariance matrix, we calculated the correlation matrix. This allowed us to obtain analytic 

estimates of the correlation between parameters for each animal in each phase (Bishop, 

2006; Daw, 2011).

Result

Comparisons of Sessions to Criterion, Omnibus Measures

90–30 Reward Probability Control Cohorts—We first conducted statistical analyses 

to ensure the surgical control cohorts (c-cohort) [i.e., DREADD/VEH, eGFP (CNO + VEH)] 

that constituted the 90–30 reward probability group did not differ significantly on omnibus 

measures: number of sessions to criterion (to 70% accuracy), probability of choosing the 

better option, and number of rewards collected during discrimination and reversal learning 

(i.e., first 7 days of learning common to all rats). There was no effect of surgical control 

cohort (GLM: β c-cohort = 4.17, t(5) = 0.79, p = .46) or sex (GLM: βsex = 8.17, t(5) = 1.55, 

p = .18) on sessions to reach criterion, probability correct (GLM: βc-cohort = 0.004, t(54) 

= 0.05, p = .96; GLM: βsex = 0.06, t(54) = 0.98, p = .33), or number of rewards collected 

(GLM: βc-cohort = −6.39, t(54) = −0.27, p = .78; GLM: βsex = 2.80, t(54) = 0.09, p = .93) 

for discrimination learning. Similarly, for reversal learning, we did not find any effect of 

surgical control group (GLM: βc-cohort = −0.17, t(5) = −0.05, p = .96) or sex (GLM: βsex 

= −2.67, t(5) = −0.76, p = .48) on sessions to reach criterion, probability correct (GLM: 

βc-cohort = 0.02, t(53) = 0.37, p = .72; GLM: βsex = 0.10, t(53) = 1.24, p = .22), or number of 

rewards collected (GLM: βs-group = −18.52, t(53) = −1.19, p = .24; GLM: βsex = −7.81, t(53) 

= −0.40, p = .69). Given the lack of differences between surgical control cohorts within the 

90–30 reward probability group, we collapsed data across these cohorts for further analyses.

Number of Sessions—In total, the 70–30 probability group performed a total of 847 

sessions, 417 during the discrimination phase and 430 during reversal (an average of 26.1 

± 3.1 during the discrimination phase and 26.9 ± 1.71 during the reversal phase). The 

90–30 probability group performed 270 sessions, 118 during discrimination and 152 during 

reversal (an average of 13.1 ± 2.6 during discrimination and 16.9 ± 1.65 reversal), Figure 2B 
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and D. For discrimination learning, we found no effect of group (p = 0.24), sex (p = 0.21), 

or significant Group × Sex interaction (p = 0.49) on sessions to reach criterion. The 90–30 

reward probability group required an average of 11.56 ± 2.56 (M ± SEM) sessions while 

the 70–30 reward probability group required an average of 21.13 ± 3.26 sessions to reach a 

70% criterion; females required an average of 11.92 ± 2.47 sessions, while males required 

an average of 23.92 ± 3.59 sessions. For reversal learning, there was a significant effect 

of group (GLM: βgroup = 8.28, t(21) = 2.63, p = 0.02), with the 90–30 reward probability 

group requiring fewer sessions to reach criterion on average (17.44 ± 1.68) than the 70–30 

reward probability (23.50 ± 1.95). However, there was no effect of sex (p = 0.20), with 

males (17.67 ± 1.97) and females (24.69 ± 1.80) requiring a comparable number of sessions 

to reach criterion for reversal learning, and no significant Group × Sex interaction (p = 

0.41). As differing rates of acquisition during discrimination learning could be attributed to 

differences in performance in the reversal learning phase, discrimination sessions to criterion 

were included as a covariate in reversal learning analyses (whenever a phase interaction 

justified analysis of each phase separately), specifically on the main behavioral outcome 

measures for which those interactions were found. As a preview, the pattern of results was 

largely consistent with those obtained without the covariate in the model.

Comparisons of Accuracy and Rewards Collected

Comparisons Between Early Discrimination and Reversal Learning—We fitted 

GLMs that combined analysis of the first 7 days of learning across both phases 

(discrimination and reversal). For probability of choosing the better option (Table 1), 

we found that all rats exhibited learning by demonstrating an increase in choosing the 

better option across days (Figure 3). Overall animals chose the better option more in the 

discrimination phase than the reversal phase. For the number of rewards (Table 2), all rats 

increased their number of rewards collected across days for both learning phases. There 

were no difference between reward probability group, or learning phase, nor were there any 

factor interactions on probability correct or number of rewards. As there were no significant 

phase interactions, we were not justified to analyze the learning phases separately for these 

measures.

Summary—The omnibus comparison across phases of early discrimination and reversal 

learning revealed that all animals demonstrated an increase in accuracy (i.e., probability of 

choosing the better option) and an increase in the number of rewards collected across days, 

regardless of reward probability group or sex. However, animals chose the better option 

more often in the discrimination phase, compared to reversal as expected.

Comparisons of Omissions and Latencies

Comparisons Between Early Discrimination and Reversal Learning—Similar to 

above, we fitted GLMs that combined analysis of the first 7 days of learning across both 

phases (discrimination and reversal), Table 3. For total number of initiation omissions, there 

was a significant Phase × Group × Sex interaction, with post hoc comparisons revealing 70–

30 males exhibited more initiation omissions in the discrimination phase than the reversal 

phase (p = .01). There was also a significant Group × Sex interaction on this measure, but 

post hoc tests were not significant after accounting for the number of comparisons. There 
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was no effect of phase, reward probability group, or sex, and no significant Phase × Group, 

or Phase × Sex interactions on this measure. For total number of choice omissions, there was 

no effect of phase, reward probability group, or sex, and no significant Phase × Group, Phase 

× Sex, Group × Sex, or Phase × Group × Sex interactions.

Next we analyzed median initiation and better choice latencies (Table 4), as well as 

worse choice and reward collection latencies (Table 5). For initiation latencies, we found 

a marginal Group × Sex interaction, but no effect phase, or reward probability group, and no 

significant Phase × Group, Phase × Sex, Group × Sex, or Phase × Group × Sex interactions. 

For better choice latencies, there was a significant Phase × Sex interaction, with males 

exhibiting longer choice latencies for the better option in the discrimination phase compared 

to the reversal phase (p = .01), but no effect of phase, reward probability group, or sex, 

and no significant Phase × Group, Group × Sex, or Phase × Group × Sex interactions. For 

worse choice latencies, there was a significant effect of phase, with animals in the reversal 

phase exhibiting longer latencies than in the discrimination phase, but no effect of reward 

probability group, sex, or significant Phase × Group, Phase × Sex, Group × Sex, Phase × 

Group × Sex interactions. For reward collection latencies, we found a significant effect of 

reward probability group, with the 90–30 group taking longer to collect reward than the 

70–30 group, but no effect of phase or sex. There was a significant Phase × Sex interaction, 

with females exhibiting longer latencies than males in the reversal phase (p = .01), and a 

Phase × Group × Sex interaction, with 90–30 males in the discrimination phase than 90–30 

males in the reversal phase, but no significant Phase × Group or Group × Sex interaction.

Comparisons Within Discrimination Learning—Because we found phase 

interactions on initiation omissions, better choice latencies, and reward collection latencies, 

we used GLMs to analyze these variables for the discrimination phase separately (Table 

6). For total number of initiation omissions, there were no significant effects of reward 

probability group, sex, or Group × Sex interaction (Figure 4A). For better choice latencies, 

there was also no effect of reward probability group or sex, or Group × Sex interaction, 

despite a phase by sex interaction found during early learning (Figures 4B, S1A, and S1B). 

However, for reward collection latencies, there was a significant effect of reward probability 

group with the 90–30 group taking longer to collect reward than the 70–30 group, but no 

effect of sex and no Group × Sex interaction (Figures 4C, S1C, and S1D).

Comparisons Within Reversal Learning—As above, because we found phase 

interactions on initiation omissions, better choice latencies, and reward collection latencies, 

we used GLMs to analyze these variables for the reversal phase separately. We ran two 

models for the reversal learning phase: an unadjusted model which included only the main 

factors (i.e., group and sex) and an adjusted model with the number of discrimination 

sessions to criterion added as a covariate (Tables 7 and 8). For total number of initiation 
omissions, we found a marginal effect of reward probability group (p = .07) in the adjusted 

model, but did not find a significant sex, or Group × Sex interaction with either model 

(Figure 4D). For better choice latencies, there was an effect of sex in both the unadjusted 

and adjusted model, with females exhibiting longer choice latencies than males when 

choosing the better option. No significant group or Group × Sex interactions were found 
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for either model (Figures 4E, S1E, and S1F). For reward collection latencies, there was a 

significant effect of reward probability group, with the 90–30 group taking longer to collect 

reward than the 70–30 group, in both the unadjusted and adjusted model, but no significant 

sex or Group × Sex interaction was observed (Figures 4F, S1G, and S1H).

Summary—After controlling for the number of discrimination sessions to criterion in 

reversal learning, we observed the same pattern of effects as that obtained with the original 

model: Female animals exhibited longer choice latencies for the better option than males 

(this pattern was not observed for the discrimination phase). Additionally, we found longer 

reward collection latencies in animals learning the 90–30 reward probabilities, compared to 

animals in the 70–30 group. This effect was observed in both the discrimination and reversal 

phases. Finally, though we initially found a phase interaction for initiation omissions in 

early learning, follow-up analyses yielded only a marginal effect of group, but no sex, or 

group by sex interactions when the phases were analyzed separately. In sum, we determined 

that latencies, and not omissions, are among the more sensitive measures of performance; 

certainly beyond omnibus measures of accuracy and cached rewards that are typically 

reported in the literature.

Comparisons of Response to Reward Feedback

Comparisons Between Early Discrimination and Reversal Learning—We 

analyzed win-stay and lose-shift strategies during early discrimination and reversal learning 

(Table 9). For win-stay, we found a marginally significant effect of phase on employing 

the win-stay strategy, with animals using this strategy more in the discrimination phase 

than in the reversal phase, a significant effect of reward probability group, with animals 

in the 90–30 reward probability group using this strategy more than those in the 70–30 

reward probability group, but no effect of sex. There was also a significant Phase × Group 

interaction, with animals in the 90–30 reward probability group using this strategy more in 

the discrimination phase than the reversal phase (p = .001), but no significant Phase × Sex, 

Group × Sex, or Phase × Group × Sex interactions. For lose-shift, there was a significant 

effect of phase, with animals employing this strategy more in the discrimination learning 

phase than the reversal phase, a significant effect of reward probability group, with the 

90–30 group using the lose-shift strategy more than the 70–30 group. Finally, there was also 

an effect of sex, with males employing this strategy more than females, but no significant 

Phase × Group, Phase × Sex, Group × Sex, Phase × Group × Sex interactions.

Comparisons Within Discrimination Learning—Because we found phase 

interactions on win-stay, we were justified to analyze potential differences in win-stay 

strategies on stimulus responses employed by each reward probability group and by sex, 

in the discrimination phase separately (Table 10). For win-stay, there was an effect of 

reward probability group, but no effect of sex, and no Group × Sex interaction (Figure 5A). 

When we considered win-stay on the better option (win-stay|better), we found a marginally 

significant effect of reward probability group, with the 90–30 group employing this strategy 

more, but no effect of sex or significant Group × Sex interaction (Figure 5B). When we 

analyzed win-stay on the worse option (win-stay|worse), we found no significant effect of 

reward probability group, sex, or Group × Sex interaction (Figure 5C).
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Comparisons Within Reversal Learning—Per the phase interactions, we were 

permitted to analyze win-stay (Table 11) strategies on stimulus responses employed during 

the reversal phase, separately. We found males were less likely to employ a win-stay strategy 

(Figure 5D), but no effect of reward probability group, or Group × Sex interaction. We found 

no significant group or sex differences, and no Group × Sex interaction for win-stay|better 

(Figure 5E). We did, however, find a significant effect of sex on win-stay|worse, with males 

less likely to employ the strategy than females, but no reward probability group effect or 

Group × Sex interaction (Figure 5F).

Summary—Win-stay and win-stay|better strategies were employed more often during early 

discrimination learning compared to early reversal learning. Further, the 90–30 reward 

probability group used both win-stay and win-stay|better strategies more in discrimination 

learning than the 70–30 group. Lastly, female animals were more likely to apply a win-stay|

worse strategy in the reversal phase compared to males.

Comparisons of Repetition Measures

Comparisons Between Early Discrimination and Reversal Learning—We next 

fitted GLMs to examine the effects of different factors on repetition in choice behavior. We 

did not find any significant effect of phase, group, sex, or any significant interaction of those 

factors on overall p(stay), p(stay|better), or p(stay|worse) (Table 12). However, there was an 

increased perseveration index in the reversal phase relative to discrimination (Figure 6A and 

E), regardless of reward probability group or sex (Table 13). For RI, we found a significantly 

lower value in the 70–30 group and in males, but no significant effects of phase, Phase × 

Group, Phase × Sex, Group × Sex, or Phase × Group × Sex interaction (Figure 6B and F). 

Similarly, for RIB (Table 14) we observed lower values in the 70–30 group and in males, but 

no significant difference by phase, Phase × Group, Phase × Sex, Group × Sex, or Phase × 

Group × Sex interaction (Figure 6C and G). This pattern holds for RIW as well, with a lower 

RIW in the 70–30 group and males, and no significant effects of phase, Phase × Group, 

Phase × Sex, Group × Sex, or Group × Phase × Sex interaction (Figure 6D and H). As we 

observed no phase interactions, we were not justified in further analyses of discrimination 

and reversal phases, separately.

Summary—We found more perseveration during early reversal learning, compared to 

the discrimination phase. This indicates animals continued to perform according to 

contingencies learned in discrimination. When using the RI measure, we observed less 

repetition (lower RI, particularly RIW) in the 70–30 reward probability group and in males, 

suggesting probability group and sex have an effect on repetitive behavior that is not due to 

differences in the propensity to be rewarded.

Comparisons of Estimated Parameters Based on Fit of Choice Behavior With RL Models

Comparisons Between Discrimination and Reversal Learning—To gain more 

insight into learning and decision-making, we next estimated model parameters (learning 

rate, α and sensitivity to difference in subjective reward values, σ) based on two RL models 

across groups in each of the two phases. Unlike our analyses of response to reward feedback 

and repetition measures, we include all sessions in our RL analysis rather than the first seven 

Harris et al. Page 13

Behav Neurosci. Author manuscript; available in PMC 2022 June 17.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



to capture learning over a longer time period. We found that the single-learning rate model, 

RL1, fit the choice data significantly better, as shown by the lower BIC value (difference 

in BIC between RL1 and RL2 = −7.78, pairwise t test: t(49) = −75.8, p < .0001). For this 

reason, only results for RL1 are presented below.

Comparison of estimated parameters from RL1 revealed that the average learning rate 

was significantly higher during reversal than discrimination phase (difference in α = 0.28; 

two-sample t test: t(48) = −5.48, p < .0001) and at the same time, sensitivity to subjective 

reward values was significantly lower (difference in σ = −0.77; two-sample t test: t(48) 

= 8.18, p < .00001), which corresponds to enhanced exploration. Additionally, to better 

explore the relationship between learning rate and sensitivity to difference in reward values, 

we calculated the correlation coefficients between parameters across groups. We found a 

significant negative correlation between learning rate and sensitivity to difference in reward 

values during reversal (r = −.76, p = .0028) but not discrimination learning (r = −.42, p 
= .0762). We also calculated the correlation between model parameters using the inverse 

Hessian at the ML estimate (see Method section). However, we did not find any evidence 

that the correlations between model parameters of the RL1 model to be significantly 

different from 0 during discrimination (r = −.16 ± .20, t(24) = −0.82, p = .42) or reversal 

learning (r = 0.017 ± .14, t(24) = 0.12, p = .90). These results suggest that the observed 

simultaneous increase in learning rates and decrease in sensitivity to subjective reward value 

in the reversal relative to the discrimination phase was not due to our fitting procedure and, 

instead, happened due to independent mechanisms.

Comparisons Within Discrimination Learning—Using estimated parameters based 

on RL1, we found that the 90–30 reward probability group had a learning rate α = 0.038 

± 0.017, sensitivity to difference in reward values σ = 0.91 ± 0.12 and fit of BIC = 2,227 

± 600 (Figure 7A). The 70–30 reward probability group had a learning rate α = 0.032 ± 

0.031, sensitivity to difference in reward values σ = 0.86 ± 0.12 and fit of BIC = 4,234 ± 

622. We found no significant differences between reward probability groups in terms of α 
(two-sample t test: t(23) = 0.74, p = .47) or σ (two-sample t test; t(23) = −0.32; p = .76).

Comparisons Within Reversal Learning—As in the discrimination phase, we again 

fit choice behavior for each subject in the reversal phase using RL1 (Figure 7B). We found 

that the 90–30 reward probability group had a learning rate α = 0.36 ± .069, sensitivity to 

difference in reward values σ = 0.082 ± 0.056 and fit of BIC = 3,167 ± 390. The 70–30 

reward probability group had a learning rate α = 0.26 ± 0.061, sensitivity to difference 

in reward values σ = 0.13 ± 0.04 and fit of BIC = 5,262 ± 396. We found no significant 

difference between the α (two-sample t test; t(23) = −0.96; p = .35) or σ (two-sample t test; 

t(23) = 0.70; p = .49) parameters between groups.

Summary—In analyses across discrimination and reversal phases, we found that sensitivity 

to difference in reward values was lower during reversal than discrimination, and learning 

rate(s) were higher (the single-learning rate for RL1, and both learning rates for RL2) during 

reversal relative to the discrimination phase. These results indicate that reversal caused faster 

learning and more exploration at the same time. However, within each phase of learning, the 

estimated model parameters were not significantly different between probability groups in 
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either phase. We also found no sex-dependent differences. This suggests the slight increased 

probability of reward corresponding to the better option in the 90–30 reward probability 

group, as compared to the 70–30 group, was not large enough to induce significantly 

different learning or, alternatively, this effect could not be captured by our RL models.

Discussion

Here, we used a stimulus-based probabilistic discrimination and reversal paradigm with 

different probabilities of reward (i.e., 90/30, 70/30) to test learning and performance on 

several measures (i.e., probability of choosing the better option, initiation and choice 

omissions and latencies, perseveration and repetition measures, and win-stay/lose-shift 

strategies). We also examined whether fit of choice data using RL models would reveal 

differences between the two learning phases, and tested for potential differences in learning 

rates (single, separate) and explore/exploit behavior. We found higher learning rates in the 

reversal than discrimination phase, which mirror recent reports (described in more detail 

below). Animals also exhibited decreased sensitivity to the difference in subjective reward 

values of the two options during the reversal learning phase compared to discrimination, 

indicative of greater exploration. Further, we found increased perseveration in early reversal 

compared to early discrimination learning. Finally, we found that differences in reward 

collection latencies depended on the richness of the environment (90% vs. 70% reward). 

Notably, the only pronounced sex difference was in longer latencies to choose the better 

option during reversal learning (females taking longer than males), which is generally 

consistent with the pattern of effects of a recent study by our group (Aguirre et al., 2020). 

We elaborate on these findings in the context of the broader literature below.

Learning Rates

We found that the learning rate was higher in reversal than discrimination learning. The 

general trend of increased learning rates following reversal and decreased sensitivity to the 

difference in subjective reward values is consistent with existing literature (Costa et al., 

2015; Massi et al., 2018). The increased learning rate suggests a more rapid integration 

of reward feedback, while the lower sensitivity to difference in reward values indicates 

rats choose the higher valued option less consistently, corresponding to greater exploration. 

These changes may reflect response to increased environmental volatility following the 

reversal in terms of both faster learning and more exploration. Bathellier et al. (2013) 

accounted for a similar change in learning rate in mice by assuming slower initial learning 

during discrimination due to weaker initial synaptic weights, and much faster learning 

during reversal due to the same synapses being activated, but at a state where synaptic 

weights are stronger than they were in discrimination. Future modeling studies are needed to 

explain how a single reversal can induce both higher learning rates and decreased sensitivity 

to subjective values.

Latencies to Collect Reward and Choose the Better Option

Probability group differences across both learning phases were found for reward collection 

latencies, with the 90–30 group exhibiting longer reward collection times than the 70–30 

group, suggesting the 90–30 group may experience attenuated motivation by comparison. 
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Latency to collect reward is commonly used as a measure of motivation, whereas stimulus-

response latency (i.e., latency to choose the better option) is often used as a measure 

of processing or decision-making speed in the Five-Choice Serial Reaction Time Task 

(5CSRTT; Amitai & Markou, 2010; Asinof & Paine, 2014; Bari et al., 2008; Bushnell & 

Strupp, 2009; Chudasama et al., 2003; Remmelink et al., 2017; Robbins, 2002; Robinson 

et al., 2009). One interpretation of this finding is that animals may have been more 

motivated to confirm whether they had received a reward under higher uncertainty (i.e., 

when the probability for the better option was lower), and conversely, were more confident 

in their decision with a higher reward probability associated with choosing the better 

option. Another related explanation is that animals exert more effort and display more vigor 

when in leaner and more uncertain reward environments (Amsel, 1967; McNamara et al., 

2013), which in our experiments was directly tied to the differences in reward probabilities 

associated with the better option. Because there was greater reward uncertainty associated 

with the better option for the 70–30 group, rats may have exerted more effort to retrieve 

rewards compared to the 90–30 group. Interestingly, although animals generally increased 

their choice of the better option across days during discrimination learning, this was actually 

not as much the case for reversal learning where this measure over time was relatively flat. 

Despite the reward collection latency differences, we found no difference in the number of 

cached rewards between the probability groups, so these differences are likely not due to 

satiety per se, but instead, an effect of an experience with overall reward rate over time.

A final consideration related to our consistent probability group difference is a recent 

report (Song & Lee, 2020) providing evidence for differential neural recruitment in 

environments that require different “resource allocations.” Agents (or in our case, rats) 

learn over time to assign resources to certain stimuli, and make adjustments as stimuli gain 

more reward-predictive value. The leaner reward schedule (70–30) may actually promote 

a more adjustable, flexible resource allocation than the more profitable schedule (90–30). 

Empirically testing how midbrain dopamine interacts with cortical structures to support 

flexible resource allocation is an interesting line of future inquiry. To probe this, different 

reward probability schedules could be compared.

Perseveration and Win-Stay Strategies

All animals exhibited more perseveration during early reversal learning than early 

discrimination learning. This finding supports those by Verharen et al. (2020) in which they 

simulated data of thousands of probabilistic reversal learning sessions using a Q-learning 

model consisting of separate learning rates for learning from positive (i.e., rewarded) 

and negative (i.e., nonrewarded) feedback, a beta parameter, and a stickiness parameter 

indicative of perseveration. They found that a greater number of reversals occurred when the 

stickiness parameter value was high (i.e., greater perseveration), but only when both learning 

rates were also high (Verharen et al., 2020). Interestingly, we found reward probability group 

differences for perseveration, with the 90–30 group exhibiting greater perseveration than the 

70–30 group. This finding implies that more consistent reward feedback (i.e., higher reward 

probability associated with the better option) in the 90–30 group promoted perseverative 

responding in early learning. Furthermore, males demonstrated greater exploratory behavior 
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(i.e., lower perseveration) during discrimination learning, in line with previous research 

showing greater impulsivity in male rats (Lukkes et al., 2016; Palanza et al., 2001).

Greater perseveration during early reversal is consistent with the long-standing idea that 

reversal learning is a measure of inhibitory control, such that the inability to disengage 

from previously rewarding behavior after a change in contingency may be reflective 

of compulsive and even impulsive response tendencies, commonly associated with drug 

dependence (Izquierdo & Jentsch, 2012). Indeed, there is evidence that inflexible responding 

in reversal learning may be genetically related to impulsivity (Crews & Boettiger, 2009; 

Fineberg et al., 2010; Franken et al., 2008; Groman et al., 2009; Groman & Jentsch, 

2013; Jentsch et al., 2014). However, greater perseveration can also be explained by slower 

updating of model-free learning in which animals are not benefiting as much from trial-

by-trial feedback, or (just as likely) failing to detect task transitions, especially in early 

reversal (Izquierdo et al., 2017). It is particularly interesting that we show here stimulus 
perseveration, aside from spatial- or response-based perseveration, which we control for here 

by pseudorandomly presenting the stimuli on the left versus right sides of the screen.

A related observation we report here is that animals more often used reward-dependent 

choice strategies (i.e., win-stay and win-stay|better) in the early discrimination phase 

compared to the reversal phase, and adopted an opposing pattern after reversal (i.e., win-

stay|worse as more prevalent). Importantly, as above, this strategy is stimulus-dependent 

and not location-dependent, which is more often probed in lever-based (left vs. right) tasks. 

Indeed, animals exhibited less consistent response to reward feedback during the reversal 

compared to the discrimination phase, indicative of noisier behavior or equivalently more 

exploration.

Sex Differences

Females exhibited longer latencies to choose the better option than males, and this was only 

observed during the reversal learning phase. Measures of decision speed in rodents vary, but 

can include latencies to nosepoke (i.e., time to make a response before the end of the trial), 

as well as the percentage of correct responses (i.e., accuracy), usually on the 5CSRTT as 

described above. Our data support the interpretation that females exhibit greater response 

demands (and consequently slower performance) than males in the reversal phase. This adds 

to a growing literature on sex differences in reversal learning (Aarde et al., 2020; Bissonette 

et al., 2012; Branch et al., 2020; LaClair & Lacreuse, 2016).

Conclusion

The present results suggest that certain measures of decision speed (i.e., choice latencies) 

and motivation (i.e., reward collection latencies) should be used as more than auxiliary 

measures to study reversal learning. Indeed, latencies, and not omissions, are more sensitive 

measures than omnibus measures of accuracy and cached rewards that are typically reported 

in the literature. Some of the measures we studied here are likely correlated with others and 

it would be interesting in follow-up experiments to pinpoint the most predictive factors in 

discriminating the two types of learning using a much larger data set. Future studies should 

probe the neural correlates of these fine-grained behavioral measures, as these have been 
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underutilized and may reveal marked dissociations in how the circuitry is recruited in each 

phase.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. Task Design
Note. Schematic of probabilistic learning task. Rats initiated a trial by nosepoking the center 

stimulus (displayed for 40 s) and then selected between two visual stimuli pseudorandomly 

that were presented on either the left and right side of the screen (displayed for 60 s), 

Assigned as the better (B) and worse (W) options. Correct nosepokes were rewarded with 

a sucrose pellet with probability pR(B) = .90 or .70 versus pR(W) = .30. If a trial was 

not rewarded [pNR(B) or pNR(W)], a 5 s time-out would commence. If a stimulus was not 

chosen, it was considered a choice omission and a 10 s ITI would commence. Rats could 

also fail to initiate a trial, in which case, it was scored as an initiation omission. If a trial was 

rewarded, a 10 s ITI would follow reward collection. Other prominent measures collected on 

a trial-by-trial basis were trial initiation latency (time to nosepoke the center white square), 

choice latency (time to select between the two stimuli), and reward latency (time to collect 

reward in the pellet magazine).
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Figure 2. Greater Number of Completed Sessions for the 70–30 Reward Probability Group in 
Both Discrimination and Reversal Learning
Note. (A and B) Plotted are the number of subjects per session (A) and the number of 

sessions to criterion (B) during the discrimination (prereversal) phase. The 70–30 reward 

probability group completes significantly more sessions during discrimination than the 90–

30 group. (C and D) The same as (A) and (B) but during reversal learning. The 70–30 

reward probability group again completes significantly more sessions than the 90–30 group. 

Bars indicate ±SEM.

* p ≤ .05.

Harris et al. Page 23

Behav Neurosci. Author manuscript; available in PMC 2022 June 17.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. Both Reward Probability Groups and Both Sexes Increase Their Collected Rewards 
Over Time but Animals Choose the Better Option More Often in the Discrimination Phase
Note. (A and B) Proportion of better option selections (A) and number of rewards in a 

session (B) in the discrimination (prereversal) phase, showing the first 10 and 15 trials. Both 

groups increase selection of the better option and receive more rewards per session over 

time, with no significant differences between reward probability groups or sex. (C and D) 

Same as (A) and (B), but in the reversal phase. Again, animals in both reward probability 

groups improve accuracy and collected rewards over time, with no differences by group or 

sex. Notably, there was significant phase difference on choice of the better option, with the 

discrimination > reversal phase.
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Figure 4. Patterns of Latencies by Sex and Reward Probability Group During Discrimination 
and Reversal Learning
Note. (A) There were no group or sex differences in initiation omissions in discrimination. 

(B) There were no group or sex differences in better choice latencies in discrimination. 

(C) There were significant probability group differences in reward collection latencies in 

discrimination, with the 90–30 reward probability group exhibiting longer latencies than the 

70–30 reward probability group. (D) There were no group or sex differences in initiation 

omissions in reversal. (E) There were sex differences in better choice latencies in the 

reversal phase, with females taking longer to make a choice of the better option than 

males (with and without controlling for the number of discrimination sessions to criterion). 

(F) There were significant probability group differences in reward collection latencies in 

the reversal phase, with the 90–30 reward probability group exhibiting longer latencies 

than the 70–30 reward probability group (with and without controlling for the number of 

discrimination sessions to criterion). Bars indicate ±SEM.
# p = .07. * p ≤ .05. *** p ≤ .001.
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Figure 5. Greater Overall Win-Stay and Win-Stay on the Better Option in the 90–30 Group 
During Discrimination
Note. (A–C) Plotted are proportion of win-stay responses overall (A), after choosing the 

better option (B), and after choosing the worse option (C) during discrimination. Overall 

win-stay and win-stay on the better option is used more often in the 90–30 group than the 

70–30 group. (D–f) The same as (A)–(C) but for reversal. We find no significant effects on 

overall win-stay and win-stay on the better option, but do find females are more likely to 

apply a win-stay strategy after choosing the worse option than males. Bars indicate ±SEM.

* p ≤ .05.

Harris et al. Page 26

Behav Neurosci. Author manuscript; available in PMC 2022 June 17.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 6. Greater Perseveration During Reversal and Lower Repetition Index Measures for 
Males as Compared to Females in Both Phases, and for the 70–30 Group as Compared to the 
90–30 Group in the Discrimination Phase
Note. Plotted is the perseveration index (A), overall repetition index (B), repetition index for 

the better option (C), and repetition index for the worse option (D) in the discrimination 

phase. Though we find no significant differences in perseveration index, the 70–30 

group shows a significantly lower RI and RIB, and marginally significantly lower RIW. 

Additionally, males have significantly lower values for all three repetition index measures. 

(E–H) Same as (A)–(D), but for reversal. We observe a significantly lower perseveration 

index and a marginally significant lower RI, RIB, and RIW in males than females. Bars 

indicate ± SEM.
# p = .06. * p ≤ .05.
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Figure 7. Higher Learning Rate and Lower Sensitivity to Difference in Subjective Reward Values 
in Reversal Compared to Discrimination Learning
Note. (A and B) Learning parameters and sensitivity to difference in reward values for 

the single-learning rate model during the discrimination (A) and reversal (B) phases. We 

find no significant difference in parameter values between reward probability groups during 

discrimination or reversal. However, we do find significantly higher learning rates and 

significantly lower sensitivity to difference in reward values parameters following reversal.
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