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Abstract 

Over the past few decades, health care industries and medical practitioners faced a lot of obstacles to diagnosing 
medical-related problems due to inadequate technology and availability of equipment. In the present era, computer 
science technologies such as IoT, Cloud Computing, Artificial Intelligence and its allied techniques, etc. play a crucial 
role in the identification of medical diseases, especially in the domain of Ophthalmology. Despite this, ophthalmolo-
gists have to perform the various disease diagnosis task manually which is time-consuming and the chances of error 
are also very high because some of the abnormalities of eye diseases possess the same symptoms. Furthermore, mul-
tiple autonomous systems also exist to categorize the diseases but their prediction rate does not accomplish state-
of-art accuracy. In the proposed approach by implementing the concept of Attention, Transfer Learning with the 
Deep Convolution Neural Network, the model accomplished an accuracy of 97.79% and 95.6% on the training and 
testing data respectively. This autonomous model efficiently classifies the various oscular disorders namely Choroidal 
Neovascularization, Diabetic Macular Edema, Drusen from the Optical Coherence Tomography images. It may provide 
a realistic solution to the healthcare sector to bring down the ophthalmologist burden in the screening of Diabetic 
Retinopathy.
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Introduction
Visual impairment is increasing manifolds and is likely to 
reach an epidemic rise globally in the next few decades. 
Some of the hazardous diseases which are the main rea-
son for visual impairment and sight loss in human beings 
are Diabetic Retinopathy (DR), Age-related Macular 
Degeneration (AMD), Diabetic Macular Edema (DME), 
Choroidal Neovascularization (CNV), Glaucoma, Cata-
ract, Myopia, Astigmatism, etc., and many more to name 
[1–4]. Amongst them, some diseases such as CNV, DME, 
etc. are the severe form of AMD and DR which are life-
threatening ones [5, 6]. These diseases are growing 
exponentially and majorly impact the elderly group and 
working professionals. This etiology of DR is because of 

high blood sugar which leads to damage to retina blood 
vessels [7]. In addition to it, the working style of individu-
als is also one of the reasons for visual impairment in the 
populace. In the present scenario, a major segment of the 
society is working from home due to the Covid pandemic 
using various electronic gadgets and Internet-based 
facilities. The intensive utilization of these types of equip-
ment causes eye abnormalities in human beings. Further-
more, human genes and environmental factors are also 
responsible for oscular disorders [8]. As per the Interna-
tional Diabetes Federation (IDF) Atlas 2020 [9], the esti-
mated number of adults suffering from DR was 103.12 
million, Vision-Threatening DR (VTDR) 28.54 million, 
and Clinically Significant Macular Edema (CSME) 18.83 
million respectively. These figures might rise to 160.50 
million for the DR, 44.82 million VTDR, and 28.61 mil-
lion CSME across the globe by 2045 [9]. Besides this, a 
survey has also been conducted by the World Health 
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Organization (WHO) stating that, from a total of 7.8 bil-
lion, 2.2 billion people on the planet have some sort of 
visual impairment [10]. These are estimated numbers as 
either people are not aware of these disorders or do not 
visit eye care centers to get timely checkups due to finan-
cial crisis. As per the experts and researchers, 80–90% of 
cases in India [11] and 50% in other parts of the world 
[10] can be avoided by early detection. In addition to it, 
adequate treatment should also be imparted to get rid of 
such visual disorders to enhance the quality of life [12].

Medical imaging is another aspect that provides the 
most valuable aid to the detection of various diseases. 
Interpretation of these medical images requires the 
usage of the latest advancements in technology. Optical 
Coherence Tomography (OCT) [13], Fundus Fluores-
cein Angiography (FFA) image [14, 15], 2D Color Fundus 
Photography (CFP) [16, 17], B-Scan Images, and various 
other types of scans are used by the ophthalmologist to 
examine the disease [18, 19]. However, OCT imaging is 
a non-invasive, swift, and harmless technique that helps 
to provide better visualization of retinal vasculatures 
[20]. These scans are used at proliferating rate to erect 
the intelligent decision in medical diagnosis by the oph-
thalmologist, medical practitioners, researchers, optom-
etrists, etc. Furthermore, Human–Computer Interaction 
(HCI) augmented with Artificial Intelligence (AI) helps 
in providing a potential solution to the healthcare indus-
try by using OCT imaging and incorporating the capa-
bilities of ML and DL. These automated technologies 
offer unparalleled diagnostic precision, screening ability, 
risk stratification, and workflow optimization with bet-
ter accuracy and cost-effective screening in comparison 
to healthcare professionals [21]. Hence, the integration 
of AI in the field of ophthalmology provides an adequate 
economic solution to accomplish the goal of medical 
diagnosis. This autonomous system speeds up the medi-
cal process and brings down the ophthalmologist’s bur-
den in the disease examination.

In this work, the concept of Transfer Learning (TL) 
with the Deep Convolution Neural Network (CNN) is 
implemented to classify eye diseases. TL helps in dimin-
ishing the model training time as weights of the pre-
trained model are being used instead of creating a model 
from scratch [22]. This paper is further categorized into 
different sections. Background study including the related 
work that has been done so far in the field of ophthalmol-
ogy mentioned in section “Background study”. Further in 
this section, various researcher views related to ophthal-
mology and the techniques used by them to analyze the 
impact of various eye disorder on human health has been 
summarized. Model formulation and dataset descrip-
tions are mentioned in section “Proposed methodology”. 
This section further includes the architecture details and 

proposed algorithm in a detailed fashion. Various matri-
ces are used for result evaluation such as precision, recall, 
accuracy, F1 score, etc. with confusion matrices [23] for 
models illustrated in section “Experimental results analy-
sis”. This section further includes the graphical represen-
tation of the results of training and testing data. Finally, 
section  “Conclusion and future scope” concludes the 
work and future pathways to deep dive into the study of 
various eye disorders in the field of ophthalmology.

Background study
In the last few decades, researchers have published 
numerous articles in the domain of ophthalmology. 
Researchers & medical practitioners are using the vari-
ous AI and its allied techniques like machine learning 
and DL for creating the autonomous system to detect 
the oscular disorder for the medical disease prediction 
and treatment. Hence, the foremost concern of this sec-
tion is to represent the researcher’s work in the domain 
of ophthalmology.

Kermany et al. [5] proposed an efficient diagnostic tool 
that used the power of a DL framework for the patient 
screening for the diagnosis of treatable retinal diseases. 
The proposed model was capable to classify the various 
eye disorder namely CNV, DME, and Drusen using OCT 
scans. The model utilizes the effectiveness of TL (Ima-
geNet model weights were used to train the model). As 
a result, the authors conclude that the proposed model 
accomplished an accuracy of 94%. But the overall time 
required to train a model was four days and 300 epochs 
were done to reach the best one. In this article, finally, the 
researcher compared the human experts’ results with the 
model predicted results and exhibited that the proposed 
model outperformed the human results. To perform the 
general applicability of the proposed AI system, pediat-
ric pneumonia was further diagnosed on X-ray images of 
the human chest. Han et al. [24] represent a parametric 
optimization algorithm by using the concept of an SVM 
classifier of ML for the classification of DR. To extract 
the features from images, the classifier used the PCA and 
KPCA method which further increases the generaliza-
tion of the algorithm and enhance the processing speed. 
In addition to it the enhancement of classification accu-
racy and to optimize the parameters, grid search and 
genetic algorithms are employed. Therefore, this combi-
natorial optimization algorithm attained 98.33% classifi-
cation accuracy in just 31.13 s. But the dataset was quite 
small having only 120 images was the major drawback of 
the approach. Wan et al. [25] suggested an autonomous 
approach to identify the DR from fundus images. The 
model used the power of TL and hyperparameter tun-
ing in the CNN approach for automatic detection of DR. 
Authors further adopt the different architectures such as 
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VggNet(-s,-16,-19), AlexNet, Resnet, and GoogleNet, to 
elaborate the result obtained from models. VggNet-s with 
hyperparameter tuning outperform the result of other 
models and attained 95.68% classification accuracy. Fur-
ther, the proposed model used highly unbalanced data 
which was the major issue in the system.

Jena et al. [26] used fundus images in a DL-based con-
volutional network approach to classifying DR. The 
proposed neural network model has only six layers of 
convolutional including the Rectified linear unit (ReLU) 
and max-pooling layer. Due to the absence of a fully con-
nected layer, a model was trained faster and the compu-
tational complexity of the model was also reduced as the 
main importance of the model. Finally, the model was 
compared with some existing models like quadratic SVM, 
Naïve Bayes, KNN, etc. The suggested model accom-
plished 91.66% accuracy which was far better than the 
existing ones. But the dataset used for the training and 
testing was not larger enough and also it was not com-
plex to get the generalized model. Rehman et al. [27] used 
the SqueezeNet CNN, AlexNet and VGG-16 pre-trained 
methods for automatic classification of DR achieved the 
93.46%, 91.82%, and 94.49% classification accuracy. Fur-
ther, the authors proposed an automated customized 
tool to detect DR. The proposed neural network model 
has only five layers, out of which two layers of convolu-
tional and the remaining three were fully connected. 
The proposed model accomplished 98.15% classification 
accuracy but the dataset used for the proposed model 
contains only 1200 images which was the concerned area 
of the approach. Murcia et al. [28] presented a diagnos-
tic tool powered by the performant DL frameworks to 
grade the damage to the retina caused by diabetes mel-
litus. The tool makes use of a deep residual CNN to boost 
picture quality or individual eye structures. The authors 
utilized multiple convolutional architectures to assess 
their performance under the MESSIDOR dataset. The 
tool was found to have outstanding results while using 
ResNet50 architecture being able to accurately identify 
grade 0 as well as aggregating grades 0 and 1, present-
ing an AUC of 0.93, 0.81, 0.92 for grades 0 + 1, grade 2, 
and grade 3 labeling respectively. The authors also made 
use of derived class activation maps to help detect lesions 
which improved the grading procedure. The results of the 
proposed system show its bright future in the clinical use 
of automatic DR. Chopra et al. [29] explained the major 
targets OCT hardware developments need to hit to make 
the OCT reach underprivileged corners of the world. 
First and foremost, the authors discuss the portabil-
ity and cost barrier when it comes to OCT. The authors 
proposed handheld OCT devices that could increase the 
ease of access to the device. Secondly, to increase the 
automated testing and examination for the long term as 

current solutions need very frequent clinical visits in the 
long run which results in the need for larger staff avail-
ability. The availability of OCT at home could revolution-
ize the need and opportunities for individual treatment 
plans. The development in cloud computing to share the 
data could revolutionize the way current follow-ups and 
monitoring of the patient works.

Gangwar et  al. [30] proposed a hybrid DL architec-
ture for DR detection. The hybrid architecture was 
comprised of Inception-ResNet-v2 and a custom 
CNN block. Further, the architecture utilizes Incep-
tion net and residual connections of InceptionResNet 
and 4 CNN layers of varying filter sizes for better per-
formance. As a result, the authors have come to the 
conclusion that the suggested architecture outper-
forms GoogleNet by 6.3% achieving an overall accu-
racy score of 72.33% on the Messidor-1 dataset [31] 
and an accuracy score of 82.18% on the APTOS data-
set [32]. Medeiros et  al. [33] illustrated an approach 
of DL by using the Spectral Domain OCT data. CNN 
was trained to access optic disc photographs and pre-
dict average Retinal Nerve Fiber Layer (RNFL) thick-
ness. According to the results, the authors compared 
predictive and actual RFNL thickness and concluded 
that they showed a strong correlation and the observed 
7.39  μm mean absolute error of prediction. Then to 
categorize glaucoma eyes from a normal one, an area 
under receiver operating characteristics (AUROC) were 
calculated from the proposed DL approach and found 
that this value was almost alike to the actual SD-OCT 
RFNL thickness value. The predicted value of AUROC 
was 0.944 and the actual was 0.940. Le et  al. [34] 
employed CNN Architecture of DL and VGG16 for the 
detection of DR. For a strong OCTA classification, the 
authors used the dataset has three categories namely 
healthy, No-DR, and DR, to which they further applied 
the TL approach. To demonstrate the practicability 
of testing DR, CNN was included with the graphical 
user interface platform. The use of two small datasets 
was there one for training and cross-validation and 
the second one for external validation. The results of 
the proposed study conclude that the cross-validation 
accuracy achieved 87.27% with 83.76% sensitivity and 
90.82% specificity. For the classification into the three 
categories of healthy, No-DR, and DR, the AUC matrix 
results achieved were 0.97, 0.98, and 0.97, respectively. 
Due to the GUI platform that was included with CNN, 
easy DR testing was possible which further boosted 
the efficiency of the model. Pallab Chowdhury et  al. 
[35] in their paper focused on the complications and 
post effects of DR. DR is caused by diabetes complica-
tions and has severe effects like permanent blindness. 
Therefore, for the proper and timely diagnosis of DR, 
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the authors of this paper proposed an efficient tech-
nique. The technique proposed in this work consists of 
a collection of five models with TL and the base model 
used by these models is EfficientNet-B5. Dataset was 
taken from Kaggle [36]. Further, the various steps like 
increasing generalization, cross-validation, pretraining, 
finetuning on the dataset, and reducing variance were 
employed on models. As a result, the authors attained 
99.87% model accuracy and concluded that the model 
scores high as compared to the other ones for the pre-
diction of DR.

An et al. [37] in their study proposed a DL framework 
for the structuring of a model. This proposed model 
detects and classifies disease with a small dataset. The 
framework proposed by the authors in this study uses 
the hierarchical classification method. In the hierarchical 
method, the information about the disease was given to 
the first model, and then that information was used for 
successive models for the classification with the use of 
the TL method. A small dataset was taken having healthy 
and glaucoma eyes were applied to the approach to reveal 
the effectiveness, and applicability, and to calculate the 
model performance. As a result, it was concluded that, on 
three random datasets, the average model accuracy and 
Cohen’s kappa were 0.839 and 0.809, respectively. There-
fore, by the results, it has been observed that classifica-
tion can be done with this proposed work effectively with 
small medical images. Kumar et  al. [38] reviewed many 
articles on DR and concluded that DR requires proper 
attention for early identification so that loss of sight can 
be reduced to some extent. The authors of the paper dis-
cussed various techniques for DR detection and classi-
fication. Various methods discussed for detection were 
ANN, CNN, Computer-Based detection, Fuzzy C-Means 
(FCM) clustering, thresholding, etc. The authors also 
mentioned various performance parameters of each 
technique like accuracy, specificity, precision, recall, etc. 
Further, some more classification methods like the ran-
dom forest technique, CNN, based on feature extracted, 
SVM, etc. were also discussed, and then concluded that 
all these methods for automatic detection and classifica-
tion of DR help ophthalmologists to decrease their work-
load so that they can do they work efficiently. Further, 
they also highlighted that if the data is categorized by sex, 
age, and severity of disease then the DR detection can be 
achieved more efficiently. Samanta et al. [39] worked on a 
small dataset and introduces a TL-based CNN approach 
on the Dense-Net model which was pre-trained on Ima-
geNet for recognizing DR classes from hard exudates, 
blood vessels, and texture. The model training was done 
in four categories of classes namely No-DR, Mild-DR, 
Moderate-DR, and Proliferative-DR. 419 fundus images 
were taken for validation. On the healthy eye, the F1 

score achieved for the proposed model was 0.97 and the 
validation accuracy achieved was 84.10% respectively. 
Cohens Kappa’s score attained on a validation and train-
ing set was 0.8836 and 0.9809 respectively.

Albahli et  al. [40] proposed an approach based on 
Recurrent CNN for the effective classification and detec-
tion of DR samples. The various steps that were fol-
lowed in this study include pre-processing, annotations 
of the samples, feature extraction, and then applying 
the DenseNet-65. The Proposed architecture classifies 
the samples into five classes that were NO-DR, Mild-
DR, Moderate-DR, Severe, and Prolific. As a result, they 
possessed that the proposed model accomplished 97.2% 
accuracy. Along with that, the authors of this study also 
performed cross dataset validation and concluded that 
the model proposed was effective to classify the DR sam-
ples on the unknown dataset. Pao et al. [41] represent a 
CNN-based approach for the detection of DR. Fundus 
images dataset had been taken from the publically avail-
able dataset available on Kaggle [36]. The images that 
are taken from this dataset had been graded then into 
five classes. Further, data augmentation techniques were 
applied to these images. In addition to it, from the RGB 
color model, the green component had been extracted 
for the computation of the entropy from these retinal 
images. Then for pre-processing step Unsharp Mask-
ing (UM) was applied. The DL based bi-channel CNN 
approach was proposed by the authors for efficient 
detection of DR. Authors of the study concluded that 
the bi-channel CNN gives good results and the accu-
racy achieved by the proposed model is 87.83% for the 
detection of DR. Salvi et  al. [42] explained a study for 
early detection to classify the DR with the different DL 
methods of CNN. This model could classify DR into five 
stages: viz. Mild-DR, Moderate-DR, No-DR, Proliferate-
DR, and Severe-DR. They use an open-source dataset 
of DR detection. This study used VGG16, ResNet50 V2, 
and Efficient-Net B0 with different factors to learn and 
showed the results of best performing CNN architectures 
by using different performance matrices like ACC, false-
positive rate, true negative rate, etc. As per this study 
observed that VGG16 architecture achieved the highest 
accuracy of 95% than ResNet50 V2 which achieved the 
accuracy of 93%. This study also shows a complete per-
formance comparison of three different CNN TL models 
to detect DR. Rajkumar et al. [43] illustrated a paper for 
detecting the various stages of DR with the TL approach 
of CNN. They use the Kaggle dataset for DR detection 
with 35,000 plus images with each size of 512 × 512 pix-
els. To implement this model used the ResNet-50 model 
of TL which is around 50 layers deep to get good accu-
racy from a large dataset. To classify the stages of DR 
they use five labels which were 0,1,2,3,4 represents the 
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No-DR, Mild-DR, Moderate-DR, Proliferative-DR, and, 
Severe-DR respectively. As a result, the ResNet-50 model 
attained an accuracy of 89.4%. This paper completely pre-
sented the performance and accuracy of the ResNet-50 
model of TL in CNN to detect DR.

Boral et al. [44] offer a study to detect and labeling of 
DR for reducing laborer-intensive work doctors with a 
hybrid neural network. For training of this dataset used 
the Kaggle database with a total of around 35,000 retinal 
images. Trained models give two results for test images 
which were YES for DR images and NO for the normal 
retinal images. To implement the study, two models were 
used. The first model was an Inception V3 DNN archi-
tecture and the second model was a multiclass SVM 
model. In the proposed study they first get the dataset 
and apply an Inception V3 DNN architecture and then 
activation function Inception DNN to get the feature 
dataset After that, this feature dataset is processed with 
a multiclass SVM model. With this study, they were able 
to achieve 98.8% accuracy and 97.7% sensitivity in DNN 
Model. This study provides a highly accurate DR detec-
tion model with Hybrid Neural Network. Bhowmik et al. 
[45] proposed a paper for the eye disease prediction 
for early-stage detection and reducing doctor manual 
work with the TL of CNN. They consider OCT as input 
for the model to predict the result. To train this model 
they use a dataset from Kaggle open-source dataset with 
84,495 grayscale images but use around 4000 images. 
This trained model could predict four results that were: 
NORMAL, CNV, DME, and DRUSEN. In this study, they 
use VGG16 and Inception V3 model by utilizing the TL 
approach. This trained model was able to accomplish 
94%accuracy on a small data set of around 4000 images. 
In this paper, they present a high accuracy model for 
detecting CNV, DME, and DRUSEN with a DL model. 
Shelar et al. [46] discussed the severe impact on human 
eyes by conducting a study on DR. The authors concluded 
that DR requires proper attention for timely identifica-
tion so that it could be treated by doctors. Therefore, they 
proposed CNN with TL-based architecture for disease 
identification and classification with the help of fundal 
images of the retina. Binary classification had been done 
with the proposed architecture and attained accuracy 
for normal cases is 85% and for DR cases it was 84.12%. 
Paul et al. [4] presented a dialogue on the risk factors of 
DR. They proposed a CNN model for the identification 
of various DR disease stages. The model utilizes the pro-
posed model combining it with advanced TinyML. The 
proposed network utilizes a very low amount of memory 
while showing 94% accuracy in the detection of DR. The 
authors concluded that the illustrated results were a clear 
indication of the fact that computer vision is a very useful 

tool in the diagnosis of diseases like DR with very high 
accuracy.

Lu et al. [47] in their study introduced a DL-based sys-
tem for the categorization of OCT images automatically. 
For this purpose, the authors proposed ResNet, and to 
optimize the algorithm tenfold cross-validation method 
was implemented. Kappa value, Accuracy, and AUC were 
the various parameters that were taken to measure and 
evaluate the model performance. This system accom-
plished 95.89% accuracy and an AUC of 98.45 in finding 
the disease classification such as serous macular detach-
ment, epiretinal membrane, macular hole, and cystoid 
macular edema. The system also achieved a kappa value 
of 92.9%. Finally, the authors concluded that this pro-
posed system identifies and distinguishes various OCT 
images with great accuracy. Al-Moosawi and Khudeyer 
[14] proposed a new ResNet-34/DR architecture to iden-
tify and classify different stages of DR i.e. an eye disor-
der found in diabetic patients. The authors were able to 
implement data augmentation and image pre-processing 
to refine and improve the training dataset comprising of 
high-resolution color images of the fundus. Furthermore, 
the authors were successfully able to fine-tune the exist-
ing ResNet-34 network by training lower layers of the 
network using the transfer training technique to drasti-
cally improve the accuracy of the existing model while 
achieving an F1 accuracy score of 93.2%, thus achieving 
relatively advanced results in DR classifications.

Hasan et  al. [48] represented an improved model for 
reliable cataract disease detection by modifying and fine-
tuning various pre-trained models such as InceptionV3, 
InceptionResNetV2, Xception, and Densenet121 using 
the TensorFlow object detection framework. Authors 
aimed at the classification of cataract disease using CNNs 
based on publicly available image datasets [49]. While 
using the InceptionResNetV2 model, authors were able 
to attain the highest reliability with a 98.17% test accu-
racy, 97% sensitivity, and 100% specificity. Hence, refining 
the model have effectively produced a robust diagnostic 
tool directed at low-income countries with insufficient 
numbers of qualified ophthalmologist to effectively pre-
vent and perform early diagnosis of the disease. Tariq 
et al. [15] explained a Deep-TL technique based on CNN 
for the classification of DR patients. The proposed model 
could reliably classify different stages of DR complica-
tions by implementing supervised training with the train-
ing dataset comprising high-resolution fundus images. 
Due to the limited images in the dataset, the authors used 
augmentation of images to artificially expand the dataset 
and further implemented pre-processing to the images 
to improve the quality of the dataset. It was found that 
fine tweaking various existing CNNs, TesNeXt-50 yielded 
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maximum accuracy of 97.53% and presented as a reliable 
asset in assisting clinical judgments.

After analyzing the different researcher’s views and 
their proposed work it concludes that the oscular dis-
orders are the topmost reason for sight loss in human 
beings and some of the diseases such as DR, CNV, etc. 
are life-threatening ones. Researchers discussed different 
methodologies and techniques of AI for the early detec-
tion of ocular disorders so that the early detection of 
disease diagnosis can be done and the timely treatment 
should be started as the human life is on sake. In the next 
section proposed methodology for the early detection of 
disease is illustrated. Sections  “Proposed methodology” 
and “Experimental results analysis” give a comprehen-
sive description and elaboration of the model and results. 
Matrices used for result evaluations are illustrated in sec-
tion “Experimental results analysis”.

Proposed methodology
In the present time, computer sciences, medical sciences, 
and health care industries are booming and working 
together in the field of ophthalmology to solve various 
medical-related issues. These industries are using vari-
ous advanced technologies such as AI, Cloud Comput-
ing, IoT, etc. which generate enormous medical data 

mainly in the form of images, videos, text, audio, signals, 
etc. The researcher and medical practitioner are using 
and analyzing these data to create the autonomous sys-
tem so that the disease is detected in the early phase and 
proper treatment can be given to the individual to save 
from various life-threatening diseases. In addition to 
this, models and architecture are also required to refine 
and make optimum utilization of data to create the gen-
eralized model. The dataset and the methodology used 
in the research work are explained further in successive 
sections.

Dataset used
The dataset used for the research work has been taken 
from the public Mendeley database [50]. The collected 
dataset consists of 84,484 OCT sample images for eye 
disease detection. The graphical representation of data-
set labeled images is illustrated in Fig.  1. The dataset is 
further divided into two phases of independent patients 
namely training and testing sets. The training set has 
images of eye diseases namely CNV, DME, Drusen, 
and Normal. The training set was further split into four 
directories and the directories’ names are the same as 
disease names. The sample images/OCT scans of all cat-
egories are depicted in Fig. 2. The images in the dataset 

Fig. 1 Number of labelled images in dataset
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were labeled as [disease name-patient ID (randomized)-
patient image number]. In the same way, the dataset for 
the testing set was also split into four categories which 
had a total of 1000 images (250 images for each category) 
considered for the analysis purpose.

Moreover, the repository comprises thousands of high-
resolution scans which represent the retina cross-sec-
tional images and data has been made available online 
publically by the authors so that other researchers can 
use the data and provide alternative ways for the effi-
cient classification of eye disease by using AI and allied 
techniques. The histogram of the normal retina image 
of the training dataset is depicted in Fig. 3. The detailed 
description of the repository is illustrated in Table 1.

Model formulation
In the medical field, it might be possible that data is 
not adequate to solve a specific problem. Therefore, the 
collection of data related to a specific domain is usu-
ally required. But the collection of this data is a tedious 
task and consumes a lot of time. Moreover, it might be 
expensive for a medical practitioner or researcher to col-
lect such type of data. Augmentation is one of the poten-
tial solutions to overcome this problem. Further, it may 
enhance the model accuracy and solve the overfitting 

Fig. 2 Sample OCT scans of eye diseases

Fig. 3 Histogram of normal retinal images

Table 1 Dataset description

S. no Phases Eye diseases

CNV DME DRUSEN NORMAL

1 Training 37,205 11,348 8616 26,315

2 Testing 250 250 250 250
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issue which occurs during the training of the DL mod-
els. Hence, augmentation helps to enhance the size of the 
database and prevent the occurrence of overfitting in the 
model.

The dataset used for model formulation has a total 
number of CNV diseases 37,455, DME 11,598, DRUSEN 
8866, and NORMAL 26,565 respectively. For CNV dis-
ease, out of a total of 37,455, the count of 37,205 images 
is used in a training phase and the remaining 250 in a 
testing phase. Similarly, for DME, DRUSEN, and NOR-
MAL out of a total of 11,598, 8866, and 26,565, the count 
of images used for DME 11,348, DRUSEN 8616, and 
NORMAL 26,315 in a training phase, and the remaining 
250 each is in a testing phase.

In the model formulation phase, firstly, images were 
cleaned, cropped (as per the region of interest), and 
scaled down to 224*224 (width*height) to aid the fast 
processing of the model. Furthermore, data was reshuf-
fled to prevent the overfitting and generalize the model. 
Afterward, the processed dataset images were fed to 
the VGG16 CNN Model for parameters extraction. The 
Transfer Learning approach by using the weights of the 
ImageNet was applied to the data. Therefore, instead 
of preparing a model from scratch, weights of the pre-
trained model were used to boost up the training speed. 
In the next phase, extracted parameters were passed to 
the attention block where encoder–decoder model pro-
cessing works. Attention helps the network to memorize 
the large sequence of data and also makes the approach 
a novel one as the attention was applied to the diabetic 
retinopathy dataset. In addition to it, the LeakyReLU 

activation function was used instead of ReLU which 
makes this approach a novel one as it helps to fasten the 
speed of the training phase and evade the issues of dead 
neurons (i.e., due to zero slope ReLU neurons become 
inactive) which usually occurs while using ReLU activa-
tion function. The representation of architecture of the 
proposed model is depicted in Fig. 4.

VGG‑16 CNN architecture model
VGG is the abbreviation for Visual Geometry Group. It is 
the group of Oxford researched those who developed this 
architecture [51]. The numeric word 16 implies the count 
of weighted layers in the architecture. One of the unique 
features of this architecture is that it’s mainly focusing on 
the convolution layer of a 3 × 3 size filter with one stride, 
using the same padding and 2 × 2 size filer with two 
strides in the max-pooling layer instead of a large num-
ber of hyperparameters [52]. In the final phase, two fully-
connected layers were used followed by the SoftMax 
activation function for the model output. The abstract 
form of the VGG-16 CNN architecture model used in the 
research work is explained in Fig. 5.

Loss function used: sparse categorical cross‑entropy (LSCE)
In the proposed model,  LSCE loss function is used in 
training for the multi-class classification task. The main 
advantage of using the  LSCE loss function is to optimize 
the parameter values in the proposed model. In addi-
tion to it, an Adam Optimizer is used to build the model, 
which decreases the loss function value with successive 
epochs. The formula for the  LSCE is elaborated in Eq. 1.

Fig. 4 Proposed model architecture
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where  Ti is the true label,  Si is the predicted label (Soft-
Max probabilities) for the ith data point, and  LSCE is the 
loss function.

Proposed algorithm (VGG16_Attention model)
In this section, the proposed model approach used for 
their implementation is illustrated step by step.

Step 1:  Pre-process the image data.

  In the processing phase, the region of inter-
est was identified in every image, and then a 
separate repository was made by cropping all 
of them.

Step 2:  Reshape all Images to (224, 224, 3) i.e. (width, 
height, channel).

Step 3:  Apply images as an input to the VGG16 Model 
for parameters extraction.

Step 4:  Parameters are passed to Attention blocks.
Step 5:  Encoder Block.

(a) Apply Attention Encoder.
(b) Add Dense Layer for inference.
 

where Z represents the output, activation represents the 
activation function, the dot represents the NumPy dot 
product of inputs & weights, input represents the input 
data, kernel represents the weights and b represents the 
bias.
(c) Add a Dropout with a rate of 0.5
(d) Apply LeakyReLU Activation
 

(1)LSCE = −

∑

Ti ∗ log(Si)

For i = 0, 1, 2, . . . , n

(2)Z = activation(dot(input, kernel)+ b)

where  Zi is the input vector.
Step 6:  Decoder Block.

(a) Pass encoder output into RNN Feature extrac-
tor and apply Embedding and GRU (Gated Recurrent 
Unit).
(b) Output layer passed to fully connected layer 
for further self-attention.
(c) Apply self-attention functions
 

where j is the location, t is the current time stamp,  fattn is 
the attention function, S is the RNN decoder.
(d) Find Probability using SoftMax
 

where  Zi is the input vector,  eZi is the standard exponen-
tial function for the input vector,  eZj is the standard expo-
nential function for the output vector and k represents the 
number of classes in a multi-class classifier.
Step 7:   Compile the model using Adam Optimizer.

The detailed description of the proposed VGG_16 
Attention Model is presented in Fig. 6.

Matrices used for result evaluation
The evaluation of the result of the proposed model has 
been done using the various parameters such as preci-
sion, recall (or sensitivity), F1 score, accuracy, specificity, 
etc. [53] as shown in Eqs. (7) to (11). In these equations

• TruePositive indicates that the patient has some dis-
ease and the results accomplished by the model are 
also positive.

• FalsePositive also known as Type-1 error [54] indicates 
the patient does not suffer any disease but the results 
accomplished by the model are positive.

• TrueNegative indicates the patient does not suffer any 
disease and the results accomplished by the model 
are also Negative.

(3)LeakyReLU(Zi) =

{

0.01 ∗ Zi, ifZi < 0
Zi, otherwise

(4)αtj = fattn
(

St−1, hj
)

(5)αtj = VT
attn ∗ tanh

(

Uattn ∗ hj +Wattn ∗ St
)

(6)SoftMax (Zi) =
ezi

∑k
j=1 e

zi

Forj = 1, 2, . . . , k

Fig. 5 VGG-16 CNN architecture (abstract form)
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• FalseNegative also known as Type-2 error [54] indi-
cates the patient has some disease but the results 
accomplished by the model are Negative.

Experimental results analysis
In result analysis, oscular disorder images namely CNV, 
DME, and Drusen have been compared with the nor-
mal eye images of human beings. All the pre-processed 

(7)Precision =
TruePositive

TruePositive + FalsePositive

(8)

Recall(orSenstivity) =
TruePositive

TruePositive + FalseNegative

(9)Accuracy =
TruePositive + TrueNegative

TruePositive + FalseNegative + TrueNegative + FalsePositive

(10)F1Score = 2 ∗
Precision ∗ Recall

Precision+ Recall

(11)

Specificity =
TrueNegative

TrueNegative + FalsePositive

images have been passed to the various deep learning 
models such as MobileNet, InceptionV3, EfficientNet, 
DenseNet, ResNet, and the proposed VGG16_Attention 
model.

The analysis of these models’ results was done based 
on the accuracy matrices and further, the models’ results 
contrasted to find the best one.

Deep CNN based eye disease detection
In this section, deep learning CNN models are imple-

mented and the output received from each model is illus-
trated by the figures.

MobileNet model
It is the CNN that is a 53-layered deep architecture 
mainly designed for mobile and embedded vision appli-
cations, classification, detection, etc. The model is very 
lightweight and only a few parameters are generated as 
compared to other ones because the structure is based 
on the depth-wise separable convolution. The model 
was trained for the 20 epochs and the results obtained 
from this model are illustrated in Fig. 7a, b, and Table 2. 

Fig. 6 VFF16_Attention model architecture (proposed model)
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Figure 7a represents the training and validation accuracy 
and Fig. 7b represent the training and validation loss of 
the MobileNet Model. As per the loss curve, the model 
was able to learn properly but it was able to attain only 
75.29% accuracy on the pre-processed dataset.

InceptionV3 model
It is one of the most famous architecture that can be 
used for transfer learning. This model is mainly used 
for the classification of images, object detection, image 
analysis, etc. In this 48-layered deep architecture model 
inception module is used. This module incorporated 
dimensionally reduction with stacked 1 × 1 convolu-
tions which allows working efficiently in a deep net-
work. This architecture is also referred to as GoogleNet 
architecture. The results obtained from this model are 
presented in Fig.  8a, b, and Table  2. Figure  8a repre-
sents the training and validation accuracy and Fig.  8b 
represent the training and validation loss of the Incep-
tionV3 Model. The model was able to learn efficiently as 
per Fig. 8b but still only achieve 74.7% accuracy after 20 
epochs.

EfficientNet model
It is a CNN architecture that uses a compound coefficient 
to uniformly scale down the dimensions of depth, reso-
lution, or width. This model provides better results and 
optimizes the accuracy and efficiency as measured on a 
FLOPS basis (Floating Points Operations Per Second) 
compared to other models by reducing the parameter 
size. The results obtained from this model are presented 
in Fig. 9a, b, and Table 2. Figure 9a represents the training 
and validation accuracy and Fig. 9b represent the training 
and validation loss of the EfficientNet Model. The model 
was able to learn quite well and achieve 80.41% accuracy 
which was a little bit higher as compared to the other 
models.

ResNet model
Residual Network is one of the powerful model that 
was introduced after CNN to solve complex problems. 
This architecture is 150+-layered deep due to this dur-
ing a deep network training accuracy saturation maybe 
occur known as a degradation problem. Residual map-
ping is used to solve this issue. The results obtained 
from this model are presented in Fig. 10a, b, and Table 2. 

Fig. 7 a MobileNet model accuracy. b MobileNet model loss

Table 2 Training results

Model Epochs Accuracy Sensitivity Specificity Precision F1 Score

MobileNet 20 0.7529 0.7621 0.1815 0.9829 0.8586

InceptionV3 0.747 0.7561 0.1815 0.9828 0.8547

EfficientNet 0.8041 0.8149 0.1815 0.9828 0.891

DenseNet 0.7728 0.7834 0.1815 0.9817 0.8714

ResNet 0.747 0.7747 0.073 0.953 0.8547

VGG16_Attention 0.9779 0.9794 0.9373 0.9977 0.9885
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Fig. 8 a InceptionV3 model accuracy. b. InceptionV3 model loss

Fig. 9 a EfficientNet model accuracy. b EfficientNet model loss

Fig. 10 a ResNet model accuracy. b ResNet model loss
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Figure  10a represents the training and validation accu-
racy and Fig.  10b represent the training and validation 
loss of the ResNet Model. The model was able to attain 
only 74.7% accuracy on the pre-processed dataset and as 
per the loss curve, the model was unable to learn as com-
pared to the other models.

DenseNet model
It is a CNN architecture that is the same as ResNet archi-
tecture. In this, rather than the additive method of merg-
ing previous layers, concatenation was done. The results 
obtained from this model are presented in Fig. 11a, b, and 
Table 2. Figure 11a represents the training and validation 
accuracy and Fig. 11b represent the training and valida-
tion loss of the DenseNet Model. The model was able to 
achieve 77.28% accuracy which was a little bit higher as 
compared to the other models.

VGG16_Attention model
The attention results of the proposed VGG16_Atten-
tion model are presented in Fig.  12a and b. The figure 

represents the learning behavior of the model in CNV 
and Normal Eye scans. The proposed model results are 
represented in Fig.  13a, b, and Table  2. Figure  13a rep-
resents the training and validation accuracy and Fig. 13b 
represent the loss of the VGG16__Attention Model. The 
curves in the graphs explained the learning path of the 
proposed model in the training and validation process. 
The proposed model was trained only for 20 epochs and 
it was able to attain the accuracy of 97.79% on training 
and 95.6% on testing data as illustrated in graphs.

The detailed description and comparisons of the pro-
posed VGG16_Attention model are elaborated in Table 2 
and 3. The proposed model results are also analyzed 
based on the accuracy metrics and various other param-
eters as mentioned above in section  “Matrices used for 
result evaluation”. Accuracy of 97.79% in training and 
95.6% in testing has been attained by the model which is 
also better than some previous models proposed by the 
researchers like Kermany et  al. [5] and Bhowmik et  al. 
[45] who accomplished classification accuracy of 96%, 
and 94% respectively.

Fig. 11 a DenseNet model accuracy. b DenseNet model loss

Fig. 12 a Attention results (CNV eye scans). b Attention results (normal eye scans)



Page 14 of 16Puneet et al. Health Information Science and Systems  (2022) 10:13

The VGG_16Attention model was tested on 1000 
images (250 images of each category) as mentioned in 
Table  1. The result details attained from the proposed 
model are illustrated in Table 3.

Conclusion and future scope
The study proposed an AI-based algorithm for the 
detection of the three most common eye diseases 
namely Diabetic Macular Edema, Choroidal Neovascu-
larization, and Drusen which are the severe causes of 
human visual impairment or sight loss. As eye diseases 
are growing exponentially, the bulk testing of such cases 
is also required at a proliferating rate because these are 
the major cause of vision loss in humans. In the pro-
posed VGG16_Ateention model, the TL algorithm with 
Deep CNN and attention are employed which provides 
the competitive performance of OCT scans of eye dis-
eases without any need for a database having a million 
scans or any highly specialized DL machine. Further, 
we conclude that the proposed model successfully clas-
sified the OCT scans and these methods can be imple-
mented for the automatic diagnosis of ocular disorders 
in the upcoming time. Moreover, different manufactur-
ers’ OCT scans/images can be included in both training 
and testing datasets in the future to prepare a general-
ized model which can be used universally for medical 
diagnosis. To combat various types of eye disease, the 
proposed model tries to provide an adequate solution 

economically but does not claim any perfect mecha-
nism for disease detection. Therefore, it is further 
suggested to seek advice from ophthalmologists or 
professionals for the actual utilization of the proposed 
approach and resolve the real-life scenarios as human 
life is on sake.
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