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Abstract

Purpose: To present a proton computed tomography (pCT) reconstruction approach that models 

the integral depth dose (IDD) of the clinical scanning proton beam into beamlets. Using 

a multilayer ionization chamber (MLIC) as the imager, the proposed pCT system and the 

reconstruction approach can minimize extra ambient neutron dose and simplify the beamline 

design by eliminating an additional collimator to confine the proton beam.

Methods: Monte Carlo simulation was applied to digitally simulate the IDDs of the exiting 

proton beams detected by the MLIC. A forward model was developed to model each IDD into 

a weighted sum of percentage depth doses of the constituent beamlets separated laterally by 1 

mm. The water equivalent path lengths (WEPLs) of the beamlets were determined by iteratively 

minimizing the squared L2-norm between the forward projected and simulated IDDs. The final 

WEPL values were reconstructed to pCT images, that is, proton stopping power ratio (SPR) maps, 

through simultaneous algebraic reconstruction technique with total variation regularization. The 

reconstruction process was tested with a digital cylindrical water-based phantom and an ICRP 

adult reference computational phantom. The mean of SPR within regions of interest (ROIs) and 

the WEPL along a 4 mm-wide beam (WEPL4mm) were compared with the reference values. The 

spatial resolution was analyzed at the edge of a cortical insert of the cylindrical phantom.

Results: The percentage deviations from reference SPR were within ±1% in all selected 

ROIs. The mean absolute error of the reconstructed SPR was 0.33%, 0.19%, and 0.27% for 

the cylindrical phantom, the adult phantom at the head and lung region, respectively. The 

corresponding percentage deviations from reference WEPL4mm were 0.48 ± 0.64%, 0.28 ± 0.48%, 
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and 0.22 ± 0.49%. The full width at half maximum of the line spread function (LSF) derived from 

the radial edge spread function (ESF) of a cortical insert was 0.13 cm. The frequency at 10% of 

the modulation transfer function (MTF) was 6.38 cm–1. The mean signal-to-noise ratio (SNR) of 

all the inserts was 2.45. The mean imaging dose was 0.29 and 0.25 cGy at the head and lung 

region of the adult phantom, respectively.

Conclusion: A new pCT reconstruction approach was developed by modeling the IDDs of the 

uncollimated scanning proton beams in the pencil beam geometry. SPR accuracy within ±1%, 

spatial resolution of better than 2 mm at 10% MTF, and imaging dose at the magnitude of mGy 

were achieved. Potential side effects caused by neutron dose were eliminated by removing the 

extra beam collimator.

Keywords

model-based reconstruction; Monte Carlo simulation; proton computed tomography; stopping 
power ratio

1 | INTRODUCTION

Proton therapy is advantageous in confining most of the radiation dose within the target 

tumor volume and sparing surrounding healthy tissues or organs-at-risk due to the Bragg 

peak property of the proton beams.1 This allows proton therapy to achieve similar 

treatment results while causing fewer side effects than photon therapy.2–4 However, this 

advantage strongly depends on the accuracy of the determined proton range, which was 

currently computed by converting the Hounsfield Units (HUs) in the x-ray computed 

tomography (xCT) simulation images to proton stopping power ratios (SPRs) using a 

stoichiometric calibration.5 Despite a leap forward compared with the direct measurement,6 

the stoichiometric calibration process can still cause SPR uncertainties of approximately 

5% for low-density tissue (lung),1.6% for soft tissue, and 2.4% for high-density tissue 

(bone).7 The final combined uncertainties for different treatment sites are in the range 

of 3.0–3.4%,7 warranting an extra distal margin of 3.5% of the beam range in treatment 

planning, in addition to another 1–3 mm margin that accounts for other uncertainties besides 

the conversion from HU to SPR, such as energy fluctuation, quality assurance, and treatment 

apparatus. This formula is widely accepted and executed by most proton therapy centers.8

To minimize additional uncertainty in the xCT HU to SPR conversion process, multiple 

designs of proton radiography and proton computed tomography (pCT) have been proposed 

and developed to directly measure the proton SPR. These designs can be grouped into two 

categories:proton tracking systems and proton integrating systems.9,10

In a proton tracking system, protons were released one by one at a frequency up to 1 MHz.11 

A pair of position-sensitive detectors were placed before and after the imaging object to 

track the direction and position of the entering and exiting proton. The most likely path 

(MLP) formalism was applied to compute the MLP for each proton12–15 and a residual 

energy range detector was employed to measure the residual energy of the exiting proton.9 

Algebraic iterative reconstruction methods, together with MLP, were applied for image 

reconstruction.14 It was reported that the electron density resolution ~1% and the spatial 
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resolution <1 mm were achieved in the reconstructed pCT. Nevertheless, this type of system 

requires accurate control in proton release and rapid detection speed, leading to sophisticated 

hardware that is not readily available for clinical use.16

Proton integrating systems detect the residual energy of a bundle of protons assuming 

a straight path of proton beam across the imaging object. This type of system uses 

therapeutic proton beams as the image source and does not need a sophisticated mechanism 

to synchronize the measurement of individual protons entering and exiting the imaging 

object. It is a simpler design and easier to integrate with proton treatment machines from the 

perspective of engineering. Image reconstruction of the proton integrating system requires 

deriving water equivalent path lengths (WEPLs) from proton residual energy measurements. 

A proton integrating system using range-modulated passive scattering fields was evaluated 

by Lu,17 where the time dependence of the dose distribution delivered by the scattering 

fields was calibrated to WEPL. In 2017, this method was further improved by Zhang et al.18 

by integrating the intensity information of the time-resolved dose rate function. The mean 

absolute percentage error of the reconstructed SPR was reported as 0.66% for all inserts 

of the Gammex Phantom (Sun Nuclear Corp., Melbourne, FL). A spatial resolution of 1–2 

mm and a range resolution of 1–2 mm of WEPL were achieved. However, their results were 

limited by the range mixing effect of protons, which is a shared challenge among proton 

integrating systems.

Our group’s previous simulation study validated the feasibility of a novel design of a proton 

CT system equipped with a multilayer ionization chamber (MLIC) and two strip ionization 

chamber plates.19 The MLIC was designed to measure proton residual dose at different 

depths. The two strip ionization chamber plates in front of the MLIC were designed to 

determine positions and lateral profiles of the exiting proton beams, which can provide 

information to further improve SPR accuracy. As a proton integrating system, our design has 

great potential to be implemented in the proton treatment room. For a full gantry system, the 

detection can be installed opposite to the proton snout. For a half gantry system, the detector 

can be installed on an additional robotic C-arm that shares the same isocenter and radius 

with the treatment gantry. The C-arm can be mounted on the ceiling or the wall and be 

pulled out only when it is needed for the image acquisition. The acquisition speed depends 

on the scanning speed, spot size, and gantry movement. Given a typical scanning speed of 20 

m/s, the estimated time to acquire a set of volumetric images for a typical adult head is about 

36 s with spot size of 4 mm and 180 projections.

Since the design used the clinical scanning proton pencil beams as the imaging source 

and the minimum proton spot size (1σ) in-air at isocenter is between 3 and 4 mm at 

various proton delivery platforms,20–22 a cylindrical collimator with an open field diameter 

of 1 mm at the center was used to confine the proton spot size to 1 mm to achieve an 

imaging resolution of 5 lp/cm. However, in addition to the modification of the beamline, the 

cylindrical collimator would induce additional problems, such as theextra neutron dose to 

the patient and a small shift of proton energy spectrum after the collimator.

In this study, we present a new pCT system design and the corresponding new 

image reconstruction approach. The key contributions are: (1) the additional collimator 
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that required beamline modification was avoided to reduce the neutron dose. (2) To 

reconstruct the image, the integral depth doses (IDDs) of the scanning proton beams were 

modeled as the weighted sum of percentage depth doses (PDDs) of constituent narrow 

beamlets. Through the pCT system and the reconstruction approach, the uncertainty of the 

reconstructed SPR image was reduced to <1%, and the image resolution was improved to 

better than 2 mm. The proposed new pCT system and the corresponding reconstruction 

approach can be easily modified for different proton spot sizes and thus provide a universal 

pCT solution for all proton delivery platforms.

2 | MATERIALS AND METHODS

2.1 | Overview of the pCT system

The new design of the pCT system is illustrated in Figure 1. The imaging process is similar 

to a rotate/translate CT system, where the proton beam and the detector unit rotate around 

the imaging isocenter for 180° and translate laterally to cover the diameter of the imaging 

object at each rotation angle. The residual energy of the proton beam at different depths is 

detected by the MLIC. The lateral position and profile of the exit beam are detected by two 

perpendicular strip ionization chamber plates on top of the MLIC. The effective detector 

area is 25.6 × 25.6 cm2, thus the maximum volume of the object for scanning is 1.68 × 104 

cm3. Additional details of the detector design can be found in our previous publication.19 In 

this study, the source to isocenter distance and the source to detector center distance were set 

to be 184 and 224 cm, accordingly.

2.2 | Forward model

Since the imaging proton beam’s spot size in the air is much larger than the desired image 

resolution, the measured IDD of the exiting proton beam was modeled as an ensemble of 

narrow beamlets emanating from individual point sources laterally separated apart by 1 mm. 

Hence, the IDD of the transmitted proton beam was calculated as a weighted sum of the 

PDDs of the constituent beamlets. The corresponding weights followed the source profile of 

the proton beam, which had a Gaussian distribution with a standard deviation (STD) (σ) of 

4 mm. Thus, at gantry angle α, the predicted IDD gα as a function of depth in the MLIC, d, 

and spot position, x0, can be written as

gα x0, d = ∑
i = 1

n
B d + WEPLα x0 + xi × 1

σ 2πexp −
xi2

2σ2 + βα x0, d (1)

where xi denotes the lateral offset of the beamlet i relative to the spot of interest x0, and n 
stands for the total number of the beamlets. In this study, 21 beamlets from lateral offset −10 

mm to 10 mm were adopted empirically to cover 98.8% of the source distribution. βα(x0, 
d) represents electronic noise and the noise induced by large angle scattering that cannot be 

modeled by multiple Coulomb scattering (MCS). Additionally,

WEPLα(x) = ∫
l:α, x

ρs x′, y′ dρs (2)
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is the WEPL across the imaging object along a specific path determined by gantry angle α 
and beamlet position x. ρs stands for SPR of the imaging object, which is in the coordinate 

of the imaging object defined by (x′, y′).Finally,

B(z) ≈
B(z)  for z < R0 − 10δ
B(z)  for R0 − 10δ ≤ z ≤ R0 + 5δ
0  otherwise 

(3)

is the Bragg curve function modified from the Bortfeld function,23,24 which approximates 

the PDD of a narrow proton beamlet. A polynomial term was added to the original 

Bortfeld function to account for the energy spread and dose deposition caused by secondary 

particles.24 For a water phantom scorer, the modified Bragg curve function can be written as

BH2O(z) = Φ0
1 + 0.012R0

17.93 R0 − z −0.435 + 0.444 + 31.7ε/R0 R0 − z 0.565

+ a R0 − z 3 + b R0 − z 2 + c R0 − z + d
(4)

BH2O(z) = Φ0
e−

R0 − z
2δ

2
δ0.565

1 + 0.012R0
× 11.26δ−1D−0.565 − R0 − z

δ
+ 0.157 + 11.26ε

R0
D−1.565 − R0 − z

δ

(5)

where z is the water equivalent thickness, Dy(x) is the parabolic cylinder function, and Φ0 

is proportional to the fluence. Parameters R0, δ, ε, a, b, c, and d, depending on the initial 

kinetic energy of incident protons, can be determined by fitting the measured or simulated 

IDD.

2.3 | Determination of WEPL

Values of WEPL were determined at every gantry angle. At gantry angle α, a loss function 

was defined as the squared L2-norm between IDDs calculated by the forward model gα(x0, 

d) and IDDs from the simulation mα(x0, d) over all depths in detector and spots positions:

ℒα = ∑
x0

∑
d

gα x0, d − mα x0, d 2
(6)

The loss function was minimized by adjusting the WEPLs of narrow beamlets defined by 

Equation (2). Replacing gα(x0, d) in Equation (6) with Equation (1), and neglecting β(α, x0) 

for simplicity, the determination of WEPL can be formalized as finding WEPLα x0 + xi  that 

satisfies

WEPLα x0 + xi

= min
WEPLα x0 + xi

∑
x0

∑
d

∑
i = 1

n
B d + WEPLα x0 + xi × 1

σ 2πexp −
xi2

2σ2 − mα x0, d
2

(7)
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2.4 | Reconstruction algorithm

The minimization of the loss function was conducted based on the trust-region reflective 

algorithm in MATLAB®.25,26 Gradient of the forward model was derived and provided 

to the algorithm to accelerate the minimization. The initial value of WEPL through each 

beamlet was determined by the shift between Bragg peak locations in the IDDs with 

and without the imaging object as described in our previous publication.19 To avoid 

local minima, two iterations of WEPL determination were performed with an intermediate 

smoothing in between ensuring different starting points of the minimization. After the 

WEPL values were determined, the SPR distribution was reconstructed via simultaneous 

algebraic reconstruction technique with total variation regularization (SART-TV)27,28 using 

TIGRE,29 which stands for tomographic iterative GPU-based reconstruction toolbox.

2.5 | Simulation study

Monte Carlo simulation was implemented using TOPAS Toolkit,30,31 which is a user-

friendly extension of Geant4 Simulation Toolkit.32,33 TOPAS version 3.5 was employed 

in this study, sharing the same physics models, processes, and interaction cross-section 

with Geant4 10.06.p01. To image the cylindrical phantom with 10 cm diameter, proton 

beams with initial kinetic energy of 150 ± 0.6 MeV were simulated, which matches 

the measurement of the proton machine at Siteman Cancer Center. To image the human 

phantom with maximum diameter of around 28 cm, monoenergetic proton beam of 

230 MeV was used in the simulation. The energy spread of 230 MeV proton beams 

was considered negligible. Each proton beam consisted of 2000 protons in a Gaussian 

distribution with the STD σ = 4 mm. The spot spacing was 1 mm and the gantry rotates 

by half circle in the incrementation of 1°. The IDDs scored in 1 mm resolution for the 

cylindrical phantom and 2 mm for the adult phantom along the beam direction were used as 

inputs of the reconstruction.

2.6 | Cylindrical water-based phantom

A digital cylindrical water-based phantom of 10 cm in diameter containing 12 tissue-

equivalent inserts (each is 1 cm in diameter) was generated as the imaging object. The 

inserts were arranged in two concentric rings around the center of the water phantom. Four 

bony tissue inserts, including femur, cortical, mandible, and sacrum were equally distributed 

on the inner ring with a radius of 2 cm from the center. Eight soft tissue inserts, namely 

lung, breast, liver, heart, adipose, thyroid, muscle, and brain, were spread evenly around the 

outer ring with 4 cm radius. Figure 2 demonstrates the axial cross-section of the phantom 

annotated with tissue name and reference SPR of each insert.5

2.7 | Human phantom study

The reconstruction approach was also tested on a female adult reference computational 

phantom with tissues contoured by the ICRP.34 Every voxel in the adult phantom was 

assigned to have a “MaterialTagNumber” based on the phantom mask. A look-up table 

that converts the “MaterialTagNumber” to chemical composition was entered manually into 

TOPAS using the chemical composition provided explicitly by the ICRP. Two slices of the 

adult phantom, representing the head and lung region, respectively, were displayed in Figure 
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3. In each slice, human tissues were labeled in different colors and numbers. Tissue names 

and reference values of SPR corresponding to label numbers were summarized in Table 1.

2.8 | SPR accuracy and image quality

For each insert of the cylindrical phantom, the mean and STD of the SPR were calculated 

in a circular region of interest (ROI) with 3.5 mm radius around the center of the insert. 

Percentage deviations of mean SPR in ROIs from reference values were also calculated. 

The difference map and a profile comparison between reconstructed and reference SPR were 

presented. WEPL along a proton beam with 4 mm width (WEPL4mm) of the reconstructed 

SPR was compared with that of true SPR at different locations and angles. The accuracy 

in WEPL4mm is more clinically meaningful than the accuracy of individual pixels as it 

represents the proton range prediction of a therapeutic proton beam. The mean and STD of 

WEPL4mm were derived from a normal distribution fitting the histogram of the WEPL4mm 

deviations.

The radial edge spread function (ESF) of the cortical bone insert was studied to evaluate 

the spatial resolution using Richard’s method.35 The ESF was fitted by an error function 

to reduce the impact of the noise at the uniform region.36 From the fitted ESF, line spread 

function (LSF) and modulation transfer function (MTF) were derived. The MTF was further 

interpolated to find the frequency at 10% MTF. The STD of the cylinder phantom’s water 

background was calculated as the noise level of the reconstructed image. The mean signal-

to-noise ratio (SNR) of all inserts was reported.

For the adult phantom, the mean and STD of the SPR were calculated for selected ROIs 

representing different human tissues. The radius of all ROIs of human tissue was 5 mm. 

Percentage deviation of SPR from ground truth was derived in each ROI. The difference 

map and the profile comparison between reconstructed and reference SPR were included. 

Similarly, WEPL4mm was evaluated at different lateral offsets and angles for the adult 

phantom. The mean and STD of WEPL4mm were derived from a normal distribution fitting 

the histogram of the WEPL4mm deviations.

2.9 | Noise reduction of the reconstructed SPR maps

To reduce the noise in the reconstructed SPR of the head slice and the lung slice, an 

additional cubic smoothing spline was applied to the corrected WEPL after the second 

iteration. The SPR was then reconstructed from the further smoothed WEPL using the 

SART-TV algorithm. The SPR accuracy was analyzed in the selected ROIs. Profile 

comparison between smoothed SRP and reference SPR was displayed.

2.10 | Imaging dose

Total imaging dose was calculated at the head and lung region of the ICRP adult phantom. 

Same number of protons per beam (2000 protons/beam), lateral spot space (1 mm), and 

gantry angles (half-scan in 1° increment) as the ones used for reconstruction were adopted 

in the dose calculation. The contribution of scattering protons when imaging the neighboring 

slices within ±10 cm was included in the calculation of dose distribution. For a slice 
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thickness of 1.5 mm, the dose calculation included 133 slices sandwiching the slice of 

interest.

2.11 | Clinical translatability

The reference SPR image of the ICRP adult phantom was used to create a posterior fossa 

boost plan on a planning target volume (PTV) of 3 cm in diameter in RayStation (v10A). 

Three proton beams, one posterior and two posterior oblique beams, were employed to 

deliver a uniform dose to the PTV. The plan was recalculated with the SPR image from our 

pCT reconstruction. The dose distribution and dose volume histogram (DVH) at the PTV 

were compared between the two images for one fraction.

2.12 | Comparison with single-energy CT

The proposed reconstruction approach was compared with the single-energy CT (SECT) 

method using a CIRS electron density phantom (model 062 M), which has tissue-equivalent 

inserts with known composition provided by the vendor. Same water-based cylindrical 

phantom as the one introduced in Sec 2. F was assigned with CIRS inserts materials in 

the pCT simulation. 230 MeV proton beams and 2 mm detector resolution along the beam 

direction were employed in the simulation. The SECT scan was performed on the Phillips 

Big Bore scanner at 120 kVp with 3 mm collimation. A standard filtered back-projection 

was applied to reconstruct the SECT images, which were then converted to SPR images 

using the standard stoichiometric calibration.37 Mean SPR of each insert was computed 

in an ROI of 3.5 mm in radius for both pCT and SECT image and was compared to the 

reference SPR calculated from the material composition.38

3 | RESULTS

3.1 | Accuracy of the forward model

Typical examples of the IDDs from the forward model and the simulation were normalized 

and plotted together for comparison in Figure 4. These IDDs were calculated with the 

cylindrical water-based phantom introduced in Sec 2.F at gantry angle 0° and lateral offsets 

relative to the imaging isocenter from 0 to 55 mm with 5 mm spacing. IDDs calculated 

through the forward model matched well with those directly scored from the Monte Carlo 

simulation. Root-mean-square-error and R2 between the two sets of IDDs at all lateral 

offsets and rotation angles were 0.02 and 0.99, respectively.

3.2 | Reconstructed SPR of the cylindrical water-based phantom

Initial values of WEPL, or sinogram, calculated from the shift of the IDDs with and 

without the presence of the imaging object and the corresponding SPR map obtained 

from SART-TV reconstruction were presented in Figures 5(a) and 5(b), respectively. The 

external contour of the cylinder phantom can be seen, but the inserts appear blurry and 

connected due to the large proton spot size. After the first iteration, the WEPL captured 

more structures of the imaging object (Figure 5(c)) and the outlines of the inserts in the 

SPR map appear distinctively (Figure 5(d)). However, overcorrections in the first round of 

WEPL determination led to artifacts in the SPR map. The accuracy of WEPL was further 

improved in the second iteration. The final corrected WEPL and its corresponding SPR map 
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were presented in Figures 5(e) and 5(f), respectively. It can be seen in Figure 5(f) that all the 

12 inserts can be clearly distinguished from the water background with reduced artifacts.

3.3 | SPR accuracy and spatial resolution

ROIs of the 12 inserts were identified by the red circles in Figure 6(a). The yellow line 

in Figure 6(a) indicated the line along which the profiles of reconstructed and reference 

SPR were compared. Mean SPR calculated in the ROIs were plotted against the reference 

values with error bars denoting the STD (Figure 6(b)). Deviations of the mean SPR in the 

ROIs from the reference values were summarized in Figure 6(c), where the two red dashed 

lines delineated the ±1% error boundaries, which were the targeted maximum uncertainty 

for proton CT. The deviations of mean SPR from the ground truth in all inserts were within 

±1%. The mean of absolute deviation in all inserts was 0.33%. Figure 6(d) showed the 

pixel-wise difference between reconstructed SPR and reference SPR. The most pronounced 

difference was observed around the edges of the inserts and the phantom due to proton range 

mixing caused by scattering. Figure 6(e) further compared the profile of the reconstructed 

SPR with that of the ground truth SPR along the line crossing the mandible and cortical 

inserts depicted by the yellow line in Figure 6(a).

WEPL4mm of the reconstructed SPR was compared with that of the reference SPR at 

beam offset −20, 0, and 20 mm relative to the isocenter (Figures 7(a)–7(c)). At each 

offset, WEPL4mm was calculated around the isocenter from 0° to 180° with 1° increments. 

The corresponding percentage deviation in WEPL4mm from ground truth was displayed 

below each WEPL4mm comparison plot with two red dashed lines highlighting the ±1% 

target deviation. The histogram of percentage deviations in WEPL4mm was presented in 

Figure 7(d). The mean and STD of the fitting normal distribution were 0.48% and 0.64%, 

accordingly.

The radial ESF at the edge of the cortical inserts was fitted by an error function and 

compared with the true edge in Figure 8(a). The corresponding LSF was displayed in Figure 

8(b), from which the full width at half maximum was measured as 0.13 cm. Furthermore, the 

MTF was derived and interpolated in Figure 8(c). The frequency where the MTF dropped to 

10% was 6.38 cm–1. The mean SNR of all inserts was 2.45.

3.4 | Patient phantom

3.4.1 | Head region of the adult phantom—In this section, reconstruction results 

of a single slice that represents the head region of the adult phantom were presented. 

Initial values of WEPL and the corresponding SPR distribution for a slice representing the 

head region of the adult phantom were displayed in Figures 9(a) and 9(b), respectively. 

Similar to the cylindrical phantom, the initial SPR had low resolution due to the large 

spot size. Optimized WEPL after the first and second iteration and the corresponding SPR 

distributions were presented in Figures 9(c)–9(f).SPR resolution was improved significantly 

by the first iteration, while artifacts caused by local minima can be observed. Artifacts were 

alleviated after the second iteration.
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The mean and STD of SPR were calculated in the ROIs that were selected for different 

tissue types as illustrated by the red circles in Figure 10(a). The yellow line in Figure 10(a) 

indicated the line along which the profiles of reconstructed SPR and reference SPR were 

compared. The mean values of the SPR in ROIs were then compared with the reference 

values in Figure 10(b). Percentage deviations in mean SPR from the reference values were 

summarized in Figure 10(c), where the two red dashed lines indicates the target ±1% 

boundary. The mean absolute deviation of averaged SPR in selected ROIs was 0.19%. The 

pixel-wise difference between reconstructed SPR and reference SPR was shown in Figure 

10(d). The most noticeable difference was observed around the interfaces between bony 

tissue and soft tissue. Figure 10(e) plotted the profile of the reconstructed SPR compared 

with that of the reference SPR along the yellow line shown in Figure 10(a).

WEPL4mm of reconstructed SPR at the head region of the adult phantom was compared with 

that of the reference SPR at a beam offset of −40, 0, and 40 mm (Figures 11(a)–11(c)). The 

corresponding percentage deviation from the reference WEPL4mm was shown below each 

WEPL4mm plot, with red dashed lines showing the ±1% boundary. The histogram of the 

deviations in WEPL4mm was shown in Figure 11(d), from which the mean and STD of the 

fitting normal distribution were calculated as 0.28% and 0.48%, respectively.

3.4.2 | Lung region of the adult phantom—The reconstructed results of a single 

slice representing the lung region of the adult phantom were presented in the same order as 

the reconstructed results of the head slice elaborated in the previous section. The process of 

the WEPL determination, including the initial starting point and optimized WEPL after the 

first and second iteration, were listed in Figures 12(a), 12(c), and 12(e), respectively. Their 

corresponding SPR images were shown in Figures 12(b), 12(d), and 12(f). SPR distribution 

of lung slice was reconstructed with acceptable spatial resolution and little artifacts after two 

iterations of WEPL correction.

Mean and STD of the SPR in selected ROIs, indicated by the red circles in Figure 13(a), 

were plotted along with their reference values in Figure 13(b).Deviations of SPR in selected 

ROIs from reference values were within ±1% boundary, as shown in Figure 13(c). The mean 

absolute deviation of SPR in selected ROIs was 0.27%.The pixel-wise difference between 

reconstructed SPR and reference SPR was shown in Figure 13(d). Figure 13(e) presented a 

comparison between the reconstructed SPR profile and the reference SPR profile along the 

yellow line delineated in Figure 13(a).

WEPL4mm of the reconstructed lung slice was compared with that of the reference lung slice 

at beam offset of −40, 0, and 40 mm (Figures 14(a)–14(c)). The corresponding percentage 

deviations from reference WEPL4mm were displayed below the WEPL4mm comparison plot. 

The histogram of the deviations in WEPL4mm at all offsets and angles was shown in Figure 

14(d), which was fitted by a normal distribution shown by the red curve. The mean and STD 

of the normal distribution were 0.22% and 0.49%, respectively.

3.4.3 | Noise reduction of the reconstructed SPR images—SPR distribution 

of the head slice reconstructed from smoothed WEPL was shown in Figure 15(a). Its 

corresponding mean and STD of SPR calculated in the ROIs depicted by Figure 10(a) were 
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shown in Figure 15(b). The STD was reduced compared with Figure 10(b) because of the 

additional smoothing applied on the corrected WEPL. Percentage deviations of the mean 

SPR from reference values were demonstrated in Figure 15(c). All deviations were within 

±1%, with absolute mean of 0.33%. In Figure 15(d), profile of smoothed SPR and reference 

SPR were compared along the line illustrated in Figure 10(a). Similarly, Figures 15(e) and 

15(f) were SPR reconstructed from smoothed WEPL, mean and STD of SPR in selected 

ROIs, percentage deviation of mean SPR from reference values, and SPR profile comparison 

with ground truth for the lung slice, respectively. The STD of SPR in selected ROIs was 

reduced by the additional smoothing without sacrificing the SPR accuracy.

3.5 | Dose distribution of the adult phantom

Simulated imaging dose distributions at the head and lung region of the ICRP phantom were 

displayed in Figure 16. The average dose was calculated as 0.29 and 0.25 cGy over the 

entire area of the head and lung, respectively.

3.6 | Clinical translatability

The dose distribution calculated from the reference ICRP and reconstructed pCT SPR 

images was shown in Figures 17(a) and 17(b), accordingly. The dose difference between 

the two images was displayed in Figure 17(c). The accuracy and spatial resolution of 

the reconstructed SPR were sufficient to recalculate the treatment plan optimized on the 

reference ICRP images. Figure 17(d) compared the DVHs of the PTV calculated from the 

reference ICRP and reconstructed SPR images. The two DVHs overlapped well with each 

other. The percentage deviation from the ground truth volume within the PTV receiving 90% 

of the prescription dose was −0.62%.

3.7 | Comparison with SECT

Percentage deviations from the reference SPR through the pCT and SECT methods were 

compared in Figure 18(a). The SPR deviations calculated from the pCT approach were 

all within 1% (indicated by two red dash lines) with mean absolute deviation of 0.33%. 

The SPR deviations calculated from stoichiometric calibration on the SECT image were 

noticeably larger in most inserts with mean absolute deviation of 1.91%. The mean and STD 

of the insert SPRs were shown with the ground truth in Figure 18(b).

4 | DISCUSSION

In this study, the IDD of a wide proton beam passing through the imaging object was 

modeled as a weighted sum of PDDs of several narrow beamlets. Reconstruction aiming 

to minimize the difference between the forward model and simulation data was established 

and tested on a cylindrical phantom and a realistic human phantom with irregular organ 

contours. This reconstruction approach enabled a proton CT equipped with an MLIC to 

achieve potential improvements in spatial resolution and SPR accuracy without introducing 

an additional collimator. Thus, issues such as extra neutron dose to the patient and energy 

spectrum shift imposed by the collimator can be avoided.
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After the reconstruction procedure was verified with a radial symmetric cylinder phantom, 

it was extended to a realistic adult phantom without modification. Our technique succeeded 

in reconstructing SPR distribution for body region with large bony structures (head slice) 

and body region with a large low-density area (lung slice). Therefore, the generality 

of this technique was validated. Although the algorithm was developed and tested in 

2-dimensional (2D) space, it can be easily extended to 3-dimensional (3D) space with larger 

computer power and memory. Note that, two separate scanning magnets are used in some 

systems. This configuration creates two separate virtual source positions in the inline and 

crossline directions, respectively, leading to different beam divergence in the two directions. 

Therefore, to reconstruct a 3D object, the source profile in the inline and crossline directions 

need to be accounted for independently in the forward model. Such forward model was 

derived in Appendix A. Since source profile sigma along both directions are predetermined 

parameters and will be applied to the forward model as weighting factors, modeling the 

source profile in an extra direction will not increase the complexity of the reconstruction. 

The reconstruction for a 3D object will achieve similar results as the reconstruction on a 

slice if optimal parameters can be determined for the 3D forward model and loss function 

minimization.

In the previous study, only the peak location of the IDD was used to determine the WEPL,19 

while the approach developed in this study utilized the IDD values at all depths of the 

MLIC to determine the WEPL. In this way, the contribution of protons covering different 

lateral positions of the imaging object can be separated, and thus the spatial resolution 

was improved without confining the proton spot size. The spatial resolution can be further 

improved by increasing the spot density or decomposing a spot into beamlets with smaller 

spacing (<1 mm).The spatial resolution will eventually be limited by the effects of MCS, 

which is determined by the material composition of the imaging object and proton beam 

energy.

In the forward model of this study, we considered the effect of 0.4% energy spread when 

imaging with 150 MeV proton beams, which matches with the typical measurement of 

a proton machine. Although individual protons undergo multiple scattering, the path of a 

bundle of protons can be modeled as straight lines statistically with energy loss in MCS 

included in our forward model implicitly. The initial angular spread of the source was also 

ignored to simplify the reconstruction, given the negligible impact on the result with a small 

proton source (4 mm spot size in air at isocenter) located at 184 cm from the isocenter. 

The most pronounced discrepancies between reconstructed SPR through our approach and 

the reference SPR were observed on the interfaces between different materials. This is 

because the current forward model is not adequate to compensate for proton range mixing 

due to MCS. At the material interfaces, protons passing through higher density region 

undergo stronger scattering, resulting overshadowing of protons in the lower density region. 

Furthermore, the material composition and density changed rapidly at the interfaces, even 

the 1 mm wide beamlet may undergo partial volume effect, causing notable artifacts around 

the interfaces. Future studies of the reconstruction will include a better correction for MCS 

explicitly.
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The effects of MCS can be included in the forward model by using depth-dependent weights 

for the narrow beamlets based on analytical expressions of scattering such as Molière’s 

theory.39 Since our pCT detector records the lateral profile of the exiting proton spot, this 

information would also help us define MCS within the imaging object. The inclusion of 

MCS in the forward model will further improve SPR accuracy and spatial resolution. Notice 

that protons also interact with matter through inelastic collisions with atomic nuclei, which 

reduces the fluence of protons, but those interactions are very rare thus can be treated as a 

higher level of correction than what is discussed here.

The accuracy of the reconstructed SPR was comparable to the one reconstructed with the 

collimator in our previous study. The maximum SPR deviation in one of the 12 inserts was 

1.02% in our previous work.19 The uncertainties of SPR and WEPL determined through this 

approach were also on the same magnitude as those reported by the experimental studies 

of the proton tracking system. (Accuracy in SPR ≤ 1.6% for all inserts40; accuracy in 

WEPL about 3.0 mm per proton in the 260 mm range.41) Furthermore, our approach will 

be affected less by the noise in the detector, since the IDDs were integrated over the whole 

plane at each depth of the MLIC. More importantly, our goal was not to compete with the 

proton tracking systems in terms of SPR accuracy, but to achieve the SPR accuracy that has 

a clinical impact with a compact pCT system that can be easily incorporated into the clinical 

workflow.

Two iterations of WEPL determination were employed to achieve the best efficiency and 

SPR accuracy using the proposed approach. The first iteration improved spatial resolution 

greatly from the initial WEPL, and thus improved spatial resolution of the SPR distribution. 

After the smoothing step, the second iteration started at the WEPL values slightly different 

from the results of the first iteration to overcome local minima. Repeating the smoothing 

step and adding more iterations of WEPL determination beyond two iterations did not 

improve the spatial resolution or SPR accuracy significantly.

Since the determination of WEPL at different gantry angles is independent of each other, 

the computation was divided according to gantry angles. With a 64-core workstation, the 

whole reconstruction including two iterations of WEPL determination, and an intermediate 

smoothing took about 1 hour for each slice. The computation time can be further reduced by 

parallel computing using a more powerful cluster.

5 | CONCLUSION

We have presented a reconstruction approach that models the IDDs of the scanning proton 

beams for a pCT system in an uncollimated proton beam geometry. Spatial resolution less 

than 2 mm and SPR accuracy less than 1% were achieved, without additional hardware 

to confine the beam width, but through the reconstruction algorithm that minimized 

the discrepancy between the forward model and measurements. Spatial resolution and 

SPR accuracy achieved by the reconstruction approach are comparable to those typically 

achievable in a collimated proton beam geometry, however, without the introduction of 

additional neutron dose caused by the collimator. The reconstruction approach has good 

flexibility to be modified for different pencil beam scanning machines and great potential to 
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further improve SPR accuracy by incorporating the scattering information of the protons in 

the forward model.
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APPENDIX A: 3D FORWARD MODEL

The 3D forward model that considers different source profiles along the X and Y direction 

was derived in this section. Instead of dividing the beam into a set of beamlets laterally 

separated by 1 mm, in the 3D model, the beam was divided into a set of beamlets evenly 

distributed on a 2D plane, along each dimension, the beamlets were separated by 1 mm. 

The IDD of the transmitted proton spot was calculated as a weighted sum of the PDDs 

of the constituent beamlets, where the weights were derived from the 2D beam profile 

characterized by different beam sigma, σx and σy, for the X and Y directions, respectively. 

Thus, at gantry angle α, the predicted IDD gα as a function of depth in the MLIC, d, and 

spot position, (x0, y0), can be written as

gα x0, y0, d

= ∑
j = 1

m
∑
i = 1

n
B d + WEPLα x0 + xi, y0 + yj × 1

2πσxσy
exp −

xi2

2σx2
+

yj2

2σy2

+ βα x0, y0, d

(A.1)

where xi and yj denote the offset of the beamlet relative to the spot of interest (x0, y0). m 
and n stand for the total number of the beamlets along the X and Y directions. βα(x0, y0, d) 

represents the electronic noise and noise induced by large angle scattering.

Similar to the 2D model,

WEPLα(x, y) = ∫
l:α, x, y

ρs x′, y′, z′ dρs (A.2)

is the WEPL across the imaging object along a specific path determined by gantry angle 

α and beamlet position (x, y). ρs stands for SPR of the imaging object, which is in the 
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coordinate of the imaging object defined by (x′, y′, z′). The modified Bortfeld function B(·) 

in Equation (A.1) is defined by Equations (3)–(5).
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FIGURE 1. 
Schematic diagram of the pCT system. The integral depth dose of the exiting proton beam is 

detected by the MLIC, while the lateral profile of the exiting proton beam is detected by the 

strip ionization chamber plates on top of the MLIC
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FIGURE 2. 
Axial cross-section of the cylindrical water-based phantom with 12 human tissue inserts. 

Materials and corresponding reference SPR values of the inserts were annotated
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FIGURE 3. 
Two slices of the adult phantom representing (a) the head and (b) the lung region. The tissue 

names and SPRs corresponding to the labels were tabulated in Table 1
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FIGURE 4. 
Examples of IDDs calculated from the forward model (red dashed line) compared with the 

corresponding IDDs obtained from the Monte Carlo simulation (blue solid line), with the 

cylindrical water-based phantom at gantry angle 0° and different offsets from 0 to 55 mm
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FIGURE 5. 
(a) The initial WEPL determined through shift between Bragg peak locations with and 

without the imaging object. (b) SPR distribution reconstructed from the initial values of 

WEPL. (c) Corrected WEPL after first iteration. (d) SPR distribution reconstructed from 

corrected WEPL after the first iteration. (e) Corrected WEPL and its corresponding (f) SPR 

distribution after the second iteration
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FIGURE 6. 
(a) ROIs of the inserts over which the mean and STD of the SPR were calculated. The 

yellow line indicated the line along which the profiles of reconstructed SPR and reference 

SPR were compared. (b) The mean value of the reconstructed SPR in each ROI with the 

associated error bar indicating the STD was plotted along with the reference values of SPR. 

(c) The deviations of the mean SPR in the ROIs from the ground truth. (d) Pixel-wise 

difference map between reconstructed SPR and reference SPR. (e) Profile comparison of 

reconstructed SPR and reference SPR along the line depicted in panel (a)
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FIGURE 7. 
WEPL4mm of the reconstructed SPR and the reference SPR at beam offset of (a) −20 mm, 

(b) 0 mm, and (c) 20 mm. The corresponding deviation in WEPL4mm was displayed below 

each WEPL comparison plot. (d) Histogram of the deviations in WEPL4mm fitted by a 

normal distribution (red curve)
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FIGURE 8. 
(a) Edge spread function, (b) line spread function, and (c) modulation transfer function 

derived and interpolated at the edge of the cortical insert
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FIGURE 9. 
(a) Initial values of WEPL for a slice of adult phantom representing the head region. (b) 

SPR distribution reconstructed from the initial values of WEPL. (c) Optimized WEPL after 

the first iteration. (d) SPR distribution reconstructed from corrected WEPL after the first 

iteration. (e) Optimized WEPL and its corresponding (f) SPR distribution after the second 

iteration
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FIGURE 10. 
(a) ROIs representing different tissue types where the mean and STD of SPR were 

calculated. The yellow line indicated the line along which the profiles of reconstructed SPR 

and reference SPR were compared. (b) Mean SPR in the ROIs compared with the reference 

values of SPR. Error bars indicate the STD of the SPR within the ROIs. (c) Deviations 

of the mean SPR in the ROIs from the reference values of SPR. (d) Pixel-wise difference 

between reconstructed SPR and reference SPR of the head slice. (e) Profile comparison of 

reconstructed SPR and reference SPR along the yellow line depicted in panel (a)
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FIGURE 11. 
WEPL4mm of the reconstructed SPR and the reference SPR at beam offset of (a) −40 mm, 

(b) 0 mm, and (c) 40 mm. The corresponding deviation in WEPL4mm was displayed below 

each WEPL4mm plot. (d) Histogram of the deviations between the reconstructed and the 

reference WEPL4mm, which was fitted by a normal distribution illustrated by the red curve

Chen et al. Page 28

Med Phys. Author manuscript; available in PMC 2022 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



FIGURE 12. 
(a) Initial WEPL for a slice representing the lung region of the adult phantom. (b) SPR 

distribution reconstrued from the initial values of WEPL. (c) Corrected WEPL after the first 

iteration. (d) SPR distribution reconstructed from corrected WEPL after the first iteration. 

(e) Corrected WEPL and its corresponding (f) SPR distribution after the second iteration
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FIGURE 13. 
(a) ROIs representing different tissue types in the lung slice where the mean and STD of 

SPR were calculated. (b) The mean of reconstructed SPR in every ROIs compared with 

ground truths. Error bars indicate the STD of SPR within each ROI. (c) Deviations of 

reconstructed SPR in ROIs from the ground truths. (d) Difference between reconstructed 

SPR and reference SPR of the lung slice. (e) Profile comparison of reconstructed SPR and 

reference SPR along the yellow line delineated in panel (a)
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FIGURE 14. 
WEPL4mm of the reconstructed SPR and the reference SPR at beam offset of (a) −40 

mm, (b) 0 mm, and (c) 40 mm. The corresponding deviation in WEPL4mm was displayed 

underneath each WEPL4mm plot. (d) Histogram of the deviations between the reconstructed 

and the reference WEPL4mm, which was fitted by a normal distribution illustrated by the red 

curve

Chen et al. Page 31

Med Phys. Author manuscript; available in PMC 2022 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



FIGURE 15. 
(a) Reconstructed SPR distribution of the head slice from the corrected WEPL with 

additional smoothing. (b) Mean and STD of smoothed SPR of the head slice calculated 

in selected ROIs compared with reference values. (c) Percentage deviation of mean SPR of 

the head slice from the reference values. The two red dashed lines indicated the ±1% target 

deviation. (d) Profile along the line delineated in Figure 10(a) of smoothed SPR compared 

with that of the reference SPR. (e) Reconstructed SPR distribution of the lung slice from the 

corrected WEPL with additional smoothing. (f) Mean and STD of smoothed SPR calculated 

in selected ROIs of the lung slice compared with reference values. (g) Percentage deviation 

of mean SPR of the lung slice from the reference values. The two red dashed lines indicated 

the ±1% target deviation. (h) Profile along the line delineated in Figure 13(a) of smoothed 

SPR compared with that of the reference SPR

Chen et al. Page 32

Med Phys. Author manuscript; available in PMC 2022 July 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



FIGURE 16. 
Simulated imaging dose at (a) the head and (b) the lung region of the ICRP adult phantom
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FIGURE 17. 
(a) Dose distribution calculated on the reference ICRP SPR image. (b) Dose distribution 

calculated on the reconstructed SPR image from the pCT simulation. (c) Dose difference 

between the reference ICRP and reconstructed pCT SPR images. (d) Comparison of PTV 

DVH
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FIGURE 18. 
(a) Percentage deviation from the reference SPR at each insert calculated from the pCT and 

SECT approach. The two red dashed lines indicate 1% deviation. (b) Mean and STD of SPR 

of each insert calculated from the pCT and SECT approach compared with reference SPR
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TABLE 1

Tissue names and reference values of SPR corresponding to label numbers in Figure 3

Label Tissue True SPR

1 Eye lens 1.060

2 Adipose 0.979

3 Skin 1.084

4 Muscle 1.044

5 Cortical bone 1.714

6 Cranium 1.480

7 Brain 1.040

8 Cartilage 1.081

9 Breast 1.029

10 Heart 1.054

11 Blood 1.053

12 Rib 1.329

13 Inflated lung 0.258
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