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a b s t r a c t 

This paper examines the transition in the cyber-security discipline induced by the ongoing COVID-19 
pandemic. Using the classical information retrieval techniques, a more than twenty thousand documents 
are analyzed for the cyber content. In particular, we build the topic models using the Latent Dirichlet 
Allo cation (LDA) unsup ervised machine learning algorithm. The literature corpus is build through a 
uniform keyword search process made on the scholarly and the non-scholarly platforms filtered through 
the years 2010-2021. To qualitatively know the impact of COVID-19 pandemic on cyber-security, and 
perform a trend analysis of key themes, we organize the entire corpus into various (combination of) 
categories based on time p erio d and whether the literature has undergone peer review process. Based 
on the weighted distribution of keywords in the aggregated corpus, we identify the key themes. While in 
the pre-COVID-19 p erio d, the topics of cyber-threats to technology, privacy p olicy, blo ckchain remain 
p opular, in the p ost-COVID-19 p erio d, fo cus has shifted to challenges directly or indirectly brought by 
the pandemic. In particular, we observe p ost-COVID-19 cyb er-security themes of privacy in healthcare, 
cyb er insurance, cyb er risks in supply chain gaining recognition. Few cyb er-topics such as of malware, 
control system security remain important in p erp etuity. 

We believe our work represents the evolving nature of the cyber-security discipline and reaffirms the 
need to tailor appropriate interventions by noting the key trends. 

c © 2022 Elsevier Ltd. All rights reserved. 
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. Introduction 

Worldwide, the COVID-19 pandemic continues to cripple hu- 
an life Atzrodt et al. (2020) . Along with the overburdening 

f health systems of many countries, the crisis has compelled 
 transition to a new normal. E-learning, work-from-home, e- 
ealthcare form this new normal McKinsey (2020) . Symmetri- 
ally, this growing digital transition has resulted in a greater at- 
ack surface Manadhata and Wing (2010) . According to F5blog, 
here has been a 220% increase in phishing-related computer 
rimes during the p erio d (2019-2020) Warburton (2020) . Au- 
hors in Burgess (2020) and Muthuppalaniappan and Steven- 
on (2021) note that the attackers, in past have not only targeted 
he organizations but also the national critical infrastructures such 
s of the healthcare services and the banking platforms. As a re- 
ult of the increased cyber-threats, a number of government b o d- 
es around the world have emphasized on cyber-awareness cam- 
aigns, recommended useful cyber-hygiene techniques, and resorted 
o cyber-nudges EUA (2021) DHS (2021) Interpol (2020) . 
∗ Corresponding author. 
E-mail address: rajesh.k@pilani.bits-pilani.ac.in (R. Kumar) . 
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The aim of this paper is to critically highlight and compare the 
yb er-security trends b efore and since the start of the COVID-19 
andemic, thereby enabling the organizations to proactively respond 
o the emerging cyber-threats. To highlight the cyber-security trends, 
e search for the cyber-content in the literature published between 
he years 2010-2021 using the classical information retrieval tech- 
iques. The literature corpus is build using a uniform keyword search 
rocess made on the scholarly and the non-scholarly platforms. The 
cholarly platform yielded a corpus that consists of a total of 10,680 
rominent peer-reviewed literature abstracts. The non-scholarly plat- 
orm yielded 11,032 documents collected from four prominent secu- 
ity blogs. Notably, in this study, we use blogs as primary source 
f non-peer literature. While the peer-reviewed literature remains 
 reliable source of the information, we claim blogs as a reason- 
ble choice to outline the differentiated cyber-themes. Related in the 
ontext of this research, where we are examining emerging cyber- 
rends, we believe blogs are a source of quick, updated, and insight- 
ul source Dinu (2022) . Researchers in Gernhardt and Groš (2021) ; 
umar et al. (2022) , note that many cyber-incidents are reported 
rst in the blog posts. Similarly, authors in Lallie et al. (2021) use 
log articles and social media posts to build a time-line of cyber- 
ttacks related to the COVID-19 pandemic. In the same line, authors 
n Lemay et al. (2018) note that a comprehensive and updated ac- 

https://doi.org/10.1016/j.cose.2022.102821
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cose
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cose.2022.102821&domain=pdf
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ount of attack techniques, tools and procedures is typically available 
t non-scholarly platforms. 

Technically, this paper adopts probabilistic topic modeling al- 
orithms to identify emergent cyber-security themes. In partic- 
lar, we use topic modeling which is an unsupervised machine 
earning technique, that uses topic models (algorithms) to uncover 
he hidden or the latent thematic structures (a.k.a topics) from 

 large collection of documents Syed and Spruit (2017) . A num- 
er of topic models exist, for example, the Latent Semantic Anal- 
sis ( LSA ) Dumais (2004) , Probabilistic Latent Semantic Anal- 
sis ( PLSA ) Hofmann (2013) , Non-negative Matrix Factorization 
 NMF ) Lee and Seung (1999) , Dirichlet Multinomial Regression 
 DMR ) Mimno and McCallum (2008) , etc. Topic models have been 
opularly used in the cyber-security context in many domains. For 
xample, in Alagheband et al. (2020) , authors use topic modeling 
o perform time-based gap analysis of cyber-security trends in aca- 
emic and digital media. In Bechor and Jung (2019) , authors use 
opic modeling to identify key concepts from the scholarly articles 
o cusing on cyb er-security and data-science. We use Latent Dirichlet 
llocation ( LDA ) topic model Blei et al. (2003) in this paper. LDA is
 probability-based model and can reveal hidden connections which 
annot be found by looking only at frequency-based methods, for 
xample, LSA Kang et al. (2019) . Specifically, with our analysis, we 
nswer the following: 

" Emergent cyber-security themes. We divide the corpus into two 
p erio ds: the Pre-COVID-19 p erio d [2010-2019] and the Post- 
COVID-19 p erio d (2019-2021]. For each corp ora, we distinguish 
the cyber-security themes. 

" Evolution of cyber-security themes. We perform a year-wise trend 
analysis of the identified cyber-security themes. 

Interesting results emerge from our study. While in the peer- 
eviewed literature prior to the beginning of the COVID-19, the 
echnical security services, the security attributes, and the analyt- 
cal methods such as of machine learning-based intrusion detection 
ystems, game-theory based attack models, and software vulnerabil- 
ties are notable; since the pandemic, new specific cyber-themes are 
rominently discussed (for example, the ransomware and the pri- 
acy risks on health care, supply chain disruptions, cyber-awareness, 
nd digital banking). Compared to the peer-reviewed literature, in 
he non-peer reviewed literature, topics related to the financial se- 
urity such as of the fraud, the device skimmers, and the network 
rivacy are the focal themes before to the pandemic. Since, the on- 
et of pandemic, newer threats to the digital infrastructure such as 
f privacy and security in healthcare, as well as software vulnerabil- 
ty analysis have been more actively researched These cyber-security 
hemes, allow researchers to poisition their research on active topics, 
hereby improving the overall posture of the cyber-security. Further- 
ore, these trends aid industry practitioners in rationally adopting 
usiness strategies, budgeting, and inventory management. 

Related work. Numerous papers in the field of cyber-security 
ave used topic modeling techniques to analyze emerging and evolv- 
ng trends. In Dhillon et al. (2021) , authors use text mining and 
elphi-based analysis of questionnaires to highlight the existing gaps 
etween the academic research and industrial practices. Authors 
n Wu et al. (2021) compare the cyber-security content in the non- 
eer-reviewed literature (news, blogs, and websites) from 2009 to 
019 to identify trending topics using LDA -based text mining mod- 
ls. In Alagheband et al. (2020) , authors conduct a time-based gap 
nalysis of cyber-security trends identified by using the LDA topic 
odel on academic and digital media disseminated between the years 

008 to 2018. Adam et al. use topic modeling to link attack pat- 
erns to system models. This was accomplished by using the LDA 

opic model to get the topic distributions of the text in the sys- 
em’s model and then locating attack patterns with a similar topic 
istribution Adams et al. (2018) . Lu and Li examined the peer- 
2 
eviewed literature published between the years 2013 to 2017 to iden- 
ify the research trends in Internet of Things (IoT) security Lu and 
a Xu (2018) . In Sleeman et al. (2021) , authors used dynamic topic 
odeling to show the evolution of key themes in a time-stamped 

ollection of documents. 
Besides cyb er-security, topic mo deling have been traditionally 

sed in many other domains such as healthcare, digital media, bio- 
hemistry, etc. Coventry and Branley examined research trends in 
ealthcare cyber-security and highlighted the threats, faced by the 
ealthcare industry Coventry and Branley (2018) . Kawata and Fuji- 
ara used LDA topic models to extract the topics from the non-peer- 
eviewed literature with an aim to determine the seasonality of the 
rending topics Kawata and Fujiwara (2016) . In Kang et al. (2019) , 
uthors used topic modeling to identify research topics in the field 
f biochemistry over the last twenty years. Chen et al. proposed a 
opic-based technological forecasting approach for determining the 
rends of specific topics in massive patent claims Chen et al. (2017) . 

Our paper has a similar analytical engine as the previously 
entioned papers with the idea of creating LDA topic models, al- 
 eit our fo cus is investigating COVID-19-induced cyber-security 
ransition. Similar research focus as present paper is of interest 
n Bari (2021) , Nabe (2021) , where authors identify Post-COVID 

yber-security themes. However, the process is largely based on intu- 
tion and/or surveys. Unlike previous approaches, we rigorously use 
he peer- and the non-peer-reviewed literature exploiting the state- 
f-the-art text mining techniques to have a comprehensive under- 
tanding of the COVID-19- upheaval on cyber-security. 

The rest of the paper is as follows: In Section 2 , we give a back-
round about topic modeling, data collection, and the process of 
abeling the topic distributions. Section 3 explains our methodology 
hich is a three-phase process. In Section 4 , we explain the results. 
inally, in Section 5 , we give concluding statements. 

. Background 

.1. Topic Modelling Preliminaries 

Topic modeling is an unsupervised machine learning technique 
opularly used to identify latent or hidden topics in a corpus. Topics 
re the central themes that uniquely identifies the document. Typ- 
cally, they are not always detectable using the traditional keyword 
earches Srivastava and Sahami (2009) . In this paper, we adopt the 
opular topic model of Latent Dirichlet Allocation ( LDA ), introduced 
y Blei et al. Blei et al. (2003) . LDA belongs to the class of hierarchi-
al Bayesian model Syed and Spruit (2017) . The basic idea of LDA is 
hat documents are represented as random mixtures over latent top- 
cs, where each topic is characterized by a distribution over words. 
echnically, LDA begins by randomly designating each word in a 
ocument as one out of K topics. Then, it calculates the conditional 
robabilities for every topic in each document through an iterative 
rocess Blei et al. (2003) . LDA assumes the following process for each 
ocument of N words in a corpus D : 

1. For every topic k = { 1 ,..., K }, randomly sample the topic-word 
distribution, β d,k from a Dirichlet distribution with the param- 
eter η . 

2. For every document d , randomly sample the document-topic dis- 
tribution θ d from a Dirichlet distribution with the parameter α 
. 

3. For each document d and each word w contained within the doc- 
ument d , 
(a) Randomly sample a word-topic assignment z d , n from a multi- 

nomial distribution θ d , where z d , n ε { 1 ,..., K }. 
(b) Randomly sample a d th word in n th document w d , n from a 

multinomial distribution of β k , z d , n . 
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iven the Dirichlet parameters α and η , the joint distribution 
f the latent variables β K (topics), θ D (topic mixtures), 
nd z D (word-topic assignments) along with the observed variable 
 D (words in the document) is expressed in (1) . Here, an observed 
ariable refers to the visible words in the document. Furthermore, a 
atent variable is estimated from the observed variable and Dirichlet 
arameters using following posterior. 

 ( β K , θ D , z D , w D | α , η ) = 

K 
 

 =1 

P ( β k | η ) 
D ∏ 

d =1 

P ( θ d | α ) 
N ∏ 

n =1 

P ( z d , n | θ ) P ( w d , n | z d , n , β d,k ) (1)

To infer the hidden structure with statistical inference, we must 
ondition the latent variables on the only observed variable i.e, words 
n the document Syed and Spruit (2017) . This posterior is given 
y (2) : 

 ( β K , θ D , z D | w D ) = 

P ( β K , θ D , z D , w D ) 
P ( w D ) 

(2) 

The posterior distribution mentioned above is in- 
ractable Blei et al. (2003) . However, an approximation to the 
rue posterior can be obtained using inference techniques such as 
f sampling-based method Porteous et al. (2008) or the variational- 
ased method Hoffman et al. (2010) . In this paper, we adopt the 
ariational-based method. After approximating the LDA s posterior 
istribution, the K topics are represented as a multinomial distribu- 
ion over vocabulary V (distinct words in a document) to get the 
opic distributions. 

A topic distribution is a collection of all the words in the doc- 
ment. However, each word has a different probability. Words with 
 high probability in the topic distribution, tends to co-occur more 
requently. The quality of topic distributions can be estimated us- 
ng the metrics of perplexity Wallach et al. (2009) and/or coher- 
nce Röder et al. (2015) . Perplexity measures the ability of a topic 
o characterize a document. Coherence measures the degree of simi- 
arity displayed by some words in the topic distribution. We choose 
oherence as a metric to evaluate our topic model because models 
hat achieve higher predictive perplexity are often less comprehensi- 
le from a human standpoint Chang et al. (2009) . 

.2. Data collection 

The literature corpus is build using a uniform keyword search 
rocess made on the scholarly (Scopus academic database) and the 
on-scholarly platforms (four cyber-security blogs: Microsoft Secu- 
ity Microsoft (2022) , Schneier on Security Schneier (2004) , The Last 
atchdogs Acohido (2000) , and Krebs on Security Krebs (2000) ). 
e divide the corpus into two sub-corpora based on its scholarly 
 eer review pro cess status – the p eer-reviewed literature ( PR – 9343 
ocuments) and the non-peer reviewed literature ( NPR – 10,679 doc- 
ments). These corpora are termed as the all-time peer reviewed 
ll-PR and the all-time non-peer reviewed All-NPR as they are 
ggregated irrespective of the COVID-19 pandemic, the year 2019 of 
ts onset. 

.3. Manual inference of a topic from a weighted distribution of 
eywords 

This paper adopts probabilistic topic modeling algorithms to 
dentify the emergent cyber-security themes. As mentioned in Sec- 
ion 2.1 , the LDA topic model generates topic distributions as the 
utput. The high probability words, typically the top ten, are used 
o manually infer the topics. In Table 1 , we demostrate on how 

hese topic distributions look like utilizing an example document cor- 
us of the all-time non-peer-reviewed literature. Here, the different 
3

yber-themes outputted by running LDA algorithm are christened 
s T0 , T1 , T2 , T3 and T5 Each topic is a weighted distribution of the
eywords. For example, the topic T4 , indicated with red text, is a 
ombination of the top ten keywords (in decreasing order). Based on 
 brainstorming process, next we manually annotate the topic T4 
s “Customer credentials”. Following the same process, we annotate 
ach topic, by running LDA algorithms on different corpora. In Ap- 
 endix 6 , we do cument these different keyword distributions and the 
nnotated cyber-themes. In Table 4 , we present for the peer-reviewed 
orpus. In Table 5 , we tabulate the inferred topics in the non-peer- 
eviewed literature. Notably, such manual inference of topics in ab- 
ence of an automated aid is common practice that is witnessed in 
everal prominent works on topic models, for example in Alagheband 
t al. (2020) and Adams et al. (2018) . 

. Methodology 

Figure 2 provides a bird-eye view of our pipeline framework. It 
onsists of three overarching phases: the data collection and pre- 
ro cessing, the phrase mo deling, and building the tuned LDA topic 
odel. 
Phase-1: Data collection and pre-processing. The first phase is of 

ata collection. In Section 2.2 , we have discussed the organization of 
ur corpus. The peer-reviewed literature is collected using a unform 

eyword search made on the Scopus academic database. Following 
eywords of {“Cybersecurity, Cybersecurity”} and its combinations 
re iteratively used for this purpose. Filter of “year of publication” is 
sed to discard the literature falling outside the year span of 2010- 
021. For each chosen paper, we collect its corresponding meta-data, 
hat includes the year of publication, the title of the publication, 
nd the complete textual abstract. We choose the abstracts vis–vis 
he full-text because an abstract is high word density textual matter 
ppropriate for the LDA model. This is also in accordance to the 
est practices followed in document analytics Gatti et al. (2015) . In 
ddition, compared to the full-text, abstracts are summary capturing 
uch information while leveraging the benefits of less pre-processing 
nd computational time. 

Once, the literature corpus is aggregated and bifurcated into 
ifferented sub-corpus: Pre-PR , Post-PR , All-PR , Pre-NPR , 
ost-NPR , and All-NPR , we perform a generic data pre-processing 
n them. During this process, we remove all the punctuation and the 
RLs. Next, we lowercase the texts. Subsequently, we perform a to- 
enization. Tokenization is the process of decomposing a sentence 
nt words (a.k.a the tokens) Patel and Arasanipalai (2021) . In the 
ext step, we perform stemming Bird et al. (2009) and lemmati- 
ation Thanaki (2017) . In the process of stemming, we remove the 
uffixes from a word. For example, all the words – eats, eating, eaten 
fter stemming is retained as eat. During lemmatization, we convert 
 word to its canonical form. For example, the word “caring” after 
emmatization is retained as “care”. 

Phase-2: Phrase modeling. During the tokenization process, a sen- 
ence is decomposed into tokens. Due to this, the word order, that 
xist in a sentence is lost. For example, the word “white house” post- 
okenization is decomposed into two disassociated words of {“house”, 
white”}. There is a likeliho o d, that b oth these tokens are assigned 
s separate topics during topic modeling. If these two tokens ap- 
ear in a collocation, it stands to reason that they should be as- 
igned to the same topic. Collocation are phrases with more than 
ne word that occur more frequently in a given context than their 
ndividual word parts McKeown and Radev (2000) . To preserve col- 
ocation, we retain the word order with bi-grams and tri-grams. Bi- 
rams are two-word phrases, such as “white house” Wang and Man- 
ing (2012) . Tri-grams are three-word phrases, such as “out of busi- 
ess” Khanbhai et al. (2022) . Collocation improves the interpretabil- 
ty of topics in the LDA topic model Wang et al. (2007) . Therefore, 
o increase the interpretability, we use the “Point-wise Mutual In- 
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Table 1 
Inferred topics for the all-time non-peer-reviewed corpus from LDA generated topic distribution. 

Topic Topic Distributions Label 

T0 network , time , business , privacy , company , year , attack , technology , secure , healthcare Network privacy and 
security in healthcare 

T1 story, bank, group, fraud, site, money, attack, week, case, botnet Financial fraud 
T2 software, malware, system, vulnerability, code, today, version, computer, flaw, 

program 
Software system 

vulnerabilities 
T3 card, credit, breach, company, payment, customer, encryption, fraud, source, 

investigation 
Credit card breaches 

T4 service, number, account, email, access, phone, address, site, name, password, 
customer 

Customer credentials 

T5 device, surveillance, location, iPhone, skimmer, machine, cash, camera, 
wireless, reader 

Device skimmers 

Table 2 
Cyber-security themes in the peer-reviewed literature corpus. The text marked in red represents the themes common to both the pre-COVID-19 and the 
p ost-COVID-19 p erio d. 

Category Trends 

Pre-COVID-19 
cyber-security themes 

“Malware detection”, “Control system security”, “Intrusion detection system”, “Software vulnerability analysis”, “Attack 
models based on game-theory”, “Blockchain and cryptocurrency”,“Cyber risk management”

Post-COVID-19 
cyber-security themes 

“Cyber insurance”, “Cyber-security in healthcare”, “Control system security”, “Intrusion detection system”, 
“Cyber-resilience in supply chain”, “Malware detection”, “Cyber risk management”, Security awareness 

Table 3 
Cyber-themes in the non-peer-reviewed corpus. The red text represents themes common to both the pre-COVID-19 and the post-COVID-19 eras. 

Category Trends 

Pre-COVID-19 cyber-security themes “Privacy Protection”, “Fake news”, “Malware in business process”, “Cyber-crime in banking”, “Credit card frauds”
Post-COVID-19 cyber-security themes “Social-engineering”, “Side channel attacks”, “Software vulnerability analysis”, “Malware in cloud services”

Fig. 1. Numb er of do cuments organized by a timeline. Pre-NPR refers to the pre-COVID-19 non-peer-reviewed corpus, Post-NPR refers to the post-COVID-19 
non-peer-reviewed corpus, All-NPR refers to the all-time non-peer-reviewed corpus, Pre-PR refers to the pre-COVID-19 peer-reviewed corpus, Post-PR refers to 
the post-COVID-19 peer-reviewed corpus, and All-PR refer to the all-time peer-reviewed corpus 
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1 Natural Language Toolkit, available at https://www.nltk.org
2 Gensim python library, available at https://pypi.org/project/gensim/ 
3 Python LDAvis tool, available at https://anaconda.org/conda- 

forge/pyldavis 
ormation ( PMI )” score to identify the co-occurrences of words that 
orm meaningful bi-grams and tri-grams Bouma (2009) . This metric 
ssesses the likeliho o d of the words co-o ccurring in contrast if they 
ere considered independently. 

Phase-3: Tuned LDA topic model. The pre-processed data along 
ith the phrase models serves as input to the LDA algorithm. 
longside, we pass the hyper-parameters to tune the model. 
yper-parameters are machine learning model settings that needs 

o be finely-tuned aiming at improving the model interpretabil- 
ty George et al. (2017) . In our work, we identify four hyperpa- 
ameters: the num_topics , the chunksize , the passes , and 
he iterations . num_topics refers to the number of topics ex- 
racted from a corpus. chunksize determines how many documents 
hould be loaded into the computer memory to train the algorithm. 
asses are the number of training passes required to train the al- 
orithm. Finally, the iterations are the minimum number of it- 
rations required through the corpus to infer the topic distribution. 

The coherence score is used as a performance metric to determine 
he optimal values of these parameters. Values are selected that re- 
ult in highest coherence score obtained by iteratively configuring one 
arameter at a time. Figure 3 shows the optimal values of the hyper- 
arameters obtained for the non-peer-reviewed all-time corpus. The 
4

ptimal values for num_topics (refer Figure 3 a), chunksize (re- 
er Figure 3 b), passes (refer Figure 3 c), and iterations (re- 
er Figure 3 d) are 6, 900, 90, and 600 respectively. These hyper- 
arameter values, along with the dataset and Dirichlet parameters ( 
 and η ), are fed into the LDA topic model as input. The final
DA topic model is the tuned LDA topic model. 

. Results 

All the experiments are performed on an intel i5, 8th genera- 
ion pro cessor. The p eer- and the non-p eer-reviewed corp ora were 
re-processed and cleaned using the nltk 1 library and using cus- 
omized python scripts . Next, the Gensim 2 , is used to convert 
he pre-processed data to semantic vectors, implement LDA , and eval- 
ate coherence scores. Subsequently, the topics distributions that are 
enerated using the LDA , are visualized as weighted keywords using 
he LDAvis 3 tool. We analyze our findings putting it under the two 

https://www.nltk.org
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Table 4 
Topic distribution for the peer-reviewed corpus. Here PR refers to the peer-reviewed literature taken from Scopus academic database. 

Corpus Name Topic Topic Distributions Label 

Pre- COVID (2010- T2 detection, classify , malware , accuracy , feature , detect , 
anomaly_detection , module , memory , computation 

Malware detection 

T7 system , analysis , approach , model , framework , attack , process , risk , 
network , problem 

Cyber-risk management 

T9 software , vulnerability , defense , test , cod e, damage , cyberattack , 
functionality , malware , execution 

Software vulnerability 
analysis 

T3 system , control , power , communication , access , secure , energy , 
architecture , operation , authentication 

Control system security 

T4 network , traffic , technique , dataset , intrusion_detection , graph , 
ransomware , intrusion , honeypot , password 

Network intrusion detection 

T5 game , influence , prediction , deterrence , theory , exercise , deception , 
uncertainty , file , aviation 

Attack models based on 
game-theory 

T6 blockchain , insurance , learning , workshop , cryptocurrency , employment , 
shortage , literacy , index , spectrum 

Blockchain and 
cryptocurrency 

T8 design , development , knowledge , field , engineering , computer , 
education , training , project , program 

Cybersecurity engineering 

Post- COVID T1 risk , management , safety , business , solution , value , organization , 
adoption , technology , supply_chain 

Cyber-risk management 

(2020-2021) T1 privacy , health , healthcare , science , crisis , care , innovation , 
cryptography , period , staff 

Privacy in healthcare 

(PR) T2 investment , wireless , channel , disinformation , transaction , banking , 
aviation , author , radiation , bank 

Digital banking 

T4 awareness , program , course , web , computer_ science , exposure , online , 
university , coverage , book 

Security awareness 

T10 network , model , detection , attack , performance , method , approach , 
problem , traffic , intrusion 

Network intrusion detection 

All- time T1 technology , development , analysis , threat , framework , approach , work , 
industry , level , environment 

Cyber-governance 

(2010- 2021) T1 software , safety , engineering , education , design , program , project , 
vehicle , hardware , control 

Control systems security 

T6 network , detection , model , attack , performance , method , system , 
intrusion , machine , time 

Intrusion detection models 

T7 malware , cloud , service , evidence , event , time , group , framework , series , 
contribution 

Malware detection 

T10 risk , management , business , assessment , authentication , resilience , 
trust , compliance , organization , supply_chain 

Cyber risk management 

T10 malware , health , healthcare , ransomware , fraud , smart_city , consumer , 
payment , breach , device 

Cyber-security in healthcare 

T10 risk , management , business , assessment , authentication , resilience , 
trust , compliance , organization , supply_chain 

Supply chain cyber-risk 

Fig. 2. Framework to generate topic distributions for each corpus. 
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ategories of the emergent cyber-security themes and the evolution 
f cyber-security themes. 

.1. Cyber-security themes 

We use the LDA topic model to generate the topic distributions 
or both the peer reviewed literature (see Appendix Table 4 ) and 
he non-peer reviewed literature (see Appendix Table 5 ). Next, we 
5 
anually annotate each of these weighted distribution of words as a 
yber-security theme. 

.1.1. Cyber-security themes in the peer-reviewed literature corpus 
Table 2 presents the inferred cyber-themes for the peer-reviewed 

orpus. 

" Pre-COVID-19 cyber-themes. Prior to the pandemic, we observe 
that the research community much focused on the threats on 
evolving technology. Focus was on to develop analytical attack 
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Fig. 3. Coherence score metric vs. Hyper-parameters to determine the optimal values for the All-time non-peer-reviewed corpus. 
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models, for example using machine learning and game-theory, en- 
suring network security and customer privacy. Categorically, from 

the tuned LDA model, we observe sp ecific cyb er-security themes, 
for example, the ”Malware detection, the ”Blockchain and crypto- 
currency, ”Attack models based on game-theory” appear as signif- 
icant research themes. A p erp etual research theme is of building 
novel network intrusion detection mechanisms. We believe this 
is due to a continuous evolution of the cyber-threats Zhou and 
Jiang (2012) . In the same line, industrial control systems have 
undergone a tremendous transformation with an enhanced con- 
nectivity to the public networks and the adoption of cloud infras- 
tructure Bhamare et al. (2020) . As a result, their security is a 
subject of intense research. Similarly, complex digital infrastruc- 
ture necessitates anticipating malicious activity and instigating 
response in time Khraisat et al. (2019) . Machine learning-based 
intrusion detection systems have been proved to be useful. 

" Post-COVID-19 cyber-themes. Since the pandemic, the research 
community has focussed on novel cyber-security themes. In par- 
ticular, certain application domains have gained prominence 
such as of healthcare, digital banking, supply-chain vulnera- 
bilities. Categorically, from our LDA model, we observe that 
cyber-themes such as of ‘Cyber-security in healthcare”, “Cyber- 
resilience in supply chain”, and “Security awareness” have piqued 
the researchers’ interest. We believe that such themes have gained 
prominence as a spill-over of the pandemic necessities, for exam- 
ple, the increasingly tele-healthcare services Hill et al. (2021) , 
IoT-based healthcare infrastructure Vedaei et al. (2020) , and use 
of robotics Khan et al. (2020) . Consequently, cyber risk man- 
agement has continued to remain a prominent topic. Alongside, 
other cyber-themes, such as of “Malware detection”, “Control sys- 
tem security”, and “Intrusion detection system” have remained 
well-researched in p erp etuity. 

.1.2. Cyber-themes in non-peer-reviewed corpus 
Table 3 presents the inferred cyber-themes for the non-peer- 

eviewed corpus. 

" Pre-COVID-19 trends. Prior to the pandemic, we observe that 
the practitioners emphasize on certain cyber-themes such as of 
the common security vulnerabilities, malware incidents, and data 
6

breaches. Interestingly, financial cyber-crimes such as fraud and 
its implication on organizational health are well-published. We 
believe a reason for such trend is that attacks on sectors such as 
banking, government institutes and critical infrastructures brings 
media attention. Bloggers with an aim of inciting huge followers 
many times tend to paint stories inciting human curiosity with 
information on cyber-attack victim, shadowy espionage groups, 
and tactical attacks. 

" Post-COVID-19 trends. Since the pandemic, we observe that 
in the non-peer-reviewed literature, bloggers have authored on 
a few distinct cyber-themes. One such example is of health- 
care SonicWall (2020) , which is well researched topic in the post- 
pandemic peer reviewed literature too. Categorically from the 
tuned LDA models, we observe that the newer attack tactics such 
as of “Social engineering and Side channel attack have picked the 
interest. With a few recent incidents of ransomware and its crip- 
pling impact on organization, bloggers have also authored exten- 
sively on the topic. Malware has been extensively emphasized in 
both the pre-and the post-COVID-19 literature. Notable, whereas 
in the pre-COVID-19 literature, the focus was its implication on 
business processes, in the post-COVID-19 literature, the focus 
has shifted towards malware threats on evolving digital infras- 
tructures such as of cloud services. 

.2. Evolution of cyber-security themes 

In addition to the identification of distinct cyber-security themes, 
n this paragraph, we present its year-wise evolution. We do this 
y tabulating the cumulative count of the documents underlying a 
yber-security theme. The aim behind this activity is to understand 
he temporal popularity of the cyber-security themes. To accomplish 
he task, we use the all-time literature corpus, see Table 4 for cyber- 
ecurity themes in peer-reviewed literature and Table 5 for cyber- 
ecurity themes in non-peer-reviewed literature. 

Evolution of cyber-themes in the peer-reviewed literature. 
igure 4 shows the different plots taking into account the peer- 
eviewed literature and the individual cyber-security themes. In these 
lots, the x-axis represents the year of publication and the y-axis 
epresents the cumulative count of published documents in that 
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Fig. 4. Number of documents vs. time plot for each cyber-theme in peer-reviewed corpus. The year 2020 marks the beginning of the COVID-19 pandemic (shown 
by a vertical dotted red line). 
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ear. Glancing over these plots reveal interesting observations. We 
nd that all the research themes, namely, “Cybersecurity in health- 
are”, “Cyber-security risk management”,“ Control system security”, 
Cyber-governance”, “Intrusion detection models” and “Malware de- 
ection” – show a steady uptick in the number of publications till the 
ear 2016. Compared to the year 2018, post the year 2019, the year 
f COVID-19 pandemic, a few topics such as “Cyber-security risk 
anagement”, “Cybersecurity in healthcare” and “Control-system se- 

urity” have shown a declined trend. Comparatively, other cyber- 
hemes such as of “Cyber-governance”, “Intrusion detection” and 
Malware” have shown an uptick beyond the year 2019 with an in- 
7 
ermittent decline. The publication trends put in these plots specific 
o the year 2021 may not reflect the true picture as all the document 
ay not been archived in the databases at the time of information 

etrieval of the articles. 
In addition to the temporal evolution of the cyber-themes, we 

nvestigate the spatial popularity of a theme in the corpus. We do 
his by calculating a ratio of the number of publications investigat- 
ng a theme vs the cumulative count of all the publications in the 
orpus. Interesting observations follow. We observe that the topics 
uch as Control system securityCyber-governance, and Intrusion de- 
ection models are the dominating topics in both the pre-COVID 
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Fig. 5. Year vs Number of documents for each cyber-theme in non-peer-reviewed corpus. The year 2020 marks the beginning of the COVID-19 pandemic (shown 
by a vertical dotted red line). 
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9 and the post-COVID-19 period. In the case of “Cyber-security in 
ealthcare, we observe that prior to the pandemic, merely a aggre- 
ate of 129 documents in the corpus collected over a ten year pe- 
iod. However, in the two years since the pandemic, the total num- 
er of documents have risen to 53. This supports our claim that 
esearch in the field of healthcare cyber-security is gaining promi- 
ence. In addition to this, we observe that cyber-themes such as of 
Control system security”, “Cyber security risk management”, and 
Intrusion detection system” are heavily researched when compared 
ith other cyber-themes. These themes account for 77.8% of doc- 
ments in the peer-reviewed literature. Also notable is that a few 

 opular cyb ersecurity research sub-domains such as “Ransomware 
n healthcare”, “Blockchain and cryptocurrency, Privacy breach” are 
oosing their grounds. One possible explanation may be a lack of 
echnology pull or legislation for furthering expanding the research 
n these sub-domains. 

Evolution of cyber-themes in the non-peer-reviewed literature. 
igure 5 shows the different plots taking into account the non peer- 
eviewed literature and the individual cyber-security themes. We 
bserve that the number of documents for all the topics in the 
re-COVID-19 time-line (2010-2019) follow an inconsistent pattern. 
owever, for all the topics, the numb er of do cuments have increased 

n the post-COVID-19 timeline (2020-2021]. Similar to peer-reviewed 
iterature, we obtain a spatial distribution of cyber- security themes. 
e observe that, Network privacy is the dominating topic in both the 

re- and post-COVID-19 epochs. It accounts for 36.8% of all docu- 
ents in the corpus. Research on network privacy is trending, which 
ay be a reflection of the recent focus on work-from-home models 

nd transition to cloud infrastructure by the industry, consequently 
 leading avenue of research. Also notable is that cybersecurity in 
ub-domains such as Device Skimmers and Credit Card Breaches 
re showing the signs of decline. One possible explanation of this 
rend is an increased awareness on cyber-threats to these systems. 

Evolution of cyber-themes in non-peer-reviewed literature. 
igure 5 captures the numb er of do cuments vs. time plot for each 
a

8 
opic in the non-peer-reviewed corpus. Prior to the pandemic, we 
ee an inconsistent trend in the number of documents for all cyber- 
hemes such as of “Financial fraud”, “Software system vulnerabili- 
ies”, “Customer credentials”, “Credit card breaches”, “Device skim- 
ers”, and “Network privacy and security in healthcare”. However, 

ince the pandemic, the number of documents for all cyber-themes 
as increased, indicating that these cyber-themes have received more 
ttention. Furthermore, when compared to other cyber-themes, “Net- 
ork privacy and security in healthcare” has received the most at- 
ention in the non-peer-reviewed literature. It accounts for 36.8% of 
ll documents in the corpus. 

Albeit, in the non-peer-reviewed literature, prior to the pandemic, 
verarching topics such as device skimmers, financial fraud and data 
reaches were the focal themes. Since the pandemic, privacy and se- 
urity in healthcare, as well as software vulnerability analysis are 
ore researched. Both peer-reviewed and non-peer reviewed litera- 

ure point to a differentiated new normal in the cyber-security. We 
elieve our work is a vital fulfillment on scientifically capturing the 
mpact of pandemic upheaval on cyber-security. It also reinforces the 
eed to quickly adapt with the changing societal needs. 

. Conclusion 

The COVID-19 pandemic upheaval has induced the society to 
n unforeseen new normal. With an increased digital adoption, we 
itness newer forms of cyber-security challenges. In this paper, we 
cientifically examine this pandemic-induced affect on cyber-security 
y identifying the key themes, examining their temporal and spa- 
ial evolution. Technically, to do this, we utilize the state-of-the-art 
nsupervised machine learning algorithm of topic models. We build 
 massive corpus of over twenty thousand literature taken from the 
ears 2010-2021 including both the peer-reviewed and the non-peer 
eviewed literature sources. Interesting observations we find is that 
ost COVID-19 pandemic, health-care, cyber-resilience are the newer 
dded cyber-security themes researched in the peer-reviewed litera- 
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Table 5 
Labelled topics for the non-peer-reviewed corpus from LDA generated topic distribution. Here NPR = Non-peer-reviewed literature taken from four cybersecurity 
blogs (refer Section 3 ). 

Corpus Name Topic Topic Distributions Label 

Pre- COVID T0 firm , service , account , phone , address , program , password , vulnerability , 
protection , order 

Common security 
vulnerabilities 

(2010- 2019) T2 government , part , customer , group , news , case , name , page , fact , encryption Fake news 
T3 time , access , privacy , business , malware , email , today , industry , consumer , 

code 
Malware in business processes 

T4 network , technology , bank , banking , cloud , process , approach , tech , community , 
cybercrime 

Cybercrime in banking 

T6 breach , data , report , problem , issue , web , law , database , company , gang Data breach reports 
T7 company , software , card , site , credit , system , control , fraud , management , 

payment 
Credit card frauds 

T8 use , story , money , tool , organization , hacker , patch , domain , ability , victim Hacker’s victims’ story 
Post- COVID T0 time , attack , site , email , use , activity , discussion , bank , organization , 

encryption 
Side channel attacks 

(2020- 2021) (NPR) T1 network , today , group , customer , someone , credit , authentication , something , 
hack , digital_transformation 

Network security 

T2 time , attack , site , email , insider , activity , discussion , bank , organization , 
encryption 

Social engineering attack 

T2 company , software , service , malware , system , computer , code , password , day , 
file 

Software vulnerability 
analysis 

T3 malware , fraud , work , cloud , identity , compromise , investment , campaign , 
services , member 

Malware in cloud services 

T4 technology , ransomware , reading , week , traffic , process , government , 
accompanying_podcast , analysis , infrastructure 

Ransomware 

All- time T0 network , time , business , privacy , company , year , attack , technology , report , 
government 

Network Privacy 

(2010- 2021) T1 story , bank , group , fraud , site , money , attack , week , case , botnet Financial fraud 
T3 card , credit , breach , company , payment , customer , encryption , fraud , source , 

investigation 
Credit card breaches 

T4 service , number , account , email , access , phone , address , site , name , password , 
customer 

Customer credentials 

T5 device , surveillance , location , iPhone , skimmer , machine , cash , camera , 
wireless , reader 

Device skimmers 

T5 software , malware , system , vulnerability , code , today , version , computer , 
flaw , program 

Software system vulnerability 
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ure. Typically, in pre-COVID-19 p erio d, the fo cus was on build- 
ng novel attack models, intrusion detection systems, among oth- 
rs. In the non-peer literature, post COVID-19, we observe newer 
orms of attacks such as of social engineering, side channel have 
purred the interest. Typically, this community in the pre-COVID- 
9 p erio d fo cused much on financial cyber-crimes. Alongside, a few 

yber-themes, such as network security, malware detection, intru- 
ion control systems and industrial control system security remain 
mportant in perpetuity. Interestingly, while doing temporal analysis 
f the cyber-themes in all-time-peer-reviewed literature, we observe 
hat blockchain and privacy breaches have b ecome b een less p opular 
s compared to the previous years. Similarly, research on network 
rivacy is trending in all-time non-peer reviewed literature, which 
ay be a reflection of the recent focus on work-from-home models 

nd transition to cloud infrastructure by the industry, consequently 
 leading avenue of research. Also notable is that cybersecurity in 
ub-domains such as Device Skimmers and Credit Card Breaches 
re showing signs of decline. 

We believe our work provide crucial insights on cyber-security 
rends and challenges useful for both academicians and practition- 
rs. It will aid business in identifying their own strategic gaps, thus 
ationally recognizing their cyber-security needs, hire manpower and 
nventory management. Academicians will benefit from our work by 
ppropriating their research on upcoming cybersecurity challenges 
nd trending niche domains. Future work is to make the corpus more 
nclusive to include media reports. Another interesting extension is 
o automatically infer the label from a topic-distribution. 

. A non-comprehensive list of Labeled topics for peer and non- 
eer-reviewed literature 
9 
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