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Abstract

Although a broad range of data resources have played a key role in the substantial achievements of cancer health economics
research, there are now needs for more comprehensive data that represent a fuller picture of the cancer care experience. In
particular, researchers need information that represents more diverse populations; includes more clinical details; and
provides greater context on individual- and neighborhood-level factors that can affect cancer prevention, screening, treat-
ment, and survivorship, including measures of financial health or toxicity, health-related social needs, and social determi-
nants of health. This article highlights 3 critical topics for cancer health economics research: the future of the National
Cancer Institute’s Surveillance, Epidemiology, and End Results-Centers for Medicare & Medicaid Services–linked data resour-
ces; use of social media data for cancer outcomes research; and multi-site–linked electronic health record data networks.
These 3 topics represent different approaches to enhance data resources, linkages, and infrastructures and are complemen-
tary strategies to provide more complete information on activities involved in and factors affecting the cancer control contin-
uum. These and other data resources will assist researchers in examining the complex and nuanced questions now at the
forefront of cancer health economics research.

A theme discussed throughout the “Future of Cancer Health
Economics Research” virtual conference was the importance of
existing data resources. These resources include survey results;
medical and pharmacy claims and hospital discharge informa-
tion; cancer registry findings; electronic health record (EHR) in-
formation; and, most importantly, linkages between different
types of data resources. Without these data resources, the tre-
mendous achievements in cancer health economics research
would not be possible.

However, a parallel theme of the conference was the need
for more comprehensive data that represent a fuller picture of
the cancer care experience. There has been growing interest in
building additional linked data sources that represent more di-
verse populations (eg, younger individuals with cancer) or that
include more detailed clinical information. For example, EHRs
can provide information on laboratory and genomic test results,
detailed medical history, and orders placed for services
intended for patients, including those that were not pursued.
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Researchers also need more information on individual- and
neighborhood-level factors that can affect individuals’ health-
care decisions and activities related to cancer prevention,
screening, treatment, and survivorship, including health-
related social needs and social determinants of health.

In a panel titled “What do we need to be successful? New
data infrastructures, resources, and linkages,” several research-
ers discussed the future of data use and data needs for cancer
health economics research. Three key topics from this discus-
sion are discussed in the sections below.

The Future of SEER-CMS–Linked Data Resources

In 1991, the National Cancer Institute’s (NCI’s) Surveillance,
Epidemiology, and End Results (SEER) data, which include de-
mographic, clinical, and cause of death information for persons
newly diagnosed with cancer as reported to select population-
based cancer registers from across the nation, were first linked
to Centers for Medicare & Medicaid Services (CMS) data. Over
the next 3 decades, 4 SEER-CMS data linkages were created (1).
Three of the linkages are Medicare focused: SEER-Medicare,
SEER- Medicare Health Outcomes Survey, and SEER-Consumer
Assessment of Healthcare Providers and Systems (2,3). Table 1
provides further comparison of the persons and data included
in these Medicare-focused linkages. The final linkage is SEER-
Medicaid, which includes Medicaid beneficiaries from all 50
states and the District of Columbia who are also in the SEER
data (4). The resulting SEER-CMS linkages are essential to un-
derstanding cancer care and health outcomes in the United
States; analyses of these linked data have resulted in over 2200
publications (5).

Researchers tend to be most familiar with the Medicare-
focused SEER-CMS linkages, particularly that fee-for-service
(FFS) claims data from hospitals, hospices, home health, dura-
ble medical equipment, and individual providers are available
starting in 1999 and detailed prescription information for per-
sons enrolled in Part D plans are available starting in 2007.
Researchers may be less aware that clinical assessments from
the Minimum Data Set (https://resdac.org/cms-data/files/mds-
30) and the Outcome and Assessment Information Set (https://
resdac.org/cms-data/files/oasis) files for persons enrolled in
nursing homes and home health care, respectively, are now
requestable through the 3 Medicare-focused SEER-CMS linkages.
Additionally, 3 ancillary Part D files were recently made avail-
able (https://resdac.org/cms-data/files/pde). The Part D plan
characteristics file provides information on plan type, premi-
ums, and cost-sharing. The Part D prescriber characteristics file
provides demographics and specialty information on the pre-
scribing provider. Finally, the Part D pharmacy characteristics
file provides information on pharmacy type (eg, mail-order, in-
dependent, or chain).

Over the next few years, NCI plans to further enhance the
SEER-CMS linkages so that more of the cancer patients found in
both SEER and CMS data have sufficient information to be in-
cluded in research analyses. For example, historically, most
SEER-Medicare analyses have been restricted to persons en-
rolled in FFS plans because these are the persons for whom
claims data and, therefore, detailed information on comorbid-
ities, treatments, and outcomes have been available.
Enrollment in Medicare Advantage plans now represent 42% of
the Medicare population, and this percentage is projected to in-
crease to 51% by 2030; the representativeness of analyses that
only include FFS enrollees is diminishing (6). Therefore, NCI is

currently evaluating how best to incorporate Medicare
Advantage (ie, Medicare Part C) encounter data to provide
insights into cancer care and health outcomes among beneficia-
ries enrolled in managed care. NCI also plans to expand the
SEER-Medicaid linkage. Currently, the SEER-Medicaid linkage
includes only persons in the SEER data from 2006 to 2013 linked
to their Medicaid enrollment data from the same years. Over
the next year, NCI will be expanding this linkage to include can-
cer diagnoses and Medicaid enrollment data to cover 1999-2019.
Further, NCI will be evaluating how best to incorporate
Medicaid claims data to better understand how these data can
provide insights into cancer care and health outcomes among
persons enrolled in Medicaid. Based on the initial assessments
of the Medicare encounter data and Medicaid claims data, NCI
will establish best practice guidelines for using these data be-
fore making the data available for request.

NCI also plans to expand the utility of the SEER-CMS linkages
for assessing associations between social- and economic-
related factors and cancer presentation, treatment, and health
outcomes among cancer survivors. Although NCI currently
releases many area-level (census tract and Zip code) measures,
such as median household income, percent of the population
with a high school degree, and racial or ethnic make-up of the
population, NCI has plans to include additional area-level
measures, such as percent of population who are employed,
uninsured, and have transportation and internet access (7).
Moreover, because area-level measures can only approximate
personal characteristics, NCI is investigating mechanisms that
will allow individual-level social- and economic-related meas-
ures to be requestable via the SEER-CMS linkages. To include
individual-level measures, the SEER-CMS data must be linked to
other data resources using personally identifiable information,
such as social security number, name, and date of birth.
Understandably, sharing of personally identifiable information
requires a higher level of scrutiny and coordination than incor-
poration of area-level measures. Nonetheless, NCI recognizes
the importance of conducting research at an individual level
and is thus pursuing individually linkable data. For example,
NCI and the Department of Housing and Urban Development
are creating a linkage between the SEER data, and by extension
the SEER-CMS data, and Department of Housing and Urban
Development administrative data that will allow assessment of
how an individual’s receipt of housing assistance affects their
cancer care and health outcomes.

Because provider characteristics can affect cancer care and
patient health outcomes, NCI is also investigating ways to in-
corporate more provider-level data within the SEER-CMS link-
ages. Although provider identifiers (eg, National Provider
Identifiers for institutions and individuals, including physicians
and nurses) are encrypted in the released data, NCI has access
to unencrypted provider identifiers, which allows for data link-
ages at the provider level. NCI already releases a file with hospi-
tal characteristics (eg, bed size and NCI Designated Cancer
Center status) and the CMS-created Medicare Data on Provider
Practice and Specialty file, which includes information on prac-
tice type, provider specialty, and summary Medicare utilization
measures (8). NCI also has a mechanism to allow researchers to
link to the American Medical Association Physician Masterfile
(eg, as another source of physician specialty data) (9). Moving
forward, NCI is investigating ways to allow information from
the National Plan and Provider Enumeration System (https://
npiregistry.cms.hhs.gov/), which is the National Provider
Identifier repository and also includes practice and specialty in-
formation. The SEER-CMS linkages will soon include
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information on provider participation in payment and delivery
system models (eg, accountable care organizations), and NCI
plans to create summary measures based on the SEER-CMS data
(eg, for each provider summarize the number and characteris-
tics of patients they serve). Finally, NCI is investigating mecha-
nisms to incorporate other provider characteristics, such as
practice size, and participation in health-care networks or
compendiums.

NCI is also striving to shorten the time lag between when a new
cancer is diagnosed and when the associated SEER-CMS data are
made available to researchers. Currently, there is a 2-year period
between when a cancer is diagnosed and when the registries sub-
mit their data to NCI (eg, cancers diagnosed in 2019 were submitted
to NCI in November 2021). There is an additional delay in the re-
lease of SEER-CMS data because the linkage process (between SEER
and CMS data) occurs every other year and takes approximately 1
year to complete (eg, cancers diagnosed in 2018-2019 will first be re-
leased in SEER-CMS by the end of 2022). To release more timely
data, NCI is currently investigating the completeness of SEER data
submitted 1 year after diagnosis. NCI is also investigating mecha-
nisms to shorten the SEER-CMS linkage process.

Finally, NCI is pursuing mechanisms to make the SEER-CMS
data more accessible and easier to analyze. Currently, the data
files, particularly the claims files, are large, cumbersome, orga-
nized based on place of service or provider (eg, hospital inpa-
tient or outpatient, or hospice), and require extensive
programming and coding knowledge to analyze. NCI is there-
fore developing new SEER-CMS research “products” that will re-
package the raw claims data into more analytically friendly
data. For example, SEER-Medicare Condensed Resource files will
be processed claims data repackaged based on type of care (eg,
systemic therapy, radiation, surgery) or type of measure (eg, co-
morbidity, cost) and will include a reduced set of variables (eg,
only dates, diagnosis codes, and procedure codes). Data will
then be further simplified to create SEER-Medicare databases
that include the SEER data and Medicare time-fixed variables
(eg, receipt of systemic therapy within 6 months or 12 months of
cancer diagnosis). The resulting SEER-Medicare databases will
be accessible through SEER*stat, the statistical software via

which researchers currently access the SEER data. It is antici-
pated that these new data products along with the underlying
coding algorithms will be released within the next 2 years.

In summary, over the years, many enhancements have been
made to the SEER-CMS linkages, and more are on the horizon.
The new enhancements should expand the generalizability of
SEER-CMS data and allow for more timely assessments for a
wider range of research topics.

Use of Social Media Data for Cancer Economics Research

Social media data may be a valuable resource for oncology re-
search. Twitter, specifically, has been used by researchers to
perform content analysis on a variety of oncology-related
topics. Examples include lung cancer prevention and control
(10), breast cancer screening (11), engagement with skin cancer
prevention public health messaging (12), and social media con-
versations following celebrity cancer announcements (13).
Researchers have also examined content in Facebook support
groups for breast cancer (14), ovarian cancer (15), and caregivers
of children with cancer (16). Struck et al. (17) reviewed multiple
social media platforms, including Facebook, Twitter, YouTube,
and Instagram, for online prostate cancer communities.

Twitter data are particularly useful for qualitative emergent
thematic analysis that can help to illuminate why a certain phe-
nomenon is occurring and the nature of the phenomenon
(18,19). Twitter data are used most frequently in research (com-
pared with other social media data) due in part to their concise
messages that can often be summarized into 1 or 2 themes (20).
The short tweets allow for examination of the breadth of a topic
with limited depth. Furthermore, tweets are free and publicly
available. With the facilitation of software, thousands of tweets
can be collected within minutes. The majority of tweets are
written by private individuals expressing their opinions (21) and
therefore provides insight into lay discourse. In contrast, use of
other social media platforms such as Facebook for research may
be more complex due to their free-form content, which can be
lengthy and contain many themes. The advantages and

Table 1. Comparison of persons and data included in the 3 Medicare-focused SEER-CMS linkages

SEER-Medicare SEER-MHOS SEER-CAHPS

Persons included
Medicare fee-for-service enrollees x x
Medicare Advantage enrollees x x x
Noncancer comparison groupa Medicare 5% MHOS respondents CAHPS respondents

Data included
SEER cancer registry data x x x
Medicare enrollment x x x
Medicare claims datab x x
Medicare part D prescription drug data x x x
MDS clinical assessment data for nursing
home residents

x x x

OASIS clinical assessment data for home
health enrollees

x x x

Physician and hospital characteristics x x
CAHPS experience of care survey data x
MHOS quality of life survey data x

aPersons not included in the SEER data who resided in the geographic catchment areas for the registries. CAHPS ¼ Consumer Assessment of Healthcare Providers and

Systems; CMS ¼ Centers for Medicare and Medicaid Services; MDS ¼ Minimum Data Set; MHOS ¼ Medicare Health Outcomes Survey; OASIS ¼ Outcome and

Assessment Information Set; SEER ¼ Surveillance Epidemiology, and End Results.
bFrom in- and out-patient hospitals, hospice agencies, home health agencies, individual providers, and durable medical equipment providers.
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limitation of Twitter, Facebook, and other social media plat-
forms as research data sources were previously discussed
(20,22).

On Twitter, Tweets are organized with hashtags (#), which
group together all messages that include a given hashtag, mak-
ing it easy to search by topic. For example, if using these data
for cancer health economics research, one might search for
#LungCancer and #FinancialToxicity or #LungCancer and #Cost.
Spending time immersed in tweets on the topic may help
researchers uncover hashtags that are common in their subject
area. Once the tweets of interest are collected, researchers can
interpret the data for emergent themes among the discourse.
The data can be reviewed continually until no new themes
arise, known as the point of data saturation (23-25). Once satu-
ration is met, the researcher can draw inferences about public
opinion on the phenomenon of interest. Insights gained from
social media data may also be particularly useful for hypothesis
generation in oncology economic research (26). Although using
social media data for oncology economic research is nascent
and the purpose of this discussion is to highlight its potential
for future research, examples of previous research include ex-
amination of online crowdfunding campaigns posted on social
media, which highlight the financial hardship imposed by kid-
ney cancer (27), and young adult cancer survivors’ experiences
with economic distress and financial toxicity during the COVID-
19 pandemic (28).

Although Twitter data may be useful for research insights,
they are not without limitations. Twitter users tend to be youn-
ger, more politically democratic (29), and have higher income
and education levels compared with the general US population
(30). Only data from those accounts visible to the public can be
viewed and gathered. Additionally, publicly available Twitter
data may not be an accurate or representative picture of the
cancer patient experience because the private realities of indi-
viduals’ experiences that are not publicly shared cannot be
accounted for. There may be bias in those whose accounts are
public versus private. The validity of the data may also be ques-
tionable due to the inability to be certain whether the content is
authentic or possibly fabricated or from duplicate accounts.
Ultimately, the researcher’s interpretation of the content is sub-
ject to personal biases.

Social media platforms provide free, publicly available, non-
proprietary sources of public discourse that can be mined for
emergent qualitative themes on a broad variety of topics and
are a novel data source for cancer economics research.
Researchers may wish to consider social media data in a formal
capacity with emergent thematic qualitative research or infor-
mally as a means to draw insights on public opinion. Social me-
dia may also be an effective means of disseminating scholarly
research findings. A growing number of peer-reviewed journals
now ask authors to provide their Twitter username and an ex-
ample tweet during the submission process that can be used to
promote the article on publication.

Multi-Site–Linked EHR Data Networks

Use of multi-site linked EHR and administrative claims data is a
recent and promising development for cancer health economics
research. Recent, large-scale initiatives to aggregate clinical
data across health systems or payers include ASCO’s
CancerLinQ, Flatiron Health, the HMO Research Network, the
National Patient-Centered Clinical Research Network (PCORnet),
the Population-based Research to Optimize the Screening

Process, Improving the Management of Symptoms During and
Following Cancer Treatment, and many others. These aggre-
gated data sources provide important new opportunities to pur-
sue studies of rare conditions or underserved populations for
which an individual hospital or health system may not have ad-
equate sample size. Furthermore, recent efforts to create and
improve processes for data linkage allow for a more complete
view of patient health services use and standardized spending
measures from administrative claims. Both can be critical for
pursuing cancer health economics and outcomes research proj-
ects. Below, we describe challenges and opportunities with us-
ing EHR data for cancer health services and health economics
research.

Completeness of EHR-Derived Data
One key challenge with using EHRs is that these studies are of-
ten limited to a single site of care. For single-institution studies,
common critiques are that study findings are not generalizable
or may result in too small of a sample for any one cancer type
or treatment of interest. Perhaps most important when using
electronic health data alone is to recognize the potential for
missing data (31). For example, patients may travel quite far to
receive initial treatment from an academic medical center or a
Comprehensive Cancer Center, and they may receive subse-
quent health care services outside of the system in which their
original care was documented. The experiences of those indi-
viduals may not be observed when using only EHR data. This is
a particularly high risk for events such as emergency depart-
ment visits and hospitalizations, which would be more likely to
occur close to a patient’s home (32). Because of the gaps that ex-
ist in each data source individually, there is interest in building
multi-site–linked cohorts that can address novel questions re-
garding patient access to, use of, and the costs associated with
cancer care.

Developing EHR Data Standards
For the remainder of this section, we focus our comments on
one of the coauthor’s recent experiences using the PCORnet
multi-site EHR data linked to fee-for-service Medicare data.
Recent initiatives to standardize data through the PCORnet
have provided cancer health services researchers with a unique
opportunity to pursue multi-site studies (33). The PCORnet
includes 9 large clinical research networks, representing a di-
verse set of patients and institutions (34). Each site within the
PCORnet follows a set of data standards that allow for similar
recording of EHR variables in a consistent manner (35).
Researchers may then develop a query at one site that can be
distributed to partner sites and efficiently build new cohorts for
research studies (36). This provides a unique opportunity to
evaluate processes and outcomes of care across diverse sites.

In a recent project, the team led by Vanderbilt University
School of Medicine created a first of its kind multi-site–linked
cohort from 4 PCORnet clinical research networks, representing
11 different health care systems (37). The intent of this project
was to identify individuals who had a prescription order for an
anticancer drug (or other high-priced specialty medication) and
to verify whether the patient filled that medication within a
specified timeframe. The team was particularly interested in es-
timating the association between expected out-of-pocket costs
for the initial fill and patient medication uptake, comparing
Medicare beneficiaries with versus without low-income subsi-
dies for medication costs. The network linked the EHR data
from participating sites to Medicare FFS claims for all adults
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aged 65þ years who received a prescription of interest in each
system’s EHR.

Barriers to EHR Network Research
There were several challenges encountered in pursuing and de-
veloping this network. First, although proposed novel multi-site
data linkages were viewed as innovative, questions of feasibility
reduced fundability of many such proposals through traditional
NIH funding mechanisms (eg, R01s), as experienced by study
collaborators. For those primarily interested in studying eco-
nomic outcomes, funding was also likely constrained over more
recent years due to limits on economics-focused research
within PCORI (38) and priorities set by the NIH (where priorities
focused on applications in which economic outcomes were
clearly related to health outcomes rather than considered as
primary outcomes themselves) (39). Ultimately, this work was
supported by the Commonwealth Fund and the Leukemia &
Lymphoma Society, both of which have interests in health-care
spending by payers and patients. Additionally, projects propos-
ing to use data from multiple sites faced considerable budget
constraints if engaging an investigator and the informatics
team at each data-contributing site, which may make them too
expensive or lengthy for funding mechanisms specifically
geared towards projects with less certain feasibility (eg, R21s).
Though these costs are critical to studies that rely on local
investigators for manual data collection or other activities, they
may be less essential for conducting simple data extractions
from the EHR when using the predefined common data model
elements. The Vanderbilt team worked with local PCORnet lead-
ership to identify a path forward for this work by first engaging
with research partners at sites that were willing to participate
in exchange for a fixed fee and for future collaboration on the
research products produced. Though this initial effort required
substantial unfunded time to develop and establish a process
for future studies, the Vanderbilt team is hopeful that it may
serve as a roadmap for future studies and as proof of concept
for establishing feasibility for R01-funded projects in the future.
Alternatively, the NCI may be interested in encouraging data
linkage projects like this through other funding mechanisms
such as U01 awards, where infrastructure costs may be more
readily supported, particularly when such awards would allow
for reuse of the data source.

Second, navigating legal and institutional review board pro-
cesses for the work was an important yet time-consuming pro-
cess. There are opportunities to streamline legal agreements
and institutional review board submissions for data linkage
projects in the future. For example, one important concern that
made legal agreements more complex was the transfer of pri-
vate health information. These unique identifiers make easy
work of data linkage but must be carefully protected (40). To
help derisk these activities, the Vanderbilt team developed a
process with the assistance of the CMS and the CMS Research
Data Assistance Center for transferring and linking data using a
synthetic identifier. This allowed data-contributing sites to
send private health information to only a single entity (General
Dynamics, the data linkage partner for CMS) rather than send
this information to another health system or an individual in-
vestigator. This process is now being used in subsequent stud-
ies using the PCORnet for data linkage. Ultimately, this process
may result in more standardized data use and reuse agree-
ments between sites that encourage greater sharing of linked
cohorts.

Discussion

High-quality databases that represent the scope of the cancer
patient experience are a critical component of cancer health
economics research. Historically, databases that include insur-
ance claims or claims linked to cancer registry records have
been the core resources for cancer economics and outcomes
researchers. The drive for new data resources that capture a ful-
ler picture of the cancer patient experience reflects the knowl-
edge that insurance claims and registry records address only a
subset of the complex and nuanced questions that are now at
the forefront of cancer health economics research. To address
new questions, a variety of different strategies are being used to
access other data resources for cancer populations. Leaders of
existing resources are incorporating new data items and data-
bases that collect information on current and novel topics to
supplement these important resources.

Linking complimentary data resources permits sharing de-
tailed information from different sources, gaining advantages
from both sets of knowledge. The discussions of the Future of
SEER-CMS Linked Data Resources and the Multi-Site Linked EMR
Data Networks highlight 2 different approaches for linking data
resources, involving 2 very different types of data. As cancer
health economics researchers continue to need both greater
clinical details and more information on individual and contex-
tual information (eg, neighborhood and regional characteristics,
relevant health policies and regulations), linking of disparate
data sources will become more critical.

A further strategy to understand the cancer patient experi-
ence uses data resources that are not frequently used in eco-
nomics research. The discussion of Social Media Data for Cancer
Health Economics Research emphasizes how a ubiquitous data re-
source can provide rich insights for cancer researchers.

Finally, in some situations, it may be necessary to create a
new data resource focused specifically on economic informa-
tion not available elsewhere. Examples include measures of pa-
tient income and assets, patient financial support sources, or
practice-level service costs. In addition, few data resources pro-
vide information on measures of financial health or toxicity, a
key component when examining cancer treatment decision
making and the impacts of these decisions. Although develop-
ment of new data resources occurs frequently in clinical re-
search (eg, every new clinical trial can be considered a new data
resource) and to some degree in epidemiology (every new co-
hort study), there are few new data collection efforts in which
the main focus is to gather information for cancer health eco-
nomics research. This is understandable, because new data col-
lection efforts require substantial effort and cost, and cancer
health economics research can generally “piggy-back” off of
other data resources. However, it may be worthwhile to con-
sider when new data collection efforts for cancer health eco-
nomics research are appropriate; for example, when do
prospective clinical or observation cancer studies (in any phase
of the cancer control continuum) require separate economic
components? A discussion of this topic is beyond the scope of
this article but illustrates the need for continued focus on data
resources, linkages, and infrastructure to further the develop-
ment of this field.
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