
https://doi.org/10.1177/1932296821999370

Journal of Diabetes Science and Technology
2022, Vol. 16(4) 1003 –1007
© 2021 Diabetes Technology Society
Article reuse guidelines: 
sagepub.com/journals-permissions
DOI: 10.1177/1932296821999370
journals.sagepub.com/home/dst

Clinical Applications of Diabetes Technology

Introduction

Since 1980, the prevalence of diabetes mellitus has increased 
globally by 110% in men and 58% in women and reached 
9% and 7.9% by 2014. In 2016, global prevalence was esti-
mated at 422 million and is projected to reach 629 million by 
2045.1 Over one-third of diabetics have diabetic retinopathy 
(DR), which is caused by damage to capillaries due to high 
glucose levels.1,2 One-third of patients with DR have vision-
threatening DR which is defined as either severe non-prolif-
erative DR or proliferative DR. In 2010, DR was cited as the 
fifth most common cause of preventable blindness.2 Early 
and widespread screening can aid in identifying patients with 
DR to either treat them or increase hypoglycemic therapy to 
prevent the progression of severe disease to blindness.

Due to these staggering statistics, widely available screen-
ing for DR is required. Traditionally, image interpretation is 
done by a human, which delays care and adds cost. Artificial 
intelligence (AI) DR software has the potential to increase 
the availability and decrease the cost of screening. AI can 
decrease time spent by clinicians on image interpretation, 
provide point-of-care results to the patient, and expand the 
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Abstract
Introduction: Artificial intelligence (AI) diabetic retinopathy (DR) software has the potential to decrease time spent by 
clinicians on image interpretation and expand the scope of DR screening. We performed a retrospective review to compare 
Eyenuk’s EyeArt software (Woodland Hills, CA) to Temple Ophthalmology optometry grading using the International 
Classification of Diabetic Retinopathy scale.

Methods: Two hundred and sixty consecutive diabetic patients from the Temple Faculty Practice Internal Medicine clinic 
underwent 2-field retinal imaging. Classifications of the images by the software and optometrist were analyzed using sensitivity, 
specificity, positive predictive value (PPV), negative predictive value (NPV), and McNemar’s test. Ungradable images were 
analyzed to identify relationships with HbA1c, age, and ethnicity. Disagreements and a sample of 20% of agreements were 
adjudicated by a retina specialist.

Results: On patient level comparison, sensitivity for the software was 100%, while specificity was 77.78%. PPV was 19.15%, 
and NPV was 100%. The 38 disagreements between software and optometrist occurred when the optometrist classified a 
patient’s images as non-referable while the software classified them as referable. Of these disagreements, a retina specialist 
agreed with the optometrist 57.9% the time (22/38). Of the agreements, the retina specialist agreed with both the program 
and the optometrist 96.7% of the time (28/29). There was a significant difference in numbers of ungradable photos in older 
patients (≥60) vs younger patients (<60) (p=0.003).

Conclusions: The AI program showed high sensitivity with acceptable specificity for a screening algorithm. The high NPV 
indicates that the software is unlikely to miss DR but may refer patients unnecessarily.
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scope of diabetic retinopathy screening. In order to create 
such software, thousands of images are run through a soft-
ware algorithm to “learn” to identify disease and then the AI 
is taught to become more accurate and efficient.3 AI software 
designed to detect age-related macular degeneration, glau-
coma, and retinopathy of prematurity has been shown to 
have promising results.4 In the realm of diabetic retinopathy, 
AI programs utilizing standard multiple-field fundus photog-
raphy, ultra-wide field photography, and smartphone-based 
photography have been used to successfully diagnose DR.5 
Gulshan et al. developed a deep learning software using 1 28 
175 images from EyePACS to train an algorithm, after which 
they found an 87%-90% sensitivity and 98% specificity.6

Another emerging AI program that has demonstrated suc-
cess is Eyenuk’s EyeArt software (Woodland Hills, CA). It 
has been used to rapidly screen color fundus images for refer-
able retinopathy. Bhaskaranand et al. conducted a retrospec-
tive study of 1 01 710 consecutive patient visits using it and 
demonstrated 91.3% sensitivity and 91.1% specificity using 
ophthalmologists and optometrists as the gold standard.7

Based on its observed success, we are beginning to 
employ the system in our urban academic medical center at 
Temple University. To evaluate how it compared to the 
human grader, we determined the sensitivity and specificity 
of the software when compared to an optometrist in grading 
diabetic retinopathy using the International Classification of 
Diabetic Retinopathy grading scheme (ICDR).

Methods

We obtained IRB approval (protocol #26008) to perform a 
retrospective chart review of 260 consecutive diabetic 
patients from the Temple Faculty Practice Internal Medicine 
clinic that underwent 2-field retinal imaging between April 
1, 2019 and August 1, 2019. All patients were assigned a sub-
ject identification number on a separate spreadsheet to main-
tain patient anonymity. Criteria for inclusion were age of 
18 years or older at the time of participation and a diagnosis 
of diabetes mellitus per ICD-10 code. Patients with a history 
of ocular injections, laser treatment of the retina or other 
intraocular surgery other than cataract surgery, and history of 
retinal vascular disease such as arterial or venous occlusions 
were excluded. Images were taken with a Canon CR-2 AF 
Non-Mydriatic Digital Retinal camera (24 Megapixel), and 
photographers were trained Temple University medical 
assistants.

At least 1 optic nerve centered image and 1 macula cen-
tered image from each eye were analyzed by the software and 
resulted in a reading of non-referable diabetic retinopathy, 
referable diabetic retinopathy, or ungradable image for each 
eye. No diabetic retinopathy (ICDR 0) and mild diabetic reti-
nopathy (ICDR 1) were classified as non-referable diabetic 
retinopathy. Moderate (ICDR 2), severe (ICDR 3) and prolif-
erative (ICDR 4) were classified as referable diabetic retinop-
athy (Table 1). The artificial intelligence program is designed 

to pick up signs of macular edema such as hard exudates 
when grading an image. The presence of these signs would 
generate a referable diagnosis. If there are hard exudates, 
optometrists will similarly generate a referable diagnosis. The 
Temple Ophthalmology optometrist reading was obtained for 
each photograph and classified using the identical system. 
Once the image from each eye was classified as referable, 
non-referable, or ungradable, the outputs from both eyes were 
combined into a single patient level output. Patient level out-
puts were used to compare software and the optometrist read-
ings (Table 2).

Ungradable images typically did not have a view of all 4 
quadrants of the posterior pole or were mostly black or blurry. 
Ungradable images were analyzed using McNemar’s test for 
any differences between ethnicities and age and binary logis-
tic regression for relationships with HbA1c. Sensitivity, spec-
ificity, positive predictive value, negative predictive value, 
agreement rate, and a McNemar’s test were used for analysis 
of patient-level and eye-level comparison. All disagreements 
and a subset of 20% (n = 29) of agreements between the 
optometrist and software were adjudicated by a retina special-
ist and analyzed to determine which grader was more accu-
rate and the reason for discrepancy. We randomly selected 1 
in every 10 patients with agreement until reaching a sample 
size of 29. P-values less than .05 were considered statistically 
significant. SAS version 9.4 (SAS Institute Inc., Cary, NC) 
was used for all the data analyses.

Results

Of the 260 patients evaluated, the average age (SD) was 60.7 
(11.7) years with a range of 21 to 90 years. 39.2% of the 
patients were male, and 60.8% were female. 78.8% of the 
patients self-identified as African American/Black, 14.2% as 
Hispanic/White, 4.6% as Caucasian, 1.2% as Asian/Pacific 
Islander, and 1.2% as other. The median (IQR) of the HbA1c 
was 7.0 (6.3, 8.6) for the 243 patients with HbA1c data.

Thirty-eight patients had images from one or both eyes 
that were ungradable by both the software and optometrist, 
15 patients were ungradable only by the human, and 27 
patients were ungradable only by the software (Table 3). 
Patients with ungradable images had a median age of 
66 years, vs 61.4 years for gradable images. Due to the pro-
gram’s algorithm, any patient that had one eye with an 

Table 1. Classification of Diabetic Retinopathy Severity by AI 
Software.

Severity ICDR AI software

No DR ICDR 0 Non-referable
Mild DR ICDR 1 Non-referable
Moderate DR ICDR 2 Referable
Severe DR ICDR 3 Referable
Proliferative DR ICDR 4 Referable
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ungradable image automatically resulted in both eyes being 
reported as ungradable. In contrast, the optometrist classi-
fied eyes independently, and so one eye could have been 
ungradable with the other eye classified as referable or non-
referable. We decided to exclude those patients from the 
analysis. Using McNemar’s test, there was no significant 
difference in patients classified as ungradable vs gradable 
when stratified by ethnicity (p=0.197). Due to sample sizes 
less than 5 of certain ethnicities, we grouped ethnicity into 
African American/Black and other for analysis. Using 
binary logistic regression, we found that HbA1c was not an 
accurate predictor of a patient having a gradable vs ungrad-
able photo ( P = .263). However, we determined that there 

was a difference in numbers of ungradable photos in patients 
with age ≥ 60 vs age < 60 (P = .003) using McNemar’s 
test. When calculating specificity and sensitivity, the total of 
80 patients with ungradable images were excluded.

On patient level comparison, sensitivity for the AI soft-
ware was 100%, while specificity was 77.78% (Table 4). 
Positive predictive value (PPV) was 19.15%, and negative 
predictive (NPV) value was 100%. Analysis demonstrated 
an agreement rate of 78.89% (SE = 3.04, 95% CI: 72.19%-
84.61%) and a simple kappa coefficient of 0.259 (SE = 
0.072, 95% CI: 0.119-0.340). A chi-square test comparing 
EyeNuk and the optometrist determination of referable and 
non-referable demonstrated a P < .0001 with a test statistic 
S = 38.0.

There were 3 patients that were excluded who had been 
classified as referable in one eye and ungradable in the other 
eye by the optometrist. In clinical practice these 3 patients 
would have been characterized as referable on a patient level 
but were classified as ungradable and excluded for the purpose 
of consistency in this study. These 3 patients, if included, would 
not have significantly affected the PPV or NPV (Table 5).

Of the 142 patients where the program and optometrist 
agreed on patient level analysis, 139 of those patients had 
both individual eyes agree, and 3 patients had only one eye 
agreeing. Of the 38 patients with disagreement, 24 were due 
to disagreement between both eyes and 14 were due to dis-
agreement with only one eye.

These 38 disagreements all occurred when the optome-
trist classified a patient’s images as non-referable while the 

Table 2. Classification System of Image Outputs from 
Optometrist and AI Ssoftware.

Optometrist 
OS

Optometrist 
OD

Optometrist patient 
level

1 1 1
1 2 2
2 1 2
2 2 2
1 3 3
3 1 3
2 3 3
3 2 3

AI Software 
OS

AI Software 
OD

AI Software patient 
level

1 1 1
1 2 2
2 1 2
3 3 3

Optometrist 
patient level

AI Software 
patient level Outcome

1 1 Agree
2 2 Agree
1 2 Disagree
2 1 Disagree
3 3 Ungradable (excluded)
3 1 or 2 Ungradable (excluded)
1 or 2 3 Ungradable (excluded)

1, non-referable; 2, referable; 3, ungradable.

Table 3. Breakdown of Ungradable Images by Optometrist and 
AI Software.

Ungradable results
Number of 

patients
Percentage of 
total patients

Ungradable by both 38 14.6
Ungradable only by optometrist 15 5.8
Ungradable only by AI software 27 10.4
Total ungradable 80 30.8

Table 4. Optometrist and AI Software Patient-Level 
Comparison of Referable vs Non-Referable Readings.

Optometrist 
referable

Optometrist  
non-referable  

AI software 
referable

9  38 PPV = 19.15%

AI software 
non-referable

0 133 NPV = 100%

 Sensitivity = 
100%

Specificity = 
77.78%

 

Table 5. Optometrist and AI Software Patient-Level 
Comparison of Referable vs Non-Referable Readings with 
Additional 3 Patients Included.

Optometrist 
referable

Optometrist 
non-referable  

AI software 
referable

12  38 PPV = 23.5%

AI software 
non-referable

 0 133 NPV = 100%

 Sensitivity = 
100%

Specificity = 
77.78%
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Table 7. Breakdown of Retina Specialist Adjudication where 
Optometrist and AI Software Agreed on Classification.

Adjudication of 20% of AI 
software/optometrist agreements 
by retina specialist

Number 
of patients

Percentage of 
agreements

Agreement with Retina Specialist 
(non-referable classification)

26 89.7

Agreement with Retina Specialist 
(referable classification)

2 6.9

Disagreement with Retina Specialist 1 3.4

software classified them as referable. Adjudication by a ret-
ina specialist demonstrated agreement with the optometrist 
22 of the 38 times that the images were non-referable, agree-
ment with the AI program 8 times that the images were refer-
able, and agreement with neither 8 times due to classification 
as ungradable (Table 6). To better understand if the software 
and optometrist were using the same criteria, 20% (n = 29) 
of images with agreement between the two were also adjudi-
cated by the retina specialist (Table 7). In 96.5% of cases, the 
retina specialist agreed with both the optometrist and soft-
ware. There was 1 case (3.4%) in which the software and 
optometrist classified a patient as referable while the retina 
specialist classified that patient as non-referable.

Discussion

On a patient level, the AI program demonstrated a sensitivity 
of 100% and specificity of 77.78% in this study. The NPV of 
100% and PPV of 19.15% demonstrate it is very unlikely to 
miss disease, though it demonstrates a high false positive 
rate when using the optometrist as the gold standard. The 
high NPV from both patient and eye level comparison shows 
that a negative result can be used to accurately rule out dia-
betic retinopathy, but the low PPV shows that a positive 
result is not sufficient to rule in disease. These numbers are 
promising for using artificial intelligence as a screening tool, 
where the goal is to identify disease. A screening tool that 
does not identify disease is ineffective as a screening tool. 
Unfortunately, increasing the sensitivity typically comes at 
the cost of a decreased specificity. In our case, a negative 
screening result can be presumed negative with a high degree 
of confidence, but the positive results will need to be verified 

by an in-person exam. However, the ability to exclude a large 
number of eyes when using this software as an initial screen-
ing tool allows for significant reduction in the quantity of 
image analyses for eye-care providers.

Of the 38 patients that were classified as false positives 
when compared to the optometrist, 8 were found to be legiti-
mate positives by a retina specialist. This suggests that the 
program can identify referable images that an optometrist 
may miss. While there were still 22 images in which the ret-
ina specialist agreed with the optometrist that an image was 
a false positive, the use of AI would significantly decrease 
the number of images for ophthalmologist review without 
missing disease. As the retina specialist agreed with the 
optometrist and software in 96.5% of the cases with agree-
ment between the two, we can comfortably conclude that the 
majority of results with agreement are reliable. In the one 
case with disagreement, the retina specialist noted that there 
was drusen bilaterally, which could have contributed to a 
referable result by the optometrist and AI program vs a non-
referable result by the retina specialist.

The low kappa coefficient of 0.259 as well as P < .0001 
on the McNemar’s test of patient- and eye-level data showed 
that optometrists and the AI program came to different con-
clusions about referable DR in a substantial number of cases. 
Another study of 301 patients by Rajalakshmi et al. deter-
mined a 95.8% sensitivity and 80.2% specificity for detecting 
DR with EyeArt when compared to 2 retina specialists. They 
suggested that the higher number of false positives was due to 
detection of non-DR retinal lesions like drusen, RPE atrophic 
patch, retinal telangiectatic vessels at the macula, RPE hyper-
trophy, tessellated fundus, and retinal vein occlusion.8 In a 
study of 69 patients using a smartphone-based camera 
(RetinaScope), Kim et al. found a lower sensitivity of 77.8% 
and specificity of 71.5%. It is possible that the sensitivity and 
specificity were lower in Kim et al.’s study due to the smaller 
sample size or due to inferior image quality of a phone photo-
graph vs a table camera photograph.9 On our analysis by a 
retina specialist, many of the false positive calls occurred 
when there were laser scars, drusen, or artifacts in the image.

There are several limitations to this study. Each image was 
graded by only 1 optometrist, which could allow for grading 
bias between the 2 optometrists involved. However, it was more 
practical in the context of a real-life screening program where 
timely feedback to the primary care provider is necessary. Both 
optometrists were equivalently trained and frequently consulted 
each other when grading images. High overall agreement 
(96.5%) with the retina specialist (Table 7) also indicates that 
the optometrists had similar grading proficiency.

Additionally, there was a high ungradable photo rate, and 
issues affecting photo quality will need to be explored. The 
AI program does not independently evaluate images when 
one eye has an ungradable image, as an ungradable image 
from one eye results in an ungradable result from both eyes. 
This system property complicated the comparison with the 
optometrist thus necessitating exclusion of those patients. 

Table 6. Breakdown of Retina Specialist Adjudication where 
Optometrist and AI Software Disagreed on Classification.

Adjudication of disagreements 
by retina specialist

Number 
of patients

Percentage of 
disagreements

Agreement with Optometrist 22 57.9
Agreement with AI software  8 21.1
Agreement with neither 

(ungradable classification)
 8 21.1
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We also noted that older patients (≥60 years old) were more 
likely to have an ungradable photo. When grading nonmyd-
riatic photographs in individuals with diabetes, Scanlon et al. 
similarly found a 5.8% increased likelihood of having an 
ungradable image for every 1 year of increased age.10 Higgs 
et al. also reported that 54% of nonmydriatic images were 
ungradable in patients greater than 70 years old vs 13% in 
patients less than 50 years old.11 It is possible that older 
patients were more likely to have conditions such as cataract, 
leading to lower quality photos. This difference in image 
quality between age groups suggests that special care must 
be taken to procure high quality photographs in older indi-
viduals to accurately assess progression of diabetic retinopa-
thy. In the future, reducing the ungradable photo rate will 
help to improve the accuracy of the screening program. 
Further photographer training or dilation of patients may 
also be required.

Conclusions

The EyeArt software showed a very high sensitivity with an 
acceptable, relatively lower level of specificity for a screen-
ing algorithm. The high negative predictive value indicates 
that it is unlikely to miss DR. However, in this patient popula-
tion and in this study, the high number of ungradable images 
and the low positive predictive value mean that some patients 
will be referred unnecessarily. We believe this an encouraging 
start to our screening program at Temple University.

In the future, we plan to improve image quality in real 
time using AI software to provide immediate photo quality 
feedback for the photo-taker. Other avenues may include 
additional technician training or dilating patients.

Abbreviations

AI, artificial intelligence; DR, diabetic retinopathy; ICDR, International 
Classification of Diabetic Retinopathy grading scheme; NPV, negative 
predictive value; PPV, positive predictive value.
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