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Abstract

■ To effectively behave within ever-changing environments,
biological agents must learn and act at varying hierarchical
levels such that a complex task may be broken down into
more tractable subtasks. Hierarchical reinforcement learning
(HRL) is a computational framework that provides an under-
standing of this process by combining sequential actions into
one temporally extended unit called an option. However,
there are still open questions within the HRL framework,
including how options are formed and how HRL mechanisms
might be realized within the brain. In this review, we propose
that the existing human motor sequence literature can aid in

understanding both of these questions. We give specific
emphasis to visuomotor sequence learning tasks such as the
discrete sequence production task and the M × N (M steps ×
N sets) task to understand how hierarchical learning and
behavior manifest across sequential action tasks as well as how
the dorsal cortical–subcortical circuitry could support this kind
of behavior. This review highlights how motor chunks within a
motor sequence can function as HRL options. Furthermore, we
aim to merge findings from motor sequence literature with rein-
forcement learning perspectives to inform experimental design
in each respective subfield. ■

INTRODUCTION

Reinforcement learning (RL) provides a theoretical frame-
work for understanding how organisms learn to make
choices to satisfy their needs (Averbeck & Murray, 2020).
Within the standard RL framework, agents learn the values
of actions through experience (Sutton & Barto, 1998).
Substantial progress has been made toward understand-
ing the computational mechanisms and neural circuits
underlying RL (Averbeck & O’Doherty, 2021; Neftci &
Averbeck, 2019; Averbeck & Costa, 2017; Lee, Seo, & Jung,
2012). Most studies of RL have used bandit tasks, in which
probabilistic outcomes are associated with a limited set of
two to three possible actions and a single action leads to
an outcome (Costa, Tran, Turchi, & Averbeck, 2015;
O’Doherty et al., 2004). However, in realistic situations
where the set of available actions is large and multiple
steps are required to reach a goal, standard RL is limited.
Goal-directed behavior typically requires coordination of
movement sequences that unfold over long timescales
and that can be described at multiple levels of action gran-
ularity. For example, enjoying a cup of coffee can be
described at multiple levels of abstraction from drinking
coffee, at the highest level, to the complex sequence of
context-specific muscle activations required to press a
button, at a low level (Figure 1).
Learning the sequence of context- or state-dependent

muscle activations required to make a cup of coffee would

be complex with standard RL models, which would learn
the value of each muscle activation in a state-dependent
way. This increase in complexity at less abstract levels of
task specification leads to a scaling problem often known
as the curse of dimensionality, because the number of
states and possible muscle activations is very large. Stan-
dard or flat RL models do not do well with complex or
high-dimensional state spaces as they must experience
each state many times to learn action values in each state.
A promising way to deal with the scaling problem is to
apply RL at different levels of abstraction. This approach
is known as hierarchical RL (HRL). In HRL, levels of
abstraction can be organized as options, which are sets
of sequential actions that are grouped together (Barto &
Mahadevan, 2003; Sutton, Precup, & Singh, 1999). The for-
mation of options lowers the dimensionality of the prob-
lem. Learning can then be carried out at the level of
options. Options, therefore, mitigate the scaling problem
by reducing the computational demand required by stan-
dard RL. To do so, however, an HRL agent must learn
which actions to group together as options—that is, they
must solve the option discovery problem (Botvinick, Niv,
& Barto, 2009).

HRL is useful for learning at higher levels of abstrac-
tion in real-world tasks, such as making a cup of coffee.
These tasks have subtasks that exist at varying levels of
abstraction. Each level of abstraction may affect the exe-
cution at other levels by reducing initiation costs, which
can be defined by increased RTs. A recent finding points
toward a mixed hierarchical model where superordinate
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tasks can influence lower-level actions and subordinate
actions can influence superordinate tasks. For example,
if options share motor sequence elements, improving
performance within one option can transfer to the other
option, via the overlapping elements.

Specifically, there is support for a strict or unidirectional
relationship between superordinate task sequence goals
(e.g., making coffee) and options (e.g., using a coffee
maker). However, it seems there is a nonstrict relationship
between options and primitive motor actions (e.g., grab-
bing milk) as well as motor actions and task goals (Trach,
McKim, & Desrochers, 2021). There is evidence that these
hierarchical control structures, such as options or task
sequence goals, show improvements with motor-level
practice (Trach et al., 2021; Yokoi & Diedrichsen, 2019).
Despite the utility of this framework, understanding the
complex behavior and neural underpinnings involved in
discovering useful options is lacking.

There is considerable evidence that biological agents
organize behavior hierarchically, often in the form of
action sequences (Eckstein & Collins, 2020; Yokoi &
Diedrichsen, 2019; Botvinick & Weinstein, 2014; Seidler,
2010; Botvinick et al., 2009; Rhodes, Bullock, Verwey,
Averbeck, & Page, 2004; Marsden, 1982). Through such
hierarchical and sequential organization of behavior,
biological agents appear to solve the option discovery
problem. Biological agents also utilize chunks, which
are a series of actions abstracted into a single unit, to exe-
cute learned action sequences efficiently, similar to how
options in HRL allow efficient traversal of complex state
spaces. Chunks in behavior and options in RL both aid
learning and may serve a similar function of breaking

down complex problems. Therefore, by considering
research on the sequential organization of behavior in
biological systems and recasting it under the framework
of HRL, we aim to answer two main questions. First, is it
possible to recognize the concatenation of actions in
sequence learning, such as chunks, in a way that is con-
sistent with HRL, thus providing insight into the option
discovery problem? Second, because the constituents of
the dorsal frontostriatal system are likely involved in
action selection and motor sequence learning (Averbeck
& Murray, 2020; Martiros, Burgess, & Graybiel, 2018;
Averbeck & Costa, 2017), does the dorsal system spe-
cialize in learning the hierarchical organization of action
sequences that allows flexible execution of actions to
achieve goals?
In this review, we first give an overview of HRL and

discuss the behavioral literature on the sequential and
hierarchical organization of behavior to elucidate the link
between chunks of actions and HRL options. Previous
reviews on the utility of hierarchical behavior for biolog-
ical agents have emphasized the role of cortico-striatal
feedback loops in hierarchical action control (Badre &
Nee, 2018; Balleine, Dezfouli, Ito, & Doya, 2015). These
loops, which incorporate secondary motor areas like the
pre-SMA, may allow for overcoming issues of dimension-
ality while also explaining the formation of action
sequences and chunks. Here, we expand upon these
reviews by looking to motor sequence learning tasks to
gain a deeper understanding of how biological agents
learn and use action sequences and chunks. We also dis-
cuss how these chunks can aid in learning and perfor-
mance and how they are conceptually analogous to

Figure 1. Level of abstractions across time. The top level, Abstraction 2, consists of one chunked action of making coffee. The second level,
Abstraction 1, consists of less abstract chunked actions. The third level consists of examples of primitive actions. Although actions in Levels 2 and 3
consist of three actions in this figure, they can be composed of one or more actions. The primitive actions are executed over eight time steps and
eight states.
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options in HRL, which also facilitate learning (Garr, 2019;
Botvinick et al., 2009). Furthermore, we characterize the
involvement of cortico-striatal circuits using a recent ana-
tomical, computational, and behavioral framework for
motivated behavior (Averbeck & Murray, 2020). Using
this framework, we present an augmented understanding
of the details concerning cortico-striatal feedback loops
and suggest specific functions for each brain region
within them.
Next, we discuss neural evidence for option formation

and representation of sequences as a hierarchical unit, as
opposed to their constituent actions. We compare neural
sequence task bracketing with option initiation and termi-
nation functions as well as neural outcome and cost repre-
sentations with the option framework’s pseudo-reward
prediction errors (pseudo-RPEs). A pseudo-RPE is an
option-specific reward prediction error (RPE) that updates
an option-specific policy and state value. Third, we discuss
the recent proposal that RL maps onto two large-scale

neural systems (Averbeck & Murray, 2020), and we pro-
pose that their distinctionmight be clarified by incorporat-
ing HRL. Thus, we propose that the existing literature on
sequential behaviors may both be understood in terms of
HRL and be useful in understanding how biological agents
solve the option discovery problem.

Hierarchical Reinforcement Learning

We begin with a brief overview of HRL (Box 1). For addi-
tional reviews on HRL in systems neuroscience that cover
computational mechanisms in more detail, see Botvinick
(2012) and Botvinick et al. (2009). Within the RL frame-
work, learning is realized by optimizing a policy, which is
a function thatmaps from states to actions. An optimal pol-
icy selects actions with the highest value in each state.
States, or contexts, are specified by a combination of inter-
nal and external environmental variables that contain the
information necessary to select an action.

Box 1. Computational HRL
HRL seeks to apply the well-known framework of RL—from machine learning, neuroscience, and psychology—to
the diverse and complex actions that are routine for human learners. The objective for a standard RL agent is to
maximize long-term reward given certain action possibilities. This entails a set of state spaces, a set of possible actions
to take, a transition function representing a probability of changing from one state to another given a certain action,
and a reward function that calculates the rewards obtained through a given transition. An RPE can be computed,
which is the difference between the expected reward and the actual obtained reward. The RPE, δ(t), is given by

δ tð Þ ¼ R tð Þ− vi tð Þ (1)

where R(t) is the reward received and vi(t) is the expected reward for action or state i. A highly useful algorithm
incorporating RPEs for learning is the Rescorla–Wagner algorithm:

vi t þ 1ð Þ ¼ vi tð Þ þ ρδ tð Þ (2)

where the updated value estimate, vi(t + 1), is equal to the previous value estimate, vi(t), plus the scaled RPE with
learning rate ρ.
These equations, however, do not distinguish between state and values. Temporal-difference (TD) RL algorithms,

in contrast, differentiate state values, v(st), and action values, q(st, a). States are generally defined by the available
information that can be used to predict upcoming rewards. In TD algorithms, the RPEs are computed as differences
between accumulated rewards and the value of the next state compared to values of previous states.

δ ¼ rtþ1 − v stð Þ þ γv stþ1ð Þ (3)

where state values v(st) represent the action with the largest value in each state.

v stð Þ ¼ maxa�Ast q st;að Þf g (4)

An action value is the value of an action a that is taken in a state st, which is computed as the sum of immediate and
discounted future rewards.

qtþ1 st;að Þ ¼ R st;að Þ þ γ
X

j�S

p j st;aj Þvtþ1 jð Þð (5)

where p( j|st, a) defines the probability of transitioning into state j from state st, given action a.
Although much progress has been made, both theoretically and in practice, there remain serious limitations

to the current RL framework, particularly in its application to the learning of complex actions over vast timescales.
As the number of state spaces and possible actions increases, the computational complexity required for the RL
agent increases exponentially. This is known as the scaling problem.
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Temporal abstraction across multiple actions and state spaces serves as a potential advance past this problem,
where TD algorithms shown above are a representative step in the right direction. Whereas basic RL handles simple
actions mapping across state spaces, constituting an agent’s policy, HRL posits options, where an option entails
groups of simple actions that jointlymap acrossmore abstract state spaces. Options are temporally abstract, meaning
that the initiation and termination of the option spans across multiple time points. In doing so, rather than mapping
each simple action to each state space, the HRL agent avoids such computational complexity by abstracting across
multiple actions, state spaces, and time points.
Yet, an HRL agent must know how to group actions into options. This is known as the option discovery

problem.
Formally, an agent may select option o with a probability P(o) according to

P oð Þ ¼ ewoctrl st ;oð Þ=τ
P

o0�Oe
woctrl st ;o

0ð Þ=τ (6)

where Woctrl(st, o) denotes the weight of option o in state st, under the governing option of octrl. A temperature
parameter τ controls the tendency toward exploration in action selection.
The RPE for options, δo, is akin to that for actions, as seen in Equation (3).

δo ¼ rcum − voctrl sinitð Þ þ γttotvoctrl stþ1ð Þ (7)

where sinit is the state wherein the option was selected, ttot is the number of time steps elapsed since sinit, and
rcum is the cumulative discounted reward for the duration of the option.
Given an RPE, an HRL learner can update option strengths and value functions as the following:

voctrl stinitð Þ← voctrl stinitð Þ þ αiδo (8)

Woctrl stinit ; oð Þ←Woctrl stinit ; oð Þ þ αiδo (9)

where αi denotes a given learning rate.

Standard RL, which we refer to as flat RL, is a framework
for learning to select actions in Markov decision processes
(MDPs). MDPs are composed of an agent that learns a pol-
icy by interacting with its environment. Typically, MDPs
use a discrete timescale, with actions and state transitions
occurring sequentially in time (e.g., Action a1 is followed
by Action a2). When an agent selects an action in a given
state, it transitions to a new state and receives a reward (or
not). It then selects an action in the new state, repeating
the cycle. Although these methods have proven useful for
many problems, flat-RL models are limited in their applica-
tion because of the scaling problem: As the quantity of
states and possible actions in the agent’s environment
increases, computing the optimal policy becomes compu-
tationally intractable (Barto & Mahadevan, 2003; Sutton,
1999). Because RL agents learn the available choice values
in each state through experience, when the state space
becomes very large, they cannot accumulate enough expe-
rience with the actions in each state to learn effectively
(Gershman & Daw, 2017). However, in many situations,
biological agents can nevertheless learn to execute effec-
tive action sequences. How is this achieved?

In HRL, agents solve the scaling problem by applying
RL to grouped actions or state representations, which

allows the agent to learn efficiently in environments that
are too computationally demanding for standard RL (Xia
& Collins, 2021; Sutton et al., 1999). The sets of actions
that are grouped together in HRL are referred to as
options. Once defined, an option groups together the
actions entailed by the policy as a single unit (Sutton
et al., 1999). An option consists of a policy, initiation con-
ditions, and termination conditions. Initiation and termi-
nation conditions refer to the states that specify an
option’s beginning and ending. For example, the option
of adding milk to coffee will initiate once there is a cup
of coffee available and terminate once there is sufficient
milk in one’s coffee.
Although HRL facilitates planning in complex state

spaces, this creates the problem of discovering useful
options, known as the option discovery problem (Eckstein
& Collins, 2021; Tomov, Yagati, Kumar, Yang, & Gershman,
2020; Botvinick et al., 2009; Barto & Mahadevan, 2003).
Although biological agents can efficiently navigate com-
plex state spaces, we lack an understanding of the neural
underpinnings for this behavior. Recent work on option
discovery focused on hierarchical organization of state
spaces, or state abstraction (Tomov et al., 2020). Tomov
et al. (2020) have proposed a Bayesian model of hierarchy
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discovery. Their algorithm defines clusters of high-level
states by analyzing a graph of the environment. It is
assumed within the algorithm that the agent knows all
states and edge transitions. Although the edge transitions
are already known, the value associated with each state is
unknown, and hence optimal options still need to be
learned. To do this, the algorithm minimizes a cost func-
tion, such that clusters of similar states are identified and
efficiently traversed across the graph. Once these state
clusters are identified, options that traverse the clusters
can be planned and executed. For example, when one
plans how to travel from their office to their home, it is
useful to start by planning at a high level: leave the office,
get on the freeway, exit toward the right neighborhood,
and so forth. Importantly, each of these high-level actions
is associated with several states that can be intuitively clus-
tered together. When planning how to leave the office, we
group all the different rooms, hallways, and staircases in
our place of work into a useful simplification: the office.
Although this simplification seems obvious, it is useful
for planning and is hence leveraged by computational
algorithms as well.
Graph environments can inform and account for a

wealth of behavioral data from human and animal studies
(Peer, Brunec, Newcombe, & Epstein, 2021; Kim et al.,
2018). In a human task where, as opposed to the previ-
ously described algorithm, an underlying graph structure
needs to be learned, participants can learn to detect
states that constitute transitions between densely con-
nected clusters or bottleneck transitions (Schapiro, Rogers,
Cordova, Turk-Browne, & Botvinick, 2013), and they can
learn to navigate between perceived communities of state
clusters as well as find optimal paths to achieve the task at
hand (Solway et al., 2014). Thus, humans appear to be
capable of learning graph structures, which suggests that
the model proposed by Tomov et al., which relies on
knowledge of graph structure, can account for state
abstraction and option discovery. Other graph partitioning
methods, similar to the work done by Tomov et al., have
also been developed to abstract across states by identify-
ing useful clusters (Şimşek, Wolfe, & Barto, 2005; Mannor,
Menache, Hoze, & Klein, 2004; Menache, Mannor, &
Shimkin, 2002). Alternative hierarchical clustering
models have also been successful in capturing human
participants’ ability to identify hierarchical structure
within a task (Collins & Frank, 2016). However, models
that rely on state abstraction will need to account for
action sequence abstraction as well. Future work will
need to accommodate both kinds of abstraction to fully
understand option discovery.
Using HRL as a computational framework to understand

human behavior in complex environments seems to have
greater promise over flat RL. Although work is underway
identifying the computational mechanisms that make effi-
cient hierarchical planning possible, the option discovery
problem needs to be understood biologically as well.
Hence, we turn to behavioral studies of sequentially

organized behavior. To understand these behavioral stud-
ies through the lens of HRL, we compare how biological
and computational agents simplify complex action
sequences and learn more efficiently through either
motor chunks or options, respectively.

Sequential Organization of Behavior: Motor
Chunks as HRL Options

Many tasks used to study RL in biological agents require
only a single action to achieve a goal (Costa, Dal Monte,
Lucas, Murray, & Averbeck, 2016; Ostlund, Winterbauer,
& Balleine, 2009). These studies have not been designed
to investigate the flexible use of action sequences to
achieve a goal. Nevertheless, the motor sequence litera-
ture has explored a variety of sequential movement tasks,
although only recently have they been examined from the
perspective of RL (Balleine & Dezfouli, 2019; Garr, 2019;
Desrochers, Amemori, & Graybiel, 2015; Dezfouli &
Balleine, 2012; Desrochers, Jin, Goodman, & Graybiel,
2010). In these tasks, action sequences are simplified
compared to everyday life because more abstract and
complex tasks, such as making coffee or grabbing milk,
are difficult to analyze in the laboratory. Thus, the motor
sequence tasks tend to use sequences of simple button
presses, whereas the abstractions in HRL are usually
higher level, like making coffee. The motor sequence
tasks used in human participants are more complex than
the tasks used in primate or rodent studies. For this rea-
son, we have focused on human participant tasks,
although tasks designed for animal models may also pro-
vide insight into hierarchical organization. Below, we con-
sider several of the motor sequence paradigms and how
they may relate to options within HRL.

Motor Chunk Characterization and Evidence from
Devaluation Experiments

Motor chunking is the behavioral process of groupingmul-
tiple actions into a single action unit. Sometimes, this hap-
pens in the context of a longer sequence, which is divided
into multiple smaller chunks (Abrahamse, Ruitenberg, de
Kleine, & Verwey, 2013; Verwey, 1996, 2001), and other
times, it happens within the context of a shorter series
of actions, which are grouped together into a single chunk
(Ostlund et al., 2009). Alternatively, with extensive prac-
tice, short chunks can lengthen into longer ones for addi-
tional behavioral optimization (Ramkumar et al., 2016).
These groupings have been referred to by many different
terms, including chunks (Abrahamse et al., 2013; Verwey,
1996, 2001), macro-actions (Dezfouli & Balleine, 2012),
habits (Martiros et al., 2018; Miller, Ludvig, Pezzulo, &
Shenhav, 2018; Desrochers, Burk, Badre, & Sheinberg,
2016; Desrochers et al., 2015; Graybiel & Grafton, 2015;
Smith & Graybiel, 2013; Jin & Costa, 2010), or options
(Botvinick et al., 2009; Sutton et al., 1999). Behavioral
and neural evidence suggests that chunks are treated as
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a unit, and therefore, chunks can be understood as one
form of an option in HRL.

There are many ways to characterize chunks including
unique RT patterns (Abrahamse et al., 2013; Verwey,
1996, 2001), decreased variability (Tremblay et al., 2009;
Levesque et al., 2007), automaticity (Graybiel, 2008), devel-
opment of stereotyped actions (Geddes, Li, & Jin, 2018;
Desrochers et al., 2010, 2015), and insensitivity to action–
outcome contingencies (Balleine & Dezfouli, 2019; Miller
et al., 2018; Smith & Graybiel, 2016; Graybiel & Grafton,
2015; Dezfouli & Balleine, 2013; Daw,Gershman, Seymour,
Dayan, & Dolan, 2011). With respect to insensitivity to
action–outcome contingencies, one way that chunks can
be evaluated is through devaluation experiments on
operantly conditioned sequences (Garr, 2019; Killcross
& Coutureau, 2003; Balleine, Garner, Gonzalez, &
Dickinson, 1995). In these studies, rodents are trained to
perform a task that involves a series of actions that lead to a
reward. After training, the reward is devalued by, for exam-
ple, feeding the animal to satiation on the reward before
the experimental sessions (Balleine & Dickinson, 1992).
Chunking is assessed by measuring whether the animals
withhold the execution of the entire sequence or only
the action preceding reward. One such study found
chunking behavior in rats on a sequential lever press task
(Ostlund et al., 2009). Interestingly, rats with lesions to the
dorsomedial PFC did not show sequence-level suppres-
sion, suggesting that they were unable to represent the
sequence as a chunk. This study suggested that rodents
can chunk action sequences and that there are dedicated
neural systems to support chunking. It has also been
shown in rodents that the motor cortex is necessary for
learning a motor sequence, but once the sequence has
been learned, lesions to the motor cortex have no effect
on sequence execution (Kawai et al., 2015). This seems
to suggest a crucial role for subcortical regions in
sequence storage, perhaps with signaling from the dor-
somedial PFC also playing a role. However, to substantiate
the claims of HRL with evidence from chunking and to
show the role of chunks in complex behavior, tasks with
more complicated action sequences are required.

Motor Learning and Sequence Chunking in Human
Participants: Chunks, Like Options, Aid
Efficient Learning

Many tasks have been used to study sequence learning and
execution in human participants (Figure 2) including the
serial RT (SRT; Nissen & Bullemer, 1987), discrete
sequence production (DSP; Abrahamse et al., 2013;
Verwey, 2001), and M × N tasks (where M denotes set
length and N is hyperset or sequence; Sakai, Kitaguchi,
& Hikosaka, 2003; Hikosaka, Rand, Miyachi, & Miyashita,
1995). Although the SRT task provides important insights
on procedural or skill learning, chunking is often not
observed unless it is induced through uniform segmen-
tation ( Jiménez, Méndez, Pasquali, Abrahamse, &

Verwey, 2011) or unless training is very extensive (Verstynen
et al., 2012), which is thought to be because of the lack of
sufficient practice with a repeated, discrete sequence
(Abrahamse et al., 2013). The task, however, allows for
the isolation of stimulus–response (S-R) latency and
accuracy improvements without chunking. In the SRT
task, average RT decreases, whereas response accuracy
increases across training with fixed sequences (Nissen &
Bullemer, 1987).
The differences between the tasks allow for understand-

ing which conditions lead to chunks (e.g., DSP andM×N)
andwhich typically do not (e.g., SRT). In these tasks,motor
chunks are often reflected in less variable interresponse
intervals (IRIs) within chunks than between chunks (Sakai
et al., 2003; Verwey, 1996, 2001). In addition, decreased RT
and decreased total execution time have been cited as
evidence for hierarchical organization of movements, such
as chunks (Rhodes et al., 2004). Even after 10 days of train-
ing, human participants can use chunks to continuously
decrease RTs across training (Verstynen et al., 2012).
Hence, chunking actions together allows for an agent to
act quickly and efficiently across a complex set of move-
ments as is seen inHRL (Nachum,Gu, Lee,& Levine, 2018).

M × N Task: Demonstrating That Sequence Chunks Can
Aid Learning

The M × N task has provided evidence for the formation
of motor chunks. The M × N task (Hikosaka et al., 1995)
involves trial-and-error-based S-R learning (Figure 2B).
Typically, participants are presented with two stimuli
(M = 2) simultaneously on a button pad and must learn
the correct pressing order to complete the set. The num-
ber of sets in a hyperset is typically 10 (n = 10), amount-
ing to many actions that the participant needs to learn.
Although RTs across all sets decrease during training, pat-
terns of RTs can emerge for contiguous sets, suggesting
chunking (Sakai et al., 2003).
It has further been shown that participants use chunks

within theM×N task to learn more efficiently and perform
more accurately. After participants had formed chunks on
a certain hyperset, they were given a novel hyperset to
learn. Some participants undertook hypersets that con-
tained contiguous sets from the previous hyperset that
had been chunked, whereas others did not. Unsurpris-
ingly, those participants with hypersets containing previ-
ously learned chunks learned more efficiently (Sakai
et al., 2003). Alternatively, some participants were given
the same sets they learned in the original hyperset, but
they were shuffled so that their previously learned
chunks would no longer be useful. This led to signifi-
cantly diminished performance, suggesting that the use
of chunks allowed for greater performance. The
observed performance benefits from retaining learned
chunks are similar to efficiency gains found with options
in HRL (Botvinick et al., 2009; Barto & Mahadevan, 2003;
Sutton et al., 1999). As chunks allow for more efficient
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Figure 2. Common task designs for motor sequence learning. (A) SRT and DSP tasks. Participants are presented with visual stimuli, and they respond
by pressing the associated key or button on a response pad. In SRT, one stimulus is presented at a time, and sequences can last for a varying number
of stimuli across experiments. Sequences can be fixed, where participants see the same sequence repeatedly, or random, in which a new sequence
is seen on each trial. In DSP, stimuli are presented by illuminating one of the placeholders presented on the screen. Sequences are typically six
to eight elements in length and repeated 500–1000 times per sequence. The schematic below depicts a hierarchical diagram for the DSP task
(Abrahamse et al., 2013) using the HRL framework. Each sequence consists of two subsequences or chunks, which concatenate through an
option-specific policy (dark blue arrow) and are indicated by initiation and termination states. The value of the option-specific policy is updated by a
pseudo-RPE (light blue arrow). The light orange arrow represents a standard policy, and the dark orange arrow represents an RPE. The goal or reward
earned at the end of this task is money. (B) M × N task: M = number of items in a set, N = number of sets. Participants typically press on
simultaneously presented, illuminated squares on a 4 × 4 button pad (Hikosaka et al., 1995). Participants learn response order through trial and
error. The schematic below depicts a hierarchical diagram for the M × N task (Sakai et al., 2003) using the HRL framework. Each hyperset consists of
three subsets or chunks, which concatenate through an option-specific policy (dark blue arrow), and each option is indicated by initiation and
termination states. The value of the option-specific policy is updated by a pseudo-RPE (light blue arrow). The light orange arrow represents a
standard policy, and the dark orange arrow represents an RPE. The goal or reward earned at the end of this task is money.
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learning and performance, we can see that options and
chunks serve synonymous functions for computational
or biological agents, respectively.

DSP Task: Demonstrating That Sequence Chunks Can
Aid Efficiency

The DSP task was developed to study chunking. In this
task, participants typically learn to execute a short motor
sequence as fast as possible. The DSP task differs from
other tasks because it uses shorter sequences, extensive
training, and spatially defined key-specific stimuli
(Abrahamse et al., 2013). Because of the limited sequence
length and extensive training (500–1000 repetitions), it is
thought that it allows for preparatory mechanisms, hierar-
chical control, and sequence chunking to be studied more
clearly than in the SRT task (Rhodes et al., 2004). With this
amount of training, there is time for multistep movements
to concatenate together to form chunked movement pat-
terns (Verwey, 1996), reflected by decreased RTs and also
decreased IRIs between movements that are part of a
chunk and longer RTs between chunks. This can also co-
occur with S-R learning (Verwey &Wright, 2014; Verwey &
Abrahamse, 2012). Chunking from the DSP task, as in the
M × N task, allows for participants to perform more effi-
ciently (Abrahamse et al., 2013). The DSP task also sug-
gests that simple, nonhierarchical S-R learning can occur
alongside the learning of chunks. Still, concatenating
action sequences into chunks yields faster performance.
Interestingly, one study using the DSP task instructed
participants to use predesignated, suboptimal chunks
throughout the task (Popp, Yokoi, Gribble, & Diedrichsen,
2020). After performing the task, these participants
understood that these chunk patterns were suboptimal
and developed their own idiosyncratic chunk patterns
to perform more effectively. In other words, participants
were able to discover a more useful option through
training. An understanding of this process from a neural
perspective will be crucial for understanding the option
discovery problem more generally.

Chunks as Options

Motor chunks have been observed across multiple exper-
imental paradigms, and they allow for greater perfor-
mance when complex action sequences are required
(Verwey & Wright, 2014; Abrahamse et al., 2013; Verwey
& Abrahamse, 2012; Botvinick et al., 2009; Rhodes et al.,
2004; Barto & Mahadevan, 2003; Sakai et al., 2003; Sutton,
1999). In the M × N task, it was shown that using chunks
allows for quicker learning and more efficient perfor-
mance of a new sequence. In the DSP task, chunks served
a similar role by allowing quicker performance. The faster
performance suggests that the component actions have
been grouped together as a unit, similar to an option in
HRL. In summary, the following parallels can be drawn
between options and chunks. First, chunks and options

are both treated as single action units (Sakai et al., 2003;
Sutton et al., 1999), and therefore, they reduce the com-
putational complexity of the agent’s behavior (Ramkumar
et al., 2016; Sutton et al., 1999). Second, this reduction in
complexity makes it easier to learn. Hence, from behav-
ioral evidence discussed in this review, we see that
chunks and options serve highly analogous roles for
agents navigating complex state spaces. Furthermore,
when looking at the neural underpinnings of chunking
behavior, additional parallels can be seen between chunks
and a computational understanding of HRL.

Neural Systems Underlying Sequence Learning
and Execution

The neural basis of sequence learning is an active area of
research (Janacsek et al., 2020; Verwey, Jouen, Dominey,
& Ventre-Dominey, 2019; Desrochers et al., 2010, 2015,
2016; Wymbs, Bassett, Mucha, Porter, & Grafton, 2012;
Tremblay et al., 2009, 2010; Bo, Langan, & Seidler, 2008;
Levesque et al., 2007; Rhodes et al., 2004). Here, we review
previous work in selected human, nonhuman primate,
and rodent studies from the perspective of HRL. Further-
more, we frame the discussion of neural results with a
recently proposed distinction between dorsal and ventral
frontostriatal circuitry.
In general, motor sequence execution and learning are

thought to depend on frontal cortico-striato-pallido-
thalamo-cortical circuits (Alexander, DeLong, & Strick,
1986). This hypothesis, which was an early neural theory
of hierarchical control, developed from proposals that the
BG, which receives much of its input from the frontal cor-
tex, is important for the automated execution of learned
motor plans (Marsden, 1982). Recent work has focused
more on dynamics in specific parts of this circuitry, but
the ways in which neural responses in these areas coordi-
nate to give rise to observable behavior are not yet clear
(Desrochers et al., 2016). HRL provides a useful framework
for synthesizing results from behavior experiments that
may help answer someof the open questions. Existingwork
provides broad insight into the neural substrates involved
with hierarchical control (Badre & Nee, 2018; Rasmussen,
Voelker, & Eliasmith, 2017; Balleine et al., 2015), where
cortico-BG-thalamocortical loops have been suggested to
underlie RL as well as HRL processes (Rasmussen et al.,
2017; Samejima & Doya, 2007; Haruno & Kawato, 2006).
Rasmussen et al. used an HRL model to predict that, within
cortico-BG-thalamocortical loops, the ventral striatum (VS)
represents previous state–action information and thedorsal
striatum (DS) represents current state–action information
(Rasmussen et al., 2017). Others have described a func-
tional dissociation between medial and lateral regions of
cortical-BG circuits (Balleine et al., 2015). Specifically,
the medial loop integrates information from the dorsolat-
eral PFC (dlPFC) and pre-SMA, which project to the
caudate (dorsomedial striatum [DMS]) to mediate hierar-
chical action selection, and the lateral loop, which involves
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the SMA and putamen (dorsolateral striatum), implements
execution of action chunks. Both of these loops feed back
to the cortex through the BG and thalamus.
We build on this previous research by using a recent

anatomical, computational, and behavioral framework
(Averbeck & Murray, 2020) to explain how individual
regions within these cortico-BG-thalamo-cortico loops
may underlie hierarchical behavior. In this framework,
neural systems are organized in two networks, a dorsal
network and a ventral network. The dorsal network repre-
sents information necessary to compute actions that
achieve goals, and the ventral network represents state
value learning and goal identification. This proposal
overlaps with the previous proposals. However, our
hypothesis suggests a minimal role for the ventral circuit
in action specification. In many circumstances, however, it
may be difficult to distinguish between goals and actions
if they have not been specifically dissociated. We also
describe behavioral and neural findings relating to human
motor sequence learning tasks, which allows for the con-
trolled study of hierarchical learning and performance.
If chunks are comparable to HRL options, then the HRL

framework provides predictions on the effect of lesion and
inactivations of the brain regions introduced above as well
as predictions on what may be represented by neural
activity. Recall that an option has three components: an
option-specific policy and sets of initiation and termina-
tion conditions. Hence, we predict that each of these com-
ponents should be reflected in the brain. Given the
involvement of the dlPFC in hierarchical control, we may
predict that this region will be crucial for tracking an
option-specific policy and a flat policy, by both planning
for upcomingmovements and representing the sequential
structure of the task at hand. As an RPE updates flat policy
and state values, we should also expect to find evidence
of an RPE that would update option-specific policies.
In addition, a lesion or inactivation of the rodent DMS

has been shown to lessen goal-directed behavior, and the
same manipulation of the dorsolateral striatum reduces
the selection of abstract chunked actions in rats (Balleine
et al., 2015). Because the dlPFC is also involved with goal-
directed behavior, we expect a similar result as with DMS
manipulation. Signaling the initiation and termination of
an option will need to occur as well. Given literature on
the role of the DS in habit formation (Graybiel, 2008;
Yin, Knowlton, & Balleine, 2004), we may expect this
signal to occur in the DS in the form of task bracketing,
a well-known finding occurring during sequential tasks
(Martiros et al., 2018; Desrochers et al., 2015; Graybiel &
Grafton, 2015; Smith & Graybiel, 2013; Jin & Costa, 2010).

Dorsal vs. Ventral Circuitry: Hierarchical Action
Selection vs. Value Learning?

Recent work has proposed that goal-directed behavior
is in large part orchestrated by two separate circuits:

the dorsal and ventral systems (Averbeck & Murray,
2020). The dorsal system is a neural circuit composed
of multiple cortical and subcortical nodes (Figure 3).
Within cortex, the dorsal system is composed of dlPFC
and Area 7a within the inferior parietal cortex. Both areas
project to the DS. The DS then projects to the globus
pallidus (GP) internal segment, which then projects to
the lateral portion of the medial dorsal thalamus. The
medial dorsal thalamus completes the circuit by pro-
jecting back to the dlPFC. The ventral system largely mir-
rors the projections from the dorsal system in ventral
regions and, in the context of RL, is largely responsible
for value representation, whereas the dorsal system is
mainly responsible for action selection (Murray, Wise,
& Graham, 2017; Andersen, Snyder, Bradley, & Xing,
1997; Bindra, 1978).

Although there are interactions between the dorsal and
ventral systems at the cortical level, connections within
respective systems are stronger than those between sys-
tems (Barbas & Pandya, 1989). The dorsal system is
responsible for computing actions given a certain envi-
ronment. The ventral system identifies relevant state
information, such as objects and their values. Hence,
most learning about how to satisfy one’s needs takes
place in the ventral circuitry—namely, learning the values
of states and how to satisfy needs within them. To learn
optimal behavior and how to execute it, these two sys-
tems must interact—that is, an agent’s goal must be
paired with how to achieve it. Some work has been done
to better understand this connection (Tang, Bartolo, &
Averbeck, 2021; Rasmussen et al., 2017).

There is reason to think that learning how to hierarchi-
cally orchestrate motor behavior takes place in the dorsal
circuitry. The dlPFC is thought to be the top of the frontal
hierarchy controlling behavior (Badre & Nee, 2018). In
addition, cortical areas, such as the dlPFC and the pre-
SMA, which is densely connected to dorsal regions
(Guenther, Tourville, & Bohland, 2015; Luppino, Matelli,
Camarda, & Rizzolatti, 1993), have been suggested to be
involved with sequential planning, execution, and control
(Badre&Nee, 2018; Balleine et al., 2015;Nachev, Kennard,&
Husain, 2008; Averbeck, Chafee, Crowe, & Georgopoulos,
2002). The dlPFC projects to the DS, which is thought to
have a role in orchestrating abstract behavior to achieve
goals (Averbeck & Murray, 2020). Further supporting the
connection between dlPFC and DS, neural activity was
found to represent selected action stronger and earlier
in the dlPFC than in the DS (Seo, Lee, & Averbeck,
2012). The role of the DS in chunking behavior has also
been well established ( Jin, Tecuapetla, & Costa, 2014;
Jin & Costa, 2010; Graybiel, 2008), which is necessary
for the dorsal stream to orchestrate abstract actions. This
is further supported by the dorsal system’s inputs from
parietal cortical areas, leaving it well poised to represent
action metrics such as object number, distance, and
action duration (Averbeck & Murray, 2020; Andersen
et al., 1997).
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The ventral striatal circuitry, which learns value-based
information, a critical feature of hierarchical learning,
and other networks must interact at a system level for
complex, adaptable behavior (Badre & Nee, 2018). As
mentioned earlier, studies using graph structures have
furthered our understanding of how hierarchical structure
can be learned (Tomov et al., 2020). Ventral circuitry,
given its involvement in state learning (Averbeck &
Murray, 2020), is likely to be involved in this process.
Studies in primates, however, have not found substantial
action representations in the ventral circuitry (Tang,
Costa, Bartolo, & Averbeck, 2022; Costa, Mitz, & Averbeck,

2019). Hence, the ventral circuitry may underlie aspects of
hierarchical learning and behavior, and perhaps the orga-
nization of subgoals, without specifying the action
sequences necessary to achieve those goals (Averbeck &
Murray, 2020; Murray & Rudebeck, 2018). Given the
extensive work suggesting the dorsal circuitry’s role in
hierarchical action, we will focus on dorsal circuitry and
how it contributes to hierarchical action control. In what
follows, we review the available evidence from the
sequence learning literature previously discussed as well
as other relevant findings that may support the dorsal
system’s role in hierarchical learning. To do so, we go

Figure 3. Dorsal circuitry and functions for hierarchical learning and behavior. (A) Dorsal system consists of the dlPFC that projects to Area 7a
within the inferior parietal cortex, both of which project to the DS. The DS then projects to the GPi, which then projects to the lateral portion of the
MD thalamus. The MD thalamus completes the circuit by projecting back to the dlPFC. Additionally, the mPFC projects to the dlPFC and striatum and
receives projections from the MD thalamus. Figure adapted from Averbeck and Murray (2020). (B) A simplified schematic of dorsal circuitry with
corresponding functions of cortical and striatal areas is shown. Arrows denote directional projections between areas. GPe = GP external segment;
GPi = GP internal segment; MDl = medial dorsal thalamus; mPFC = medial PFC including the pre-SMA and SMA; 7a = inferior parietal cortex or
Area 7a.
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through each node of the dorsal circuit and discuss evi-
dence for its involvement.

The dlPFC Contains Sequence Representations at
Multiple Levels of Abstraction

The dlPFC is a critical node in the dorsal system with var-
ious connections to dorsal regions across cortical and sub-
cortical areas. Recently, the entire PFC has been proposed
to consist of an action hierarchy to orchestrate actions at
various levels of abstraction (Fine & Hayden, 2022), and
the rostrolateral PFC has been known to support sequen-
tial action (Desrochers, Collins, & Badre, 2019). Findings
from the dlPFC specifically provide further evidence of this
view. The dlPFC represents movement sequences at mul-
tiple levels of abstraction (Xie et al., 2022). Neurophysiol-
ogy experiments have shown that chunked sequences
may be planned before execution and represented in the
dlPFC (Averbeck et al., 2002). In these experiments, mon-
keys were trained to draw shapes, which were composed
of sequences of movements. Neural activity represented
all movements in the sequence before the sequence
began. Furthermore, the serial order of the elements of
the sequence were represented by the strength of the rep-
resentation in dlPFC. Examination of coding in single cells
in this experiment showed that neural activity simulta-
neously represented information about the shape being
drawn, the movement currently being executed, and met-
rics of the movement: all relevant to executing an option-
specific policy (Averbeck, Chafee, Crowe, & Georgopoulos,
2003). This result was consistent with previous modeling
and behavioral work (Rhodes et al., 2004; Grossberg,
1978, 1982) and has also been replicated in human partic-
ipants (Kornysheva et al., 2019). An additional study found
a similar result in the lateral PFC of nonhuman primates,
and it was noted that neurons dorsal to the principal
sulcus were most likely to participate in planning of
abstract sequences (Shima, Isoda, Mushiake, & Tanji,
2007). Additional work using an eye-movement variant
of the sequence learning task found that when neural
activity in dlPFC represented the wrong sequence, before
it was executed, errors in the sequence could be pre-
dicted up to three movements into the future (Averbeck
& Lee, 2007). Thus, the dlPFC appears to play a key role
in the neural representation and planning of motor
sequences, which may suggest an involvement of the
dlPFC in tracking metrics relevant to option-specific
policies and planning for their execution.
The dlPFC is strongly connected with the inferior parie-

tal cortex (Selemon & Goldman-Rakic, 1988), which is
another region within the dorsal system shown to be
important for sequence learning and chunking. Represen-
tation of both sequences and motor chunks has been
found in parietal areas during a finger press task (Yokoi
& Diedrichsen, 2019; Wiestler & Diedrichsen, 2013). In
addition, sequence segmentation, a necessary step in
chunk formation within long sequences, was found to

correlate with activation in dorsal–frontoparietal areas
during a variant of theDSP task (Wymbs et al., 2012). Activ-
ity in the posterior parietal cortex has also been seen using
the standard DSP task (Verwey et al., 2019), although, in a
variant of a motor sequence learning task, activity in pari-
etal areas has been shown to decrease across extended
periods of learning (Berlot, Popp, & Diedrichsen, 2020).
Furthermore, the parietal reach region has been shown
to encode future sequence movements before initiation
of a reach sequence (Baldauf, Cui, & Andersen, 2008).
As these parietal cortical areas provide inputs to the
dlPFC, this finding further suggests that the organization
of hierarchical action depends on this region as well as
its downstream regions throughout the dorsal system
(Averbeck & Murray, 2020).

The results of these studies and others suggest that
dlPFC has multiple functions with respect to sequence
learning and hierarchical planning (Lee & Seo, 2007).
Activity in this region seems to represent chunks at multi-
ple levels of abstraction: both at the level of behavioral
metrics and at the sequence level. Furthermore, regions
with a strong connection to the dlPFC support the chunk-
ing process, with activity in these areas reflecting informa-
tion relevant to sequence segmentation. With respect to
HRL, the dlPFC may be a critical node potentially repre-
senting option preparation and execution, which commu-
nicates motor information throughout the dorsal stream.
Furthermore, activity in the dlPFC and the associated
frontoparietal areas may be crucial for chunk formation,
which suggests that study of these regionsmay lend future
insight into option discovery.

The DS Is Involved in Option Formation, Execution, and
Update Signals

Studies have also found that the DS is involved in
sequence learning and chunking processes. Recall that
options are defined by three components: an option-
specific policy that maps actions to states, initiation con-
ditions, and termination conditions. There is also an
option-specific reward function that attaches rewards to
option completion, serving as an abstract form of the
well-studied standard RPE (Schultz, Dayan, & Montague,
1997; Montague, Dayan, & Sejnowski, 1996). DS activity
and dopamine signaling throughout sequence learning
may show a role for this dorsal node in these HRL
processes.

Functional imaging studies during the SRT and DSP
tasks have shown activation in the DS during sequence
learning (Wymbs et al., 2012; Poldrack et al., 2005; Grafton,
Hazeltine, & Ivry, 1995). The DS is composed of the cau-
date and putamen (Averbeck & Murray, 2020). Studies
have suggested that the caudate is important for learning
S-R associations (Poldrack et al., 2001) and working
memory processes (Owen et al., 1998) in sequential
tasks. More recently, a functional neuroanatomical
meta-analysis of SRT studies was conducted to
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investigate which brain regions have been consistently
activated across experiments. This study found significant
convergence in the caudate, GP, anterior putamen, and
VS (Janacsek et al., 2020). Activity in the sensorimotor
putamen has also been associated with the sequential
binding of chunks, which were again shown through
decreased variability in IRIs between movement patterns
(Wymbs et al., 2012). Furthermore, distinct activity rep-
resenting trained sequences has been seen in the DS
during extensive training of a varied motor learning task
(Berlot et al., 2020). These data support the idea that the
DS may play a key role in mapping hierarchically orga-
nized actions together, a crucial aspect of policy
formation.

Learning to select rewarding actions in the DS may
depend on dopamine inputs (Kwak, Bohnen, Müller,
Dayalu, & Seidler, 2013; O’Doherty, 2004). Studies using
variants of the DSP task have evaluated the effects of dis-
rupting dopaminergic signaling on chunking (Levesque
et al., 2007; Matsumoto, Hanakawa, Maki, Graybiel, &
Kimura, 1999). In these experiments, IRIs were slower
and more variable for previously learned (and chunked)
sequences when dopaminergic signaling was disrupted.
This suggests that blocking dopaminergic signaling, spe-
cifically in the striatum, can lead to deficits in sequence
chunking. Although some have asserted that disrupting
dopamine affects movement kinematics and not the hier-
archical representation of the sequence (Desmurget &
Turner, 2010), human studies in Parkinson’s disease have
shown consistent support for the role of dopamine in
chunking behavior. Patients off levodopa medication
had slower and more variable RTs for sequential actions
and did not chunk with training (Tremblay et al., 2010).
This suggests that parsing of sequences into chunks, or
the formation of options, likely depends on striatal dopa-
mine signaling.

Other studies have shown that the DS is involved in
task bracketing. Task bracketing is neural activity that
brackets execution of sequences. Therefore, task bracket-
ing signals the initiation and termination of a sequence.
For example, it has been shown in rats and monkeys that,
after extensive training, populations of striatal neurons
signal the “beginning” and “end” of action sequences
(Martiros et al., 2018; Desrochers et al., 2015; Graybiel &
Grafton, 2015; Smith & Graybiel, 2013; Jin & Costa,
2010). These task-bracketing signals may serve as repre-
sentations of initiation and termination conditions for
HRL options, which notify an agent when to begin and
end a selected option. This signaling appears to emerge
with training (Smith & Graybiel, 2013). A similar task-
bracketing activity has been observed in the infralimbic
cortex, macaque PFC (Fujii & Graybiel, 2003), and caudate
(Desrochers et al., 2015), suggesting that the representa-
tion of chunked sequences of actions is, unsurprisingly,
distributed across a network of dorsal areas. Notably, cau-
date neurons with outcome and cost representations
exhibited responses that were more tightly linked to the

end of the sequence when sequences were overlearned.
This may provide the update signal necessary for learning
habit-like stereotyped sequences (Desrochers et al.,
2015). Even further, this outcome and cost representation
could provide the update signals necessary for option for-
mation. Pseudo-RPEs are generated once the agent
reaches the state at which the option terminates and a
reward is received. Therefore, these representations could
be analagous to HRL pseudo-RPEs.
Furthermore, recent work has shown that the DS may

serve a critical role in control over chunked action
sequences, which is particularly important when multiple
options are simultaneously available (Geddes et al., 2018).
Here, recordings in the rodent DS targeted distinct popu-
lations of spiny projection neurons (SPNs): those signaling
through the direct pathway (dSPNs) or the indirect path-
way (iSPNs). The rodents were tasked with pressing two
levers in the proper sequence—two presses of the left
lever (left subsequence) followed by two presses of the
right lever (right subsequence)—and then moving to a
magazine for reward. After training, the rodents formed
a chunk for each subsequence, verified by reduced vari-
ability in response times between chunks and an overall
increase in speed (Geddes et al., 2018). Single-cell record-
ings showed that dSPNs in the striatumwere preferentially
active for sequence-level start and stop-related activity,
whereas iSPNs were preferentially active during the transi-
tions between subsequences. In other words, dSPNs were
primarily active as the rodent initiated or ended the full
movement sequence, whereas iSPNs were primarily active
while the rodent transitioned between subsequences,
possibly options.
Optogenetic stimulation of either dSPNs or iSPNs was

then performed as the rodents performed each element
of the sequence. Stimulation of iSPNs during the very first
lever press eliminated the following action in the
sequence and evoked a behavioral transition to the next
subsequence. In contrast, optogenetic stimulation of
dSPNs caused the animals to repeat their previous lever
press and omit the subsequent lever press of the next sub-
sequence. This suggests that the mice were maintaining a
numerical structure of the sequences as even when they
repeated a lever press within a subsequence, they main-
tained the same number of lever presses within the entire
sequence. Furthermore, this suggests that an option-
specific policy may have been employed by the rodents.
The policy under consideration contained two options,
one for each subsequence. dSPNs and iSPNs jointly sup-
ported navigating through the option, and upon stimula-
tion, the policy was disrupted. Taken together, these
results show dSPNs and iSPNs in the DS are involved with
control of actions and possibly option-specific policies.
As has been shown, theDS is involved in all aspects of an

HRL option including formation of chunks and mapping
them together (option-specific policy) as well as signaling
the beginning and end of a given chunk (initiation and ter-
mination conditions). These findings further support the
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claim that the dorsal system is heavily involved in hierar-
chical sequence learning as well as the utility of consider-
ing chunks as HRL options.

Medial Frontal Cortex: Sequential Control

An additional region in the dorsal system is the dorsome-
dial frontal cortex, which projects to the dlPFC, DS, and
GP (Figure 3). There is evidence in support of its role in
acquiring new sequences and control of familiar
sequences. This function is critical within HRL, particularly
with respect to discovering useful options and imple-
menting option-specific policies in behavior. Further-
more, given the aforementioned role of the dlPFC and
DS in hierarchical behavior and the anatomical connectiv-
ity between these structures and the medial frontal cortex,
the medial frontal cortex is well positioned to further sup-
port such behavior such as chunking and sequential
control.
The medial frontal cortex, which includes the SMA,

pre-SMA, ACC, and medial frontal pole, is known to be
involved in sequential behavior (Amodio & Frith, 2006).
Both the SMA and pre-SMA participate in a cortical–
subcortical loop (Akkal, Dum, & Strick, 2007; Inase,
Tokuno, Nambu, Akazawa, & Takada, 1999; Parthasarathy,
Schall, & Graybiel, 1992). The pre-SMA and SMA regions
are distinguished, however, both anatomically and func-
tionally. The SMA, with strong connections to motor cor-
tex and the putamen, is likely to bemore involved inmotor
execution, whereas the pre-SMA with strong connections
to regions of PFC and the caudatemay bemore involved in
abstract functions (Guenther et al., 2015). The pre-SMA
projects to the dlPFC (Luppino et al., 1993). Processing
between the pre-SMA and dlPFC may send sequence-level
information to downstream subcortical areas, such as the
DS, where the proper action routine can be implemented.
Neural activity in the SMA and pre-SMA has been seen in

the DSP and M × N tasks (Verwey et al., 2019; Nakamura,
Sakai, & Hikosaka, 1998), suggesting that these regions
may play a role in chunking of well-learned sequences.
In an fMRI study using the DSP task, researchers found
that the pre-SMA was activated for familiar and unfamiliar
sequences, but SMA was specifically activated for familiar
sequences that had been chunked by participants (Verwey
et al., 2019). Similarly, SMA neurons inmonkeys have been
shown to be preferentially active before certainmovement
sequences (Tanji & Shima, 1994). Single neuron activity in
SMA and pre-SMA has also been studied using the M × N
paradigm in monkeys (Nakamura et al., 1998). Nakamura
et al. found that, as monkeys learned a sequence of
actions, some pre-SMA neurons were active throughout
the sequence but decreased their activity as the sequence
became well learned. This suggests that the pre-SMA was
more important for acquiring new sequences than execut-
ing previously learned sequences, which is noteworthy for
understanding option discovery. Other neurons in the
pre-SMA respond to the rank order of actions within a

sequence (Shima & Tanji, 2000; Clower & Alexander,
1998), and inactivation of pre-SMA or SMA during perfor-
mance of a learned motor sequence results in errors, sug-
gesting that these areas also support the tracking of
sequential steps (Shima & Tanji, 1998).

These results suggest a critical role for both the SMA and
pre-SMA in the control of chunked sequences. Although
both regions seem to be important, there may be a slightly
greater role for the pre-SMA than the SMA (Nachev et al.,
2008). Regardless, these regions participate in the dorsal
circuitry through their connections with the dlPFC, DS,
and downstream projections to the GP and thalamus
(Haber, 2016; Figure 3). Furthermore, the medial frontal
cortex’s involvement with dorsal signaling and sequence
learning suggests its role in hierarchical learning and
behavior. As mentioned, the pre-SMA may be critical for
acquiring new options, whereas the SMAmay be more rel-
evant to option control.

There are also fMRI and EEG studies that provide evi-
dence that ACC may have a role in encoding pseudo-RPEs
(Ribas-Fernandes et al., 2011); however, in later studies,
there was insignificant activation (Chiang & Wallis,
2018). The study from Ribas-Fernandes et al. was unsuc-
cessfully replicated by their own further work (Ribas-
Fernandes, Shahnazian, Holroyd, & Botvinick, 2019).
ACC is also involved with error processing (Seidler,
Kwak, Fling, & Bernard, 2013), but further work is
required to understand if this region is involved with
HRL processes, such as pseudo-RPEs.

In summary, research on the neural systems underlying
sequence learning have extensively implicated frontal
cortical-BG circuitry. First, the dlPFC seems to have a role
in representing sequences at multiple levels of abstraction,
sequence learning, and action planning. The medial PFC,
which has connections to the dorsal circuitry, may have a
role in acquiring new options and tracking and controlling
sequences. Finally, there is evidence of the DS’s role in
option or chunk formation and execution through an
update signal. A common thread throughout the findings
reviewed here is that different regions within or with con-
nections to the dorsal systemmay support similar functions
with respect to sequence learning and hierarchical action
execution. Further work will be needed to clarify the contri-
butions of each region. In the remainder of this review, we
will outline a few suggestions for future research that may
allow for such clarification.

Future Directions

The work reviewed here continues to develop a frame-
work for integrating RL andmotor sequence learning from
the perspective of HRL (Balleine &Dezfouli, 2019; Geddes
et al., 2018). Future experimental work would benefit from
increasingly sophisticated sequence tasks. In the standard
sequence learning experiments (e.g., SRT,DSP, andM×N),
participants execute simple sequences of actions such as
key presses or taps. Some studies have used tasks that
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require multiple goal-driven steps (Ribas-Fernandes et al.,
2011, 2019; Diuk, Tsai, Wallis, Botvinick, & Niv, 2013). In
these tasks, a subgoal must be achieved, such as picking
up a virtual package with a controller-guided truck, before
completion of the trial, in which the package is delivered.
This kind of design allows for a study of howdifferent goals
may be hierarchically arranged and how this arrangement
influences behavior.

Furthermore, future tasks should explore the flexible
achievement of goals. Studying how a biological agent
devises a complex series of actions to achieve reward will
be critical in understanding goal-directed behavior and,
more specifically, the option discovery problem. Most
behavioral tasks remove the flexibility required in real-
world environments. Designing experiments that allow
for flexible completion of goals and constant learning that
are simultaneously controlled well enough to interpret is
challenging. However, incremental steps toward naturalis-
tic tasks are achievable. For example, experiments might
allow for multiple, quantifiable strategies and look at
neural correlates for the different strategies taken by
participants, rather than constrain the task to one allow-
able strategy (Balleine & Dezfouli, 2019; Garr, 2019;
Desrochers et al., 2010, 2015; Dezfouli & Balleine, 2012).
Designing an experiment to encourage behavioral vari-
ance in an interpretable way is currently contrarian to
typical experimental approaches, but its value in under-
standing complex behavior cannot be understated.

Conclusion

Understanding motor sequence learning through the
lens of HRL is a promising route to gaining a better
understanding of complex behavior. The sequence liter-
ature has provided a basic understanding of how simple
chunked action routines are acquired and executed as
well as what conditions are ideal for producing them.
By bringing in the HRL framework, we can provide con-
text for understanding chunks as options executed by an
agent learning in a hierarchical manner. Although com-
putational methods are continually advancing on the
option discovery problem, an understanding of how this
is accomplished by the brain is still lacking. Nevertheless,
a dorsal cortical–subcortical network of brain areas is
largely supporting both hierarchical behavior and learn-
ing, and a deeper understanding of this circuitry is likely
to bring an understanding of how complex behavior is
orchestrated in real-world environments.
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