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Abstract

Although it is widely accepted that protein function is largely dependent on its structure, 

intrinsically disordered proteins (IDPs) lack defined structure but are essential in proper cellular 

processes. Mammalian high mobility group proteins (HMGA) are one such example of IDPs 

that perform a number of crucial nuclear activities and have been highly studied due to their 

involvement in the proliferation of a variety of disease and cancers. Traditional structural 
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characterization methods have had limited success in understanding HMGA proteins and their 

ability to coordinate to DNA. Ion mobility spectrometry and mass spectrometry provide insights 

into the diversity and heterogeneity of structures adopted by IDPs and are employed here to 

interrogate HMGA2 in its unbound states and bound to two DNA hairpins. The broad distribution 

of collision cross sections observed for the apo-protein are restricted when HMGA2 is bound to 

DNA, suggesting that increased protein organization is promoted in the holo-form. Ultraviolet 

photodissociation was utilized to probe the changes in structures for the compact and elongated 

structures of HMGA2 by analyzing backbone cleavage propensities and solvent accessibility 

based on charge-site analysis, which revealed a spectrum of conformational possibilities. Namely, 

preferential binding of the DNA hairpins with the second of three AT-hooks of HMGA2 

is suggested based on the suppression of backbone fragmentation and distribution of DNA-

containing protein fragments.

Graphical Abstract

INTRODUCTION

A central theme in the understanding of a protein’s function has historically been focused 

on understanding its structure. A class of proteins exists, however, in which a protein or a 

region therein lacks any higher order structural characteristics. These intrinsically disordered 

proteins (IDPs) or protein regions (IDPRs) are nevertheless crucial for proper function in 

their respective biological pathways, which can be as varied as the structures the IDPs 

adopt.1,2 The mammalian high mobility group proteins (HMGA) are one such family of 

IDPs that have been implicated in many disease states, both benign and malignant.3–5 

HMGA2 is a small (11.6 kDa) protein that contains three highly basic DNA-binding 

regions and an acidic C-terminus. Each DNA-binding region, or AT-hook, possesses a 

conserved Arg-Gly-Arg-Pro motif surrounded by additional basic residues. These AT-hooks 

can bind to the minor groove of AT-rich DNA5 (or major groove if the minor groove 

is otherwise occupied6) with possible multivalent binding of one protein to multiple AT 

tracts,7,8 contributing to its functions involving DNA replication and repair as well as gene 

transcription and regulation.3,4 The absence of HMGA2 has been linked to dwarfism,9 and 

overexpression has been attributed to lung cancer,10,11 prostate cancer,12,13 breast cancer,14 

and obesity.15 The important functions and specificity of HMGA proteins make them key 

biomarkers and drug targets, yet their intrinsically disordered regions have impeded their 
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biophysical characterization. Interestingly, although it is considered an IDP, a truncated form 

of HMGA has been crystallized and observed to adopt an ordered structure when bound to 

DNA.16,17 The adaptability and flexibility of the protein is thought to contribute to the many 

roles it plays in the nucleus.4

X-ray crystallography is traditionally employed to elucidate protein structure, but owing 

to ineffective X-ray scattering by IDPs or simply their resistance to crystallization, other 

methods are employed to uncover their structures.18 For example, the Stoke’s radius can be 

determined from small-angle X-ray scattering or size-exclusion chromatography to provide 

a size estimation of the IDPs, while circular dichroism spectroscopy offers insight into 

the secondary structure composition.18 Limited proteolysis followed by chromatographic 

separation of the constituent peptides and mass-spectrometric analysis (i.e., bottom-up mass 

spectrometry) has also been used to determine the relative flexibility and unfolding state of 

protein regions.18 NMR has likewise contributed greatly to the understanding of IDPs and 

IDPRs, particularly for realizing dynamics interactions with their biological partners.1,2,18 

Results from these analyses provide constraints for various models and molecular dynamics 

simulations to assist in visualization in IDP and IDPR structures.1,2

Several more specialized mass spectrometric methods have proved valuable in determining 

the conformational diversity of IDPs and IDPRs. The exchange of amide hydrogens in the 

protein backbone in deuterated water, for which rates of exchange correspond with the 

solvent accessibility and rigidity of the protein, can be determined by hydrogen−deuterium 

exchange (HDX) mass spectrometry.19 HDX and other MS-based surface labeling methods 

have been helpful in modeling the structural changes that proteins undergo upon binding 

ligands, including DNA, lipids, and other proteins.20–22 However, all of the analyses 

mentioned thus far, including spectroscopy and spectrometry, do not differentiate between 

the multitude of structures adopted by disordered proteins and instead report on the overall 

features of the many compact and extended states that undoubtably exist. To that end, ion 

mobility spectrometry (IMS) can be employed to separate protein ions based on their size 

and charge.23

Intact proteins can be analyzed via mass spectrometry in native-like states using 

nanoelectrospray ionization (nESI). Typical native MS experiments result in a narrow 

conformational distribution of compact (folded) proteins that carry relatively few charges. 

The nESI mass spectra of IDPs, however, frequently exhibit bimodal charge-state 

distributions characteristic of a mixed population of more extended, unfolded conformers 

that accept more charges during the nESI process (high charge states) in addition to a 

more compact population in low charge states.24 IMS together with native MS can be 

used to determine the collision cross section (CCS) of each charge state to determine the 

size and shape of the full array of gas-phase conformations of proteins that are indicative 

of folding in solution.25,26 The ability of IMS to separate conformations of a protein 

allows interrogation of individual structures and can contribute to existing solution studies 

described above that work toward understanding the broad structural landscapes of IDPs that 

are inadequately described by a single conformation.
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Tandem mass spectrometry (MS/MS) can be employed to further probe the structure 

of protein conformers transferred to the gas phase from native-like solution conditions. 

Some MS/MS methods have been successfully implemented to interrogate the higher 

order structures of gas-phase proteins, namely electron transfer (ETD) and electron capture 

dissociation (ECD) as well as ultraviolet photodissociation (UVPD). ETD and ECD induce 

covalent cleavage at surface-exposed regions of proteins providing insight into overall 

fold.27,28 UVPD induces greater covalent cleavages and is sensitive to the noncovalent 

interactions that dictate protein conformations.29,30 Moreover, changes in the backbone 

cleavage efficiencies of apo- (unbound) and holo- (ligand-bound) states of a protein upon 

UVPD have been used to localize active sites and other regions of the protein that are 

perturbed due to structural rearrangement upon ligand binding.31,32

Here, native MS methods including IMS-MS and UVPD-MS are applied to investigate 

the various structures of the protein HMGA AT-hook 2 (HMGA2) alone and in complex 

with a 22-nucleotide (DNA22) or 50-nucleotide (DNA50) AT-rich DNA hairpin. A modular, 

ambient drift tube provides information on the broad conformational landscape that HMGA2 

adopts. CCS values calculated from transient decay profiles in an Orbitrap mass analyzer 

suggest that the solution structures are maintained in the gas phase, allowing structural 

characterization using UVPD. While HMGA2 may bind to the AT-rich hairpins in any of 

its three AT-hooks, suppression of photofragmentation along with results from charge site 

analysis using UVPD supports preferential binding of DNA22 and DNA50 at AT-hook 2 over 

AT-hooks 1 and 3.

MATERIALS AND METHODS

The methods for HMGA2 expression and purification have been previously described.8 

The sequence of HMGA2 is shown in Figure 1A with the acidic C-terminal tail shown 

in blue and the AT-hook regions shown in red with the conserved Arg-Gly-Arg-Pro core 

underlined. The two AT-rich deoxy-oliogonucleotides, DNA22 (6.6 kDa) and DNA50 (15.3 

kDa) (Figures 1B,C, respectively) were purchased from Eurofins Scientific (Luxembourg 

City, Luxembourg) and used as received. These two putative DNA hairpins are each 

composed of a base pair stem and an AT-rich region in the middle of the stem.

HMGA2 and the DNA hairpins were exchanged into 10 mM ammonium acetate solutions 

using Micro Bio-Spin P6 size-exclusion columns per manufacturer’s instructions (Bio-Rad 

Laboratories, Hercules, CA). All samples were analyzed at concentrations of approximately 

5 μM for UVPD-MS and Orbitrap CCS measurements and at 10 μM for DTIMS−MS 

experiments. Protein−DNA complexes were analyzed in equimolar ratios. Solutions were 

introduced using a NanoFlex ESI source with borosilicate capillaries that were pulled 

in-house using a Sutter Instruments P-2000 (Novato, CA) and coated with a Au/Pd 

alloy. Electrospray voltages between 900 and 1200 V were optimized for each protein 

solution. All experiments were carried out on a Thermo Fisher Scientific Orbitrap Elite 

mass spectrometer (Bremen, Germany) equipped with a 193 nm Coherent Excistar XS 

excimer laser (Santa Clara, CA) as displayed in Figure S1A. The temperature of the MS 

inlet was set to 200 °C for all analyses to promote desolvation of the large protein−DNA 

complexes. Instrument modifications have been previously described.33 The Orbitrap Elite 
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mass spectrometer is also equipped with electron transfer dissociation (ETD) performed in 

the linear ion trap. Further discussion of ETD for HMGA2 is provided in the Supporting 

Information.

Drift tube ion mobility spectrometry−mass spectrometry (DTIMS−MS) was performed 

using a modular ambient-pressure drift tube constructed from printed circuit boards with 

a 10 cm drift region.34,35 The drift tube is equipped with two gates operated simultaneously 

in a Fourier transform mode prior to ion entrance into the mass spectrometer.36–38 Further 

details are available in the Supporting Information. Briefly, a square waveform was used 

to open and close gates 1 and 2 with a frequency sweeping from 5 to 7005 Hz over a 

period of 8 min. Arrival times were converted to collision cross section (CCS) using the 

Mason−Schamp equation.23

All collision cross sections (CCSs) measured using the drift tube were also evaluated 

transient decay analysis (TDA) in the Orbitrap mass analyzer, as described previously.39 For 

these measurements, low transfer potentials were used to maintain solution conformations 

of ions in the gas phase. Additional details are available in the Supporting Information. All 

experiments were replicated at least three times.

UVPD was used to investigate the structures of HMGA2 alone and in complex with 

DNA hairpins. Mass-selected charge states of HMGA2 or HMGA2·DNA complexes were 

subjected to photoirradiation in the HCD cell using a single laser pulse of 3 mJ. UVPD mass 

spectra were composed of 100 transient averages that were acquired in the Orbitrap analyzer 

using a resolving power of 480000 (at m/z 200) and deconvoluted using the Xtract algorithm 

in QualBrowser or the THRASH algorithm in ProSight PC 4.1 with an S/N ratio of 3 in 

each case. Fragment ions generated by UVPD were identified from the deconvoluted spectra 

using UV-POSIT,40 a software developed in-house and available publicly, with a tolerance of 

6 ppm. Product ions of the DNA-containing portions of the protein, of the protein-containing 

portions of the DNA, or of portions of the protein-containing portions of the DNA were not 

included in the search due to the high probability of false positive matches. The average 

fractional abundance and standard deviation of at least three replicates were calculated. 

Significant differences in the abundances of a- and x-type were considered with a p-value 

of less than 0.02 using the ttest2 function in Matlab (R2020a). Protonated residues were 

localized using the charge-state analysis tool in UV-POSIT as described previously.41

RESULTS AND DISCUSSION

nESI and CCS Measurements of HMGA2 and Complexes.

The nESI mass spectra of HMGA2 sprayed from aqueous solutions containing 10 mM 

ammonium acetate are displayed in Figure 2A. A bimodal distribution is observed centered 

around the 7+ and 12+ charge states. Such distributions are commonly observed for 

intrinsically disordered proteins that have broad conformational landscapes spanning from 

compact structures at low charge states (here 6+ to 8+) to intermediate and extended 

structures at moderate to high charge states (9+ to 15+). ESI of the solutions containing 

HMGA2 and DNA result in 1:1 protein·DNA complexes as shown in Figure 2B,C. For 

the solution containing HMGA2 and DNA22, an array of high charge states (10+ to 16+) 

Sipe et al. Page 5

J Am Soc Mass Spectrom. Author manuscript; available in PMC 2023 July 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



of low abundance and a series of low charge states (7+ to 9+) of greater abundance 

are observed. This bimodal distribution of HMGA2·DNA22 complexes suggests that the 

extended structures of HMGA2 bind less tightly to the hairpin than the compact structures 

that result in lower charge states (7+ to 9+). The abundances of the HMGA2·DNA50 

complexes are low, and only a single distribution of low charge states is observed, 

suggesting that the complex adopts primarily compact conformations.

The vast array of conformations adopted by apo-HMGA2 is demonstrated by the 

DTIMS−MS results depicted in Figure 3A, with collision cross sections spanning from 

1400 to 3000 Å2 depending on charge state. Narrow distributions are observed for the 

lowest 6+ and 7+ charge states, indicative of a homogeneous population of similar compact 

structures. The intermediate and high charge states from 9+ to 13+ exhibit broad CCS 

distributions, consistent with heterogeneous populations of many elongated structures 

adopted by HMGA2. A relatively narrow CCS distribution is observed again for the 14+ 

charge state, implying a population of closely related elongated structures.

The drift profiles of the HMGA2·DNA complexes were also examined using the ambient 

drift tube to characterize their CCS values. However, there was insufficient transmission 

of the complexes through the drift tube due to the low abundance of the complexes 

and decreased transmission of large, slow ions through the ion gates using high gating 

frequencies, thus impeding measurement of CCS of the complexes.42–44 Owing to the 

inability to determine CCS distributions of the protein· DNA complexes using the drift 

tube, an alternative method was used. Transient decay analysis (TDA) was employed to 

estimate TDACCS based on the decay rates of time-domain transient signals in the Orbitrap 

mass analyzer, as described previously.39 The results using TDA for apo-HMGA2 ions 

are displayed in Figure 3B, and the DTCCS results are overlaid for comparison. With the 

exception of the 8+ charge state (discussed further in the Supporting Information), the CCS 

values determined by the transient decay method for apo-HMGA are in good agreement 

with those measured using the drift tube.

TDA of HMGA2·DNA complexes was also undertaken to estimate CCS values, with 

results for the 8+ through 10+ charge states of HMGA2·DNA22 displayed in Figure 3C. 

Interestingly, the CCS values of the HMGA2·DNA22 complexes are lower than the TDACCS 

values of the apo-HMGA2 species of the same charge state, indicating that the complexes 

are more compact than the protein alone. This important outcome suggests that the DNA22 

hairpin is itself quite compact and that binding to HGMA2 organizes the protein and creates 

a more ordered structure, an outcome which has been observed previously.16,17 HMGA2 

has also been shown to induce DNA bending,17,45 which may contribute to the compact 

structure observed for the HMGA2·DNA22 complexes. Accurate TDACCS measurements 

of HMGA2·DNA50 were hindered by the large size (27 kDa) and the presumed increased 

order of the complexes, leading to potential deviation from the assumption that a single 

collision is sufficient to cause ion decay in the Orbitrap (an essential prerequisite of the 

transient decay analysis as discussed in the Supporting Information) as the complex has 

more avenues to disperse the internal energy gained from a collision.39 It should be noted 

that this same reasoning could also mean that the TDACCS values of the HMGA2·DNA22 

complexes underestimate the true sizes. However, CCS measurements using trapped ion 

Sipe et al. Page 6

J Am Soc Mass Spectrom. Author manuscript; available in PMC 2023 July 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



mobility (TIMS) on a Bruker time-of-flight platform yielded values between 1700 and 2000 

Å2 for the 8+ through 10+ charge states of the HMGA2·DNA22 complex46 and are in 

reasonably good agreement with the CCS values between 1625 and 1970 Å2 reported herein 

using TDA (Figure 3C).

Folding of HMGA2 Analyzed by nESI-UVPD-MS.

UVPD of proteins and protein complexes using 193 nm photons has demonstrated a 

correlation between the efficiency of backbone cleavages and structural features of proteins. 

For example, the propensity for backbone fragmentation decreases in regions that are more 

structured owing to stabilizing, noncovalent interactions which impede the separation and 

release of fragment ions.29,32,47 Moreover, cleavages of covalent backbone bonds may occur 

upon UVPD without disruption of noncovalent interactions with a ligand, thus allowing 

localization of binding sites.31,32 For these reasons, UVPD-MS was employed to localize 

DNA binding sites and reveal regions of enhanced protein flexibility or rigidity based on 

monitoring changes in the fragmentation patterns of apo-HMGA2 versus the corresponding 

HMGA2·DNA complexes. The 7+ through 12+ charge states of apo-HMGA2, the 7+ 

through 10+, 12+, and 13+ charge states of HMGA2·DNA22, and the 10+ charge state 

of HMGA2·DNA50 were individually isolated and activated with a single, 3 mJ laser pulse. 

The 11+ charge state of HMGA2·DNA22 was not analyzed owing to m/z overlap with the 

7+ charge state of apo-HMGA2. Other charge states (6+, 13+, 14+ of apo-HMGA2, all 

charge states greater than 13+ of HMGA2·DNA22, and 9+ and 11+ of HMGA2·DNA50) 

were omitted owing to low precursor abundance and/or unsatisfactory signal-to-noise of 

the resulting UVPD mass spectra (data not shown). Representative UVPD mass spectra 

are displayed in Figures S2 and S3 for apo-HMGA2 and HMGA2·DNA complexes, 

respectively.

UVPD of all charge states of the apo-HMGA2 resulted in an average of 89% sequence 

coverage compared to an average of 55% sequence coverage obtained using higher energy 

collisional dissociation (HCD). The latter demonstrated decreased sequence coverage with 

increasing charge state (Figure S4A,B) attributed to an enhancement in charge-directed 

preferential cleavages and possible secondary dissociation for highly charged proteins. 

Because UVPD performance (i.e., sequence coverage) remains consistent across a range of 

charge states for many proteins,33,48 it provides an effective way to broadly profile changes 

in fragmentation based on ligand binding or conformational states.

The distribution and abundance of sequence ions resulting from cleavages at each position 

along the backbone of apo-HMGA2 are depicted in Figure 4A. The absence of sequence 

ions originating from cleavages of certain backbone positions, such as in the case of the C-

terminal region of HMGA2, is typically ascribed to the presence of noncovalent interactions 

that impede separation and release of the complementary C- and N-terminal fragments after 

the backbone is cleaved. These noncovalent interactions may include hydrogen bonds and 

salt bridges between polar, acidic, and basic residues as well as secondary structural features 

(hydrogen bonding in α-helices or β-sheets). For HMGA2, the suppressed fragmentation 

of the C-terminus may be caused by salt bridges between the acidic tail of the protein 

with one of the basic AT-hook regions that span residues 25 through 33, 45 through 52, 
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and 73 through 82. Intermolecular coordination of the negatively charge C-terminus with 

the positively charge AT-hooks has been observed in the self-associating homodimers of 

HMGA2 and similar intramolecular interactions are presumed likely.25 Alternatively, the 

low number of possible protonation sites in the 25 residues following AT-hook 3 (only two 

basic residues in the C-terminal region) also decreases the probability of detecting charged 

ion fragments covering this region. In contrast, the relatively high abundance and large 

array of fragment ions observed throughout the N-terminus and first two AT-hooks suggests 

greater protein flexibility and facile release of fragment ions not tethered by extensive 

networks of noncovalent interactions, consistent with an intrinsically disordered protein.

Changes in UVPD patterns observed for different precursor charge states (7+ to 12+) may 

suggest structural transitions from ordered (low charge states) to disordered conformations 

(high charge states). Variations of UVPD across each charge state of HMGA2 relative to the 

7+ charge state are shown as difference plots in Figure 4B–F, allowing direct comparison 

of fragmentation trends without influence of the primary sequence. With respect to the 

AT-hook regions, the extent of fragmentation is generally lowest for the two lowest charge 

states (7+ and 8+). The increase in fragment ion abundance in the AT-hook regions for 

the higher charge states (9+, 10+, 11+) coincides with their more extended conformations 

(Figure 3) and lower degree of structural organization. The low abundance or absence 

of sequence ions originating from the C-terminus limits structural insights from UVPD. 

Similar analysis using conventional collision-activated dissociation (CAD) methods, such as 

collision-induced dissociation (CID) and its higher energy analogue (HCD), is not feasible 

given their significant dependence on charge state and availability of mobile protons (Figure 

S4).49,50

The addition of just one proton going from the 7+ to 8+ charge state of HMGA2 affords 

a 21% increase in the TDACCS (1526 ± 9 Å2 to 1851 ± 8 Å2 in Figure 3) and results 

in significant changes in backbone cleavage propensities at 38 sites upon UVPD (Figure 

4B). Notably, sequence ion abundances are decreased in the N-terminal region of the 

8+ charge state relative to the 7+ charge state and increased throughout residues 37−54, 

including the second AT-hook. The enhanced fragmentation in the midsection of the protein 

suggests greater flexibility and elongation of the protein. The suppression of fragmentation 

at the N-terminus for the 8+ charge state would typically suggest increased protein rigidity 

(e.g., higher degree of noncovalent interactions) relative to the 7+ charge state; however, 

in the case of HMGA2, this behavior may alternatively point to a shift in how energy is 

distributed throughout the protein prior to dissociation. Following 193 nm photon absorption 

and excitation to an excited electronic state, a protein may undergo direct dissociation 

from the excited state (typically resulting in a/x-type fragment ions) or internal conversion 

and intramolecular vibrational energy redistribution (IVR) preceding fragmentation from a 

ground electronic state.51 In the latter process, the resulting fragment ions are similar to 

those generated from slow-heating activation methods, such as CAD or infrared multiphoton 

dissociation (i.e., primarily b/y ions).51 For the 7+ charge state, the fragment ions covering 

the flexible N-terminus region (residues 1−21) are mainly a + 1 ions (Figure S5), the 

abundances of which diminish as the charge state of HMGA2 increases. As the charge 

state increases and HMGA2 unfolds, fragmentation following IVR becomes more probable 

across the entire length of the protein, as evidenced by the increasing portion of IVR-type 
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fragments (b/y ions) upon UVPD of HMGA2 in higher charge states, as displayed in Figure 

S6A.

UVPD backbone cleavage propensity of the 9+ charge state of HMGA2 is similar to that 

of the 8+ charge state (Figure 4A), suggesting that the addition of a second proton to 

the compact HMGA2 conformer (7+) has relatively little impact on the structure of this 

more extended conformer (8+ and 9+). This result is also demonstrated by the similarity 

of the difference plots in Figure 4B,C, which shows a suppression of fragmentation at the 

N-terminus and enhancement in the midsection, extending further into the primary sequence 

of the 9+ charge state (Figure 4C), indicative of additional protein unfolding. The 10+ and 

11+ charge states also show similar trends with suppression of fragmentation to residue 26 

in the first AT-hook region and enhanced fragmentation extending deeper in the primary 

sequence to residue 90 in the case of the 11+ charge state (Figures 4D,E), consistent 

with greater unfolding of the protein. Backbone cleavage N-terminal to Pro31, a known 

preferential pathway of slow-heating activation methods, is prominent for the 10+ to 12+ 

charge states. With exception of this single prominent Pro cleavage, the 12+ charge state 

exhibits a relatively flat fragmentation profile (Figure 4A). This flat distribution suggests 

that the likelihood of a backbone cleavage is roughly equivalent across the length of the 

protein and that any structural features arising from noncovalent interactions that typically 

prohibit the release of sequence ions have been lost.

Charge State Analysis Suggests Regions of Solvent Exposure of HMGA2.

While the variation in the backbone cleavages of HMGA2 provides insight into the rigidity 

or flexibility of the protein as mediated by the presence of noncovalent interactions, 

localizing protonation sites offers feedback about how charge sites shift for different protein 

conformations.41 Basic residues on the surface of a protein are more likely to sequester and 

retain protons during the ESI process, whereas buried residues of proteins in more compact, 

folded conformations will be less likely to capture and retain protons and are more likely to 

be engaged in noncovalent electrostatic interactions with other residues. The high sequence 

coverage afforded by UVPD provides a means to track charge sites of HMGA2, in many 

cases with single-residue specificity, termed charge-site analysis. In essence, the transitions 

in the charge states of fragment ions are used to bracket the locations of each additional 

proton. The charge state analysis tool in UV-POSIT identifies sequence ions (namely a, 

a + 1, x, and x + 1 ions) and their charge states from deconvoluted UVPD mass spectra 

using ProSight PC 4.1. Only these a/x-type ions are used for this analysis because they are 

unique to UVPD and not modulated by the mobile proton model prominent upon CAD.50,52 

Although a-ions can be derived from secondary dissociation of b-ions,49 they have low 

prevalence (<2% abundance) upon HCD of HMGA2 ions (Figure S6B). This suggests that 

a-ions are more uniquely generated from UVPD for HMGA2, not from processes involving 

vibrational excitation akin to CAD. Figure S7 displays the distributions of charge states 

of a/x-type ions generated upon UVPD of HMGA2 (7+ through 12+ precursors). Larger 

fragment ions appear in higher charge states, as expected, and in many cases, there are 

stepwise progressions from one charge state to the next as the backbone is cleaved across 

the protein. The locations of the backbone cleavages that result in the a/x ions are shown 

along the primary sequence of HMGA2 in Figure S8. The transitions in charge states of 
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fragment ions are used to assign the approximate locations of each added proton as the 

sizes (i.e. number of residues) of the fragment ions increase. For example, consider the 

formation of x104 and x105 ions which are markers for backbone cleavage between residues 

Arg3 and Gly4 and residues Ala2 and Arg3, respectively (Figure S7B). The step increase 

in charge state going from x104 to x105 for nearly every precursor charge state suggests the 

additional proton for x105 is localized at Arg3. The an ions in Figure S7A are complementary 

to the xn ions with no a-type ions detected that are smaller than a3 (containing residues 

SAR, 1+). This result is consistent with sequestration of a proton on the basic Arg3 residue. 

Protonation of Arg3 is unsurprising given the high gas-phase basicity of arginine and the 

flexibility of the N-terminus suggested by the enhanced fragmentation of this region upon 

UVPD as described earlier.

The more gradual changes in charge-state distributions of sequence ions that appear as 

“tailing” of the transitions in Figure S7 suggest the presence of two or more protonated 

forms. This tailing is most apparent for the 7+, 8+, and 9+ charge states of HMGA, 

which likely possess a mixture of compact and partially unfolded conformations. In 

contrast, the 10+, 11+, and 12+ charge states, which have larger CCSs characteristic of 

substantially elongated conformations, exhibit more discrete step changes in the charge 

states of the fragment ions. The more significant variability in proton locations for the 

compact conformations of HMGA2 (in lower charge states) may provide further support 

for the greater flexibility of the N-terminal region of HMGA2 relative to the C-terminus. 

Indeed, there is evidence that four of the seven protons of the 7+ charge state of HMGA2 are 

localized in the N-terminus and extending to first AT-hook regions (residues 1−33), with the 

other three protons dispersed over the remaining ~70% of the protein. This finding supports 

that the acidic C-terminus is folded and engaged in salt bridges with one of the AT-hooks. 

The presumed high flexibility (based on enhanced fragmentation) of the first AT-hook makes 

it a less likely binding partner to the C-terminus.

Based on the charge-state analysis of fragment ions, predicted protonated residues are shown 

in Figure S9 in red font with gray brackets indicating regions in which a proton may 

be mobile or indicative of multiple proton configurations. In essence, Figure S9 provides 

visualization of the locations of each added proton as the charge state of HMGA2 increases. 

Going from the 7+ to 8+ charge states, for example, there appears to be some shuffling of 

protonation sites, and a lone proton at Arg50 is “replaced” by charges at Arg46 and Lys61 

to accommodate the additional proton. This change is consistent with greater exposure of 

the amino acids in the center of the protein and parallels the enhanced UVPD fragmentation 

in that region (Figure 4B). Additional protonation occurs in the third AT-hook, suggesting 

it too becomes more exposed as HMGA2 unfolds in higher charge states. As the protein 

becomes even more extended and dynamic, as suggested by the larger CCS and enhanced 

fragmentation of the 12+ charge state, the protons are relatively evenly spaced throughout 

the primary sequence, with particular affinity for the highly basic AT-hooks. One proposed 

unfolding scheme of HMGA2 is displayed in Figure S10, which depicts HMGA2 in a 

compact conformation and low charge state (top) with one of the AT-hooks (AT-hook 2, 

although interaction with AT-hook 3 is also likely) in contact with the C-terminal region. 

The conformation extends and CCS increases as the N-terminus becomes more exposed in 
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the intermediate state (middle) until the tertiary interactions involving the C-terminus are 

lost, resulting in a fully unfolded structure (bottom).

ETD is another activation method that is known to provide structural information based 

on cleavage of primarily surface-exposed regions of the protein backbone. However, the 

charge dependence of ETD often limits its utility for native proteins that carry fewer charges 

than denatured ones. ETD was used in the present study to characterize HMGA2 and 

the HMGA2·DNA complexes. Details about the experimental parameters and the resulting 

spectra and sequence maps are provided in the Supporting Information and in Figures 

S11−S14. Briefly, ETD resulted in moderate sequence coverage (34−52%) of apo-HMGA2 

species; however, ETD of the HMGA2·DNA complexes resulted in few backbone cleavages, 

limiting structural characterization. Only three holo-fragments from the HMGA2·DNA22 

complex were identified (shown in Figure S14B), which support the UVPD findings. Owing 

to the insufficient insight offered for the HMGA2·DNA complexes, ETD was not pursued 

further.

Increasing Noncovalent Interactions upon Binding to DNA Suppresses UVPD 
Fragmentation of HMGA2.

UVPD was employed to probe the structures of HMGA2· DNA complexes as done for 

apo-HMGA2. The vast change in size and degrees of freedom of apo-protein relative to 

the protein−DNA complexes warranted consideration of normalization of laser energy, as 

discussed in the Supporting Information. Ultimately, the same laser pulse energy (3 mJ) was 

used for analysis of HMGA2 as for the HMGA2·DNA complexes because as the size and 

number of chromophores of the complex increases, so does its photoabsorptivity. As shown 

in Figure S15, DNA itself absorbs 193 nm photons and undergoes UVPD, although not 

quite as efficiently as proteins based on the precursor ion depletion measurements shown in 

Figure S16. It is unknown how much this precursor depletion is affected by the higher order 

structure of the hairpins in addition to photoabsorptivity of the ion. Therefore, normalization 

of laser energy was not undertaken.

The UVPD mass spectra of HMGA2·DNA complexes in Figure S3 were used to generate 

maps of backbone cleavages that result in apo-fragments (sequence ions that do not retain 

DNA, Figure S17) or holo-fragment ions (ones that retain DNA, Figure 5). Overall, the 

abundances of apo fragment ions are greater than those of holo fragment ions for the 

HMGA2· DNA complexes. Evident in Figure S17 and Figure 5 is that UVPD of the 

HMGA2·DNA complexes exhibits more prominent backbone cleavage throughout the N-

terminus of HMGA2 than throughout the rest of the protein. Suppression of backbone 

cleavages throughout the midsection is distinct (Figures 5 and S17), presumably owing 

to networks of noncovalent interactions with DNA that stabilize the complexes and curb 

separation and release of fragment ions. Finally, some notable fragmentation of the C-

terminal region is observed for the HMGA2·DNA complexes, a feature not noted upon 

UVPD of apo-HMGA.

Direct comparisons of the fragmentation patterns of apo-HMGA2 (8+) relative to the 

summed total of apo- and holo-fragments from HMGA2·DNA22 (8+) and HMGA2·DNA50 

(10+) are shown as difference plots in Figure 6A,B, respectively. Comparison of these 
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selected charge states was considered appropriate because they are consistently the most 

abundant and thus represent the greatest population of conformations of compact structures 

present in solution. The 7+ apo-HMGA2 species is also dominant, and the fragmentation 

patterns of this charge state are also compared to HMGA2·DNA22 (8+) and HMGA2·DNA50 

(10+) in Figure S18, revealing trends similar to those in Figure 6. An overall suppression 

in the abundance of sequence ions is observed for the HMGA2·DNA complexes relative 

to HMGA2, occurring primarily between residues 21 and 73 (Figure 6), and is shown 

as negative values beginning at the first AT-hook, spanning the second AT-hook, and 

terminating at the third AT-hook. This is consistent with previous reports that all three 

AT-hooks are capable of binding to AT-rich DNA.5,6 As illustrated in Figure S17, the overall 

fragmentation efficiency of the third AT-hook region is similar. The greater suppression of 

fragmentation of the first and second AT-hooks relative to the third suggests preferential 

binding of DNA to these regions of the HMGA2· DNA complexes, which is supported by 

a previous study in which AT-hooks 1 and 2 induced greater thermal stability of DNA22 

(referred to as FL876) than did AT-hook 3.6 This does not discount any DNA binding to 

AT-hook 3, and it is likely that all three binding modes for both DNA hairpins exist in 

equilibrium in solution. That is, DNA22 may be bound to either AT-hook 1, 2, or 3 and 

DNA50 may be bound to AT-hooks 1 and 2, 1 and 3, or 2 and 3.

Fragmentation of the C-terminus region, though generally sparse, is in fact more prominent 

for the HMGA2·DNA complexes than for apo-HMGA2, demonstrated by positive values 

between residues 88 and 101 in Figure 6 (and notable in Figure S17). The more efficient 

release and detection of these C-terminal sequence ions suggests a decrease in noncovalent 

interactions in that region of the protein. This interesting result supports two complementary 

postulates: (1) the acidic C-terminus interacts with one or more of the AT-hooks when they 

are unoccupied in apo-HMGA2 and (2) the DNA hairpin binds to one or more AT-hooks, 

mitigating their interactions with the C-terminus. The N-terminus of HMGA2 also exhibited 

increased photofragmentation, suggesting it too is flexible when bound to DNA.

Holo-Sequence Ion and Charge Site Analysis Aids Localization of Binding Sites.

The ability of a protein to maintain noncovalent interactions with ligands after activation 

and cleavage of covalent bonds is a recognized hallmark of UVPD.31,32 Maps of the 

backbone cleavages that lead to identified holo-sequence ions of HMGA2 are shown in 

Figure 5. The abundances of these holo-fragments, however, are approximately 10 times 

lower than the apo-fragments (Figure S17), an outcome that is unsurprising considering that 

many holo-ions may disassemble, releasing the DNA ligand to generate apo-ions during 

IVR if not produced promptly from precursors in excited electronic states. All of the 

holo-fragments correspond to very large ions typically containing 70 or more amino acids, 

meaning they span nearly the entire protein sequence and thus maintain sufficient structure 

and noncovalent interactions to retain the DNA and be successfully detected. A segment 

of identified holo-sequence ions is displayed in the inset of Figure S3A. C-Terminal holo-

fragments extending from residues 34 to 25 and N-terminal holo-fragments from residues 45 

to 72 suggest preferential binding of DNA22 to AT-hook 2 (Figure 5, most notably 9+ and 

10+) and that DNA binding to the AT-hooks 1 and 3 is less prevalent. These results support 
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the observation of DNA binding in the center of the protein as noted based on the greater 

suppression of fragmentation observed in Figure 6.

Charge-site analysis was performed for HMGA2·DNA complexes with results shown in 

Figures S19 and S20. The limited sequence coverage of the HMGA2·DNA complexes leads 

to incomplete assignment of protonation sites but can still provide insight into the exposure 

of basic residues in HMGA2. The majority of protons on the HMGA2·DNA22 complex are 

concentrated at the N-terminal half of the protein, suggesting it maintains some degree of 

exposure of basic residues although it is generally more structured relative to the apoprotein 

(Figure 6). As summarized schematically in Figure S20, the second and third AT-hook 

regions each possess just one proton for the 8+ and 9+ charge states of HMGA2·DNA22, 

which is relatively deficient in charge considering the highly basic nature of the AT-hooks. 

The deficiency of charge in AT-hook 3 was determined based on the lack of any charge 

increase for x20
2+ to x29

2+ ions in the AT-hook3 region for different charge states of 

HMGA2·DNA50, suggesting that AT-hook 3 does not sequester more than a single proton. 

As the charge of the complex increases, AT-hook 3 is eventually protonated, followed by 

AT-hook 2. These data taken into consideration with the results presented in Figure 6A 

suggest that the second AT-hook is most likely involved in binding DNA22 and, therefore, 

less available to capture and retain charge during ESI. The two AT-rich regions of DNA50 

allow it to bind to the second AT-hook of HMGA2 in addition to either the first AT-hook, 

supported by suppressed UVPD fragmentation (Figure 6B), or the third AT-hook, accounting 

for the sparsity of protons between residues 45 and 81 (Figures S19C,D and S20B). These 

results are consistent with previously published solution studies showing that two AT-hooks 

can simultaneously bind to the AT-rich DNA substrate.7,8 Moreover, salt-dependent studies 

showed that electrostatic interactions are the dominant force for the binding dynamics of 

HMGA2 and the AT-rich DNA substrate.8 Thus, binding dynamics may change in different 

salt conditions than carried out in this experiment. It is of note that some binding isomers 

(i.e., DNA22 bound to either AT-hook 1, 2, or 3) may exist in different charge states due 

to differences in conformations and subsequent protonation sites, contributing to different 

fragmentation patterns. Additionally, existence of the various isomers in the same charge 

state convolutes interpretation of the data.

CONCLUSION

The structural characterization of mammalian high mobility group protein AT-hook 2 using 

traditional methods is elusive due to its categorization as an intrinsically disordered protein. 

However, utilization of native mass spectrometry coupled to ion mobility spectrometry 

and UVPD has provided insights into the broad conformational landscape adopted by 

HMGA2. The range of compact to extended structures was observed using ambient drift 

tube IMS and maintained in the gas phase as confirmed using transient decay analysis. 

These structures were characterized using UVPD, the results of which support the presence 

of higher order interactions between the acidic C-terminal region of HMGA2 with the 

highly basic AT-hooks (most likely AT-hook 2) of the compact conformations, leaving the 

N-terminus relatively more exposed and flexible. These salt bridges are not maintained 

in the extended structures of apo-HMGA2 as suggested by the increase in the number 

of protonated residues and fragmentation throughout the AT-hook regions. The structural 
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heterogeneity of HMGA2 decreased upon binding a DNA hairpin, which acted to stabilize 

HMGA2 and enhance organization to more compact structures as suggested by the relatively 

small TDACCS values observed for the HMGA2·DNA22 complex and the suppressed UVPD 

of both protein·DNA complexes. The hairpins displaced the acidic C-terminus by binding 

preferentially to AT-hook 2 as supported by an increase in fragmentation at the C-terminal 

tail of HMGA2, a concurrent decrease in fragmentation throughout the middle of the protein 

sequence, and the presence of DNA-containing holo-fragment ions extending to AT-hook 

2. AT-hooks 1 and 3 may also be involved in binding DNA50 according to suppressed 

fragmentation and protonation of those regions, respectively, corresponding with previous 

reports demonstrating that all three AT-hooks are capable of binding DNA and that DNA50 is 

capable of occupying more than one AT-hook at a time. The two mass spectrometry methods 

used in the present study, IMS-MS and UVPD-MS, have demonstrated the ability to uncover 

structural features difficult to discern for intrinsically disordered proteins.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
Sequences of (A) HMGA2 and the DNA hairpins, (B) DNA22, and (C) DNA50. HMGA2 

sequence shows the negatively charge C-terminus (blue) and three AT-hook DNA binding 

regions (red). The underlined residues represent the conserved core of each AT-hook. The 

AT-rich domains of the DNA hairpins are outlined in red.
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Figure 2. 
Native ESI mass spectra generated from 10 mM ammonium acetate solutions containing (A) 

HMGA2, (B) HMGA2·DNA22 (green), and (C) HMGA2·DNA50 (blue).
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Figure 3. 
(A) CCS distributions obtained from an ambient drift tube operated in a FT mode prior 

to entrance into the Orbitrap mass spectrometer. (B) Peak DTCCSs; values for the 9+ 

and 10+ charge states of apo-HMGA2 are omitted because broad distributions in (A) 

are not adequately represented by single values. CCS values based on transient decay 

measurements in the Orbitrap mass analyzer (TDACCS) are shown in (B) HMGA2 and (C) 

HMGA2·DNA22.
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Figure 4. 
(A) Distribution of backbone cleavages at each residue in the primary sequence of HMGA2 

for the 7+ through 12+ charge states based on the summation of N- and C-terminal ions 

generated from UVPD using a single 3 mJ laser pulse. (B−F) Difference in normalized 

abundances of sequence ions arising from backbone cleavages generated upon UVPD of 

HMGA2, 8+ through 12+, relative to the 7+ charge state. Positive values indicate regions 

of enhanced backbone cleavages for the higher charge state of HMGA2 relative to the 

7+ charge state; negative values indicate a suppression of backbone cleavages relative to 

the 7+ charge state. Residues encompassed in the dashed black boxes denote the three 

AT-hook regions. Error bars are equivalent to the standard deviation of normalized sequence 

ion abundances across replicates. Only differences that are statistically different at a 98% 

confidence level are shown and insignificant difference are omitted, represented as “zero” 

values.
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Figure 5. 
Distribution of backbone cleavages at each residue in the primary sequence of (A) 

HMGA2·DNA22 (7+ through 13+ charge states) and (B) the HMGA2·DNA50 complex 

(10+ charge state) based on holo (DNA-containing) fragment ions generated by UVPD 

using a single 3 mJ laser pulse. Residues encompassed in dashed black boxes denote the 

three AT-hook regions. Error bars are equivalent to the standard deviation of replicate 

measurements. Only holo-fragments containing the entire DNA are considered. N-terminal 

and C-terminal fragments include a/b/c and x/y/z ions, respectively. The corresponding 

distribution of backbone cleavages resulting in apo fragment ions (ones that do not retain the 

DNA) is shown in Figure S17.
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Figure 6. 
Differences in normalized abundances of sequence ions arising from backbone cleavages 

generated upon UVPD of HMGA2 (8+) relative to all UVPD sequence ions (i.e., the sum 

of apo- and holo-fragments) of (A) HMGA2·DNA22 (8+) and (B) HMGA2·DNA50 (10+). 

Positive values indicate regions of enhanced backbone cleavages for the HMGA2·DNA 

complex relative to the apoprotein; negative values indicate a suppression of backbone 

cleavages. Residues encompassed in dashed black boxes denote the three AT-hook regions. 

Only differences that are statistically different at a 98% confidence level are shown, and 

insignificant difference are omitted, represented as “zero” values.
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