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Rapid advances in automated methods for extracting 
large numbers of quantitative features from medical 

images have led to an explosion of publications explor-
ing combinations of features as imaging biomarkers for 
diagnosis, clinical prognosis, treatment selection, or other 
decision support (1,2). Radiomics is a term used to de-
scribe both the automatic conversion of medical imaging 
data to quantifiable features and the quantified features 
themselves; these features may include well-known im-
aging descriptors, such as Hounsfield units, or more ex-
ploratory features such as gray-level texture or machine 
learned features. However, a sobering consideration is that 
only a small fraction of quantitative imaging biomarkers 
is clinically adopted. Moreover, to our knowledge, there 
are no radiomic signatures that are identified by way of a 
high-throughput pipeline in widespread clinical use (3–5). 
Despite the great promise it holds, radiomics research is 
susceptible to hidden obstacles (Fig 1).

While considerable progress has been made in radiomic 
biomarker taxonomy and standardization (6–8), com-
mensurate attention has not been paid to the design and 
conduct of radiomic studies for imaging biomarker discov-
ery. As a result, many published studies harbor systematic 
biases or do not include sufficient information for readers 
to interpret findings in an appropriate context (9). Herein, 
we discuss study design and statistical analysis consider-
ations for radiomic studies, drawing from our recent expe-
rience as collaborating statisticians and computer scientists 
and as reviewers for journals such as Radiology. It is not 
our intention to provide an in-depth review of technical 
radiomic features (eg, gray scale and bin width); we refer 
readers elsewhere for that (7,10–14). We do not provide 

a comprehensive list of sources of bias and variability or 
a ranking of their impact. Instead, our aim is to highlight 
common pitfalls that we have observed in the design and 
statistical analysis of radiomic studies and to suggest ways 
to potentially circumvent them. Our goal is to facilitate 
high-quality results with the potential for widespread posi-
tive impact on patient care.

Study Design Considerations
Radiomic analyses require the availability of patient im-
ages acquired as part of clinical practice or a clinical trial. 
These analyses are susceptible to several different biases 
(Table 1), because systematic error in the research process 
can lead to erroneous conclusions. Bias may be minimized 
by careful study design, calculating sample size to yield suf-
ficient power to detect clinically meaningful differences, 
and prespecification of hypotheses, research objectives, the 
nature and sources of variables of interest, potential con-
founders, and appropriate analysis (Tables 2–4). Best prac-
tices for design, conduct, and analysis are well developed 
for diagnostic, prognostic, and predictive models and are 
applicable to radiomic studies (15–22). In the paragraphs 
that follow, we alert readers to design choices that occur 
frequently and lead to bias.

Definition of Outcome
The primary outcome of interest should be defined at 
study onset. In analyses evaluating accuracy, the outcome 
is typically an abnormal condition assessed with a refer-
ence standard. In radiomic analyses where there may be no 
reference standard, the outcome may be the presence of an 
abnormal condition either at the time of imaging or at a 
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colorectal cancer who were enrolled in a clinical trial compar-
ing irinotecan, 5-fluorouracil, and leucovorin (FOLFIRI), 
alone or in combination with cetuximab. Scans from baseline 
(pretreatment) and 8 weeks after randomization (on-therapy 
scans) were divided into training and validation data sets. After 
comparing the signature with known predictors of sensitivity 
to FOLFIRI plus cetuximab, KRAS mutation status and the 
8-week change in tumor burden, the authors concluded that 
their radiomic signature outperformed the other known pre-
dictors. Notably, if they had used progression-free survival as 
the outcome rather than overall survival, incorporation bias 
could have been introduced into the analysis. Progression-free 
survival is determined from CT scans, as are both the radiomic 
signature and 8-week change in tumor burden, potentially in-
ducing a correlation between the predictors and the outcome, 
while the KRAS mutation status predictor would not be subject 
to the same induced correlation.

Selection of Images for Inclusion
The selection of images to be used, both for training and validat-
ing a radiomics model, requires careful consideration.

Some outcomes, such as histologic diagnosis, are only assessed 
for a subset of patients, based in part on clinical interpretation of 
imaging results. Limiting the study to these patient images results 
in verification bias (Tables 1, 2), which is a missing data problem 
that may lead to estimates of sensitivity that are too high and 
estimates of specificity that are too low, or in extreme cases, the 
inability to directly estimate sensitivity and specificity (15,26). 
Different study designs have been suggested to avoid this bias, 
and there are several proposed bias-correction methods when 
verification bias is deemed unavoidable (22,28–31).

future point, such as with overall or progression-free survival. We 
use the word “outcome” to refer to both the reference standard in 
accuracy studies and the condition of interest when there is no 
reference standard.

Outcome assessment should not rely on information from 
the modality from which the imaging features are extracted to 
avoid incorporation bias (23–26). This bias is greatest when 
the outcome is identified solely from the same image from 
which the features are measured, and one or more of the fea-
tures are vital for identifying the condition. However, bias 
may still be present if a subsequent image from the same mo-
dality is used or if the features under study play less of a role 
in identifying the condition. Intuitively, the magnitude of 
bias will be related to the magnitude of correlation between 
the features and the condition.

Dercle et al (27) developed a radiomics signature for pre-
dicting overall survival using CT images in 667 patients with 

Summary
This review highlights biases and inappropriate methods used in 
radiomic research that can lead to erroneous conclusions; addressing 
these issues will accelerate translation of research to clinical practice 
and have the potential to positively impact patient care.

Essentials
 n Many radiomic research studies are hindered by systematic biases.
 n In addition to ongoing initiatives for standardization, improve-

ments in study design, data collection, rigorous statistical analysis, 
and thorough reporting are needed in radiomic research.

 n Insight into potential problems and suggestions for how to cir-
cumvent common pitfalls in radiomic studies are provided.

Figure 1: Diagram illustrates how the potential of radiomics can be weighed down by multiple sources of bias and variability 
that are often overlooked and require careful consideration for the field to be successful. Radiomics analysis has shown promise for 
generating imaging biomarkers, which is well described in the literature.
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Kontos et  al (32) analyzed mammograms obtained from 
routine breast cancer screening using unsupervised clustering to 
identify four radiomic phenotypes of mammographic parenchy-
mal complexity. To evaluate whether these radiomic phenotypes 
were associated with improved cancer detection, the authors 
analyzed scans from a separate case-control study that included 
women at high risk of breast cancer who were diagnosed with 
breast cancer. If the case-control study included only women for 
whom a biopsy result was available, their results would be subject 
to verification bias.

Discovery studies exploring new feature combinations often 
use a case-control design (33). If the included patients (cases) 
have severe, overt disease or their health conditions are more ob-
vious, or the healthy patients (controls) are atypically healthy, 

spectrum bias is likely present. Also referred to as case-mix bias, 
spectrum bias is not limited to case-control studies and can lead 
to estimates of accuracy metrics that are too high (23). Because 
Kontos et al (32) defined their cases to be women at high risk 
of breast cancer (because of BRCA1 or BRCA2 mutation or a 
history of chest radiation, for instance), their analysis may be 
subject to spectrum bias, while the clinical trial data reported by 
Dercle et al (27) are less likely to overestimate performance of 
radiomics-derived predictors. (Note, however, that Kontos et al 
avoid possible spectrum bias in defining the radiomic phenotype 
by performing unsupervised clustering in the routine screening 
population without regard for outcome availability.)

We make the distinction here between spectrum bias and 
spectrum effect, where the latter is defined as the variation in 

Table 1: Frequent Sources of Variability and Bias in Radiomic Analyses

Type Description
Study design
 Incorporation bias (23–25) The outcome uses information from the images being analyzed

Example: Predicting the outcome from CT images where the outcome is defined by radiologists from 
CT imaging

 Verification bias (15,26) Analysis only includes cases where the outcome is ascertained, which is a nonrepresentative subset of the 
population of interest

Example: Only including patients with biopsies where the decision to biopsy is determined based on 
imaging

 Spectrum bias (23) Study data are not fully representative of the population of interest 
Example: Model developed using only extreme cases (eg, very sick and/or very healthy individuals)

Image acquisition and processing
 Scanner variability* Scanner manufacturer, model, and/or calibration differences affect feature values

Example: CT images obtained using different kilovoltage peaks, milliampere-seconds, and 
reconstruction algorithms result in poor reproducibility of features (76)

 Image analysis variability* Variability arises when different filters, thresholding, etc give different results
Example: Texture features vary based on the discretization method (ie, fixed bin width or fixed number 

of bins) (77)
 Operator variability* Manual or semiautomated segmentation affects feature measurement

Example: Inter- and intraoperator variability exists in manual contours; this variability is also influenced 
by the disease site (78) and existing clinical contour guidelines

 Software variability* Feature measurement of the same region of interest in the same scan can give different results
Example: Hand-engineered features calculated on a different software platform, or with a different version 

of the same software, can have different values (79,80), despite compliance with accepted standards
Statistical analysis
 Bias due to overfitting (65) Model captures spurious associations in the training data, in addition to associations that would be 

replicated in similar data sets
Example: A model captures random variation (noise) in the training data and appears to perform well 

but does not work well in independent validation data
 Optimistic performance  

bias (43,81)
Evaluating the algorithm on the same data that was used to build or optimize the algorithm
Example: A model is developed to optimize performance in the training data or model performance is 

assessed using both training and validation data
 Bias from exclusion of 

indeterminate or missing 
feature data

Ignoring images with missing feature measurements in analyses may lead to biased assessments of 
the features and the algorithm’s performance, as well as decreased generalizability of the algorithm 
(15,59)

Example: Texture analysis requires a sufficient number of pixels for extracting features; in patients with 
multiple tumors, small tumors cannot be measured

Note.—“Outcome” refers to both the reference standard in accuracy studies and the condition of interest when there is no reference 
standard.
* When measurements are made under identical conditions, this variability quantifies repeatability. When the conditions under which the 
measurements are made differ (eg, different scanners, acquisition parameters, or operators), this variability quantifies reproducibility (6).
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performance in different populations (34). While not neces-
sarily a bias in the statistical sense (where an estimate is biased 
if its expected value does not match the true value of the cor-
responding parameter), it is an important aspect of study de-
sign to consider, especially in the context of lack of diversity 
in medical research (35–38). As has been pointed out, analy-
ses of data sets restricted to patients from a single institution 
may not be generalizable (32,39). Spectrum effects may be re-
lated to catchment populations and institutional procedures 
for treatment and supportive care; radiomics studies may 
also demonstrate spectrum effects introduced by differences 
in scanner hardware, scanning protocols, and image analysis 
protocols (Tables 1, 2).

Finally, when more than one image per patient is available 
for analysis, the study design should take into account that these 
images are not completely independent, and, therefore, do not 
increase the sample size and study power in the same way that 
adding completely independent images (patients) would. Spe-
cialized statistical analysis methods are required to account for 
within-patient correlation introduced by assessment of patients 
at multiple time points or with multiple lesions (40–42).

Training and Validation Data Sets
Appropriate division of data for training and validation of mod-
els according to radiomic features is needed to avoid optimistic 
performance bias (Tables 1, 2) (43). There are different ways this 
division is handled in practice. For instance, Eslami et al (39) 
divided CT scans from 624 participants in the Framingham 
Heart Study into training and validation data sets to develop a 
radiomic-based risk score characterizing coronary artery calcium. 
Using a composite outcome consisting of all-cause mortality, 
nonfatal ischemic stroke, or myocardial infarction, the authors 
found that adding the radiomic-based risk score to a model con-
taining known predictors of cardiovascular events, including a 
well-established measure of coronary artery calcium, resulted in 
substantial improvement in identifying high risk individuals.

When designing a radiomics analysis, independent and mu-
tually exclusive data sets should be used as follows:

Training data are used for data exploration, feature selection, 
hyper-parameter selection, and model development. Training 
data may be further divided into subsets, such as test data for 
model discovery and tuning data for model revisions or hyper-
parameter selection. Eslami et al (39) used a “discovery” training 

Table 2: Methods to Prevent Sources of Variability and Bias in Radiomic Analyses

Type Prevention
Study design
 Incorporation bias (23–25) Exclude the index images and imaging modality from the definition of the outcome
 Verification bias (15,26) 1. Ensure the outcome is evaluated for all patients, or

2. Ascertain the outcome on a random sample of patients, and/or
3. When analyzing data, use statistical methods developed for correction of verification bias (22,28–31)

 Spectrum bias (23) Ensure study data are generalizable to the population of interest; perform external validation on different 
data sets within the population of interest

Image acquisition and processing
 Scanner variability*
 Image analysis variability*
 Operator variability* 
  

There are no prevention methods for these issues; these are open areas of research. We suggest the following:
1. Design controlled experiments to fully characterize the variability
2. Control for scanner effects when analyzing the data
3. Reduce and correct the variability to ensure results are generalizable
4. Validate models on another institution’s data

 Software variability* 1. Use consistent software pipelines
2. Use open-source software or release source code publicly
3. Adopt standardized feature sets (eg, Image Biomarker Standardization Initiative [52])
4. Benchmark comparison, if not using the standard

Statistical analysis
 Bias due to overfitting (65) 1. Reduce the number of imaging features being studied

2. Ensure sample sizes are large enough to preclude spurious correlation, including in subgroups of interest
3. Use a resampling method such as cross-validation
4. Use a penalized regression method to build the algorithm
5. Evaluate the algorithm on an independent data set

 Optimistic performance  
bias (43,81)

1. Use an entirely independent data set to evaluate the algorithm
2. In the absence of independent validation data, use cross-validation

 Bias from exclusion of  
indeterminate or missing  
feature data

1. Disclose characteristics and amount of indeterminate and missing data
2. Evaluate associations among missingness and values of the outcome and other features
3. Perform sensitivity analyses treating missing features as positive and then as negative for binary features

Note.—“Outcome” refers to both the reference standard in accuracy studies and the condition of interest when there is no reference 
standard.
* When measurements are made under identical conditions, this variability quantifies repeatability. When the conditions under which the 
measurements are made differ (eg, different scanners, acquisition parameters, or operators), this variability quantifies reproducibility (6).
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data set with repeated cross-validation to select parameters in a 
random forest model.

Validation data are used to assess performance of a model 
that was “locked down” (no changes in feature selection, data 
set–specific standardization, or model parameters) using training 
data. External validation is preferred and uses independent and 
distinct data (eg, from a different institution). Internal valida-
tion uses hold-out data sets from the same source as the training 
data, although separated from training data by random selec-
tion or a different date range (44). When hold-out data sets are 
impractical due to modest sample size, cross-validation can be 
used to assess model performance. However, the cross-validation 
design must be prespecified to avoid selecting a model based on 
performance of validation with different k-folds. Because feature 
selection is likely performed within each cross-validation step, 

another design prespecification should outline how to select final 
model features when they are not consistently chosen in each 
cross-validation subset (45).

Image Analysis Considerations
All biomarkers, whether developed from plasma, tissue, im-
aging, patient-reported data, or in combination, face poten-
tial sources of bias due to assay methodology and analysis. 
Unique to radiomic analyses are the errors and biases that 
may arise during image acquisition, processing, and imaging 
feature quantification (Tables 1, 2) (46–51). Standardization 
of workflow components (7,52) supports the reproducibility 
needed to move beyond discovery and into clinical practice 
and was demonstrated by Eslami et al (39) through their use 
of PyRadiomics, an open-source radiomics platform that fol-

Table 3: Examples of Potential Pitfalls in Radiomic Analyses

Pitfall Example
Collinearity among features Radiomic features can be related to tumor volume; the feature “entropy” is the characterization of 

heterogeneity in the tumor region—the larger the tumor region, the greater the heterogeneity, and 
the higher the entropy. If the primary interest is in evaluating the association between entropy and the 
outcome, collinearity would be introduced by including tumor volume in the model and might lead 
to missing an association between entropy and the outcome

Ignoring a relationship between 
features and standard 
prognostic variables

A radiomic feature signature is developed with a strong association to outcome without considering 
disease stage. The radiomic signature is highly correlated with stage, but this association is not 
examined. When stage is added to a model with a radiomic signature, the signature is still statistically 
significant, which leads to the incorrect conclusion that it is an “independent predictor” of the 
outcome

Some aspect of the model 
is constructed using the 
validation data set

Feature selection is performed on the entire data set. Patient data are then split into training and 
validation sets to combine the features and to build and validate the model. If, for instance, 
parameters for feature normalization are re-estimated in the validation data set, the association 
between the features and the outcome will be overestimated and estimates of the model performance 
will appear better than they are

Imaging differences (imaging 
protocol variations or 
artifacts) affect feature 
measurement and may be 
associated with clinical 
factors relevant to the 
outcome

Heavier patients are imaged with different protocols (increased milliampere-seconds, kilovoltage peak, 
and contrast material dose) and the difference in protocols affects feature values. If the features are not 
associated with poor patient outcome, but body mass index is, failing to adjust for body mass index 
in the model could result in incorrectly finding an association between the features and the outcome. 
Another example is when stents are used to relieve jaundice in patients with advanced pancreatic 
cancer, causing artifacts on CT images that affect radiomic feature measurements. The CT features are 
only weakly associated with patient outcome, but in a model that does not adjust for the presence of a 
stent they could have a spurious association with outcome

Including multiple observations 
from the same patient and 
failing to account for the 
within-patient clustering

Analyses use multiple images from the same patient or multiple sections from the same image to evaluate 
the association between a feature and outcome but treat the feature measurements as though they are 
independent (from different patients or images). Although the estimated association (eg, odds ratio) 
correctly reflects the true magnitude, the results incorrectly suggest that the association is statistically 
significant

Failure to properly account for 
censoring with time-to-event 
data

A classification is based on “survival” or “1-year survival” when not all survivors are followed for a full 
year. Common strategies such as (a) excluding survivors without full follow-up, (b) counting patients 
who are without full follow-up as events (deaths); and (c) counting patients who are without full 
follow-up as 1-year survivors will each bias estimates of associations between features and survival, 
potentially leading to inaccurate clinical conclusions

Multiple cutoff values are 
evaluated to find the optimal 
cutoff for categorizing the 
continuous model values

Cutoffs are chosen in a single radiomic feature or combinations of features to maximize performance. 
With use of the same data, performance is compared with that of known diagnostic tools that have 
predefined cutoffs. The results likely would incorrectly show that the features with study-specific 
dichotomization perform better than the known diagnostic tools with prespecified dichotomization

Failure to appropriately account 
for multiple testing

When many features are extracted from very few images and the association of each feature with the 
outcome is separately tested using P  .05 for model development, there may be a large number of 
features falsely identified as useful and belonging in the model, resulting in overfitting
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lows suggested feature definitions. However, standardization 
is not always feasible, most notably in clinical image acquisi-
tion (7,50,53,54). Within clinical trials, well-defined patient 
cohorts and a standardized protocol permit precise biomarker 
development and exploration of causation. Translation to clin-
ical practice will require thorough testing to identify and ac-
count for spectrum effects and to ensure that radiomics-derived 
measures are robust to data acquisition protocols. These ef-
forts will additionally require broad access to large quanti-
ties of images available from real-world data, with clinical 
annotation.

Statistical Analysis Considerations
Statistical analysis of radiomic features often involves multi-
ple steps, including one or more of the following: dimension 
reduction, feature selection, model building (or classifica-
tion), selection of a risk-stratification threshold, fine-tuning 
of model components, internal validation, and external vali-
dation (55–58); bias may arise at multiple points in this pro-
cess (Tables 1–4).

Exclusion of Indeterminate or Missing Data
Exclusion of missing outcome or feature data from 
analysis can lead to bias, especially when the reason 
the feature could not be quantified or extracted is di-
rectly related to the feature or the outcome (15,59). 
All three of the aforementioned examples (Dercle 
et al [27], Kontos et al [32], and Eslami et al [39]) 
excluded poor-quality images or images with artifacts 
and are, therefore, susceptible to resultant bias. This 
type of image exclusion is very common practice 
across radiomic studies and is an inherent challenge 
when quantitatively assessing images. Additionally, 
the impact of image quality on radiomic features is an 
active and important area of study (60–63).

Overfitting
Overfitting refers to the situation when a model 

or classifier is highly optimized for a particular data set, con-
sequently captures noise, and then fails to work well in other 
data sets either by over- or underestimating risk of the patient 
outcome (64,65). This results in poor model performance met-
rics, such as low values for the area under the receiver operating 
characteristic curve. Despite a high level of awareness in the ra-
diomics literature (1), bias due to overfitting is still commonly 
observed. Overfitting is most likely to occur when the study 
sample size is small relative to the number of imaging features 
evaluated and can also occur in cases where only a small num-
ber of imaging features are included, particularly if they are only 
weakly associated with the outcome (64,66). In all three of our 
stated examples (27,32,39), the authors aimed to minimize over-
fitting by including a relatively large number of patients and re-
ducing the number of features that were used.

Multiple Testing
In radiomics, multiple testing is widely recognized as problematic 
and occurs when many radiomic features are examined without 
prespecified hypotheses or a method for minimizing false discovery 

Table 4: Possible Consequences of Pitfalls in Radiomic Analyses

Pitfall Possible Consequences
Collinearity among features Inflated estimates of standard errors for each feature; decreased power 

(increased type II error) to detect associations between features and 
outcome; instability of regression coefficients

Ignoring a relationship between features and standard prognostic 
variables

Confounding; incorrect estimates of the association between the features 
and outcome

Some aspect of the model is constructed using the validation data set Overestimation of association between features and outcome; estimates of 
predictive performance are biased in the optimistic direction

Imaging differences (imaging protocol variations or artifacts) affect 
feature measurement and may be associated with clinical factors 
associated with the outcome

Confounding; incorrect estimation of the association between the features 
and outcome

Including multiple observations from the same patient and failing to 
account for the within-patient clustering

Incorrect estimates of standard errors; invalid confidence intervals and test 
statistics leading to incorrect inference

Failure to properly account for censoring with time-to-event data Incorrect estimates of the association between the features and outcome
Multiple cutoff values are evaluated to find the optimal cutoff for 

categorizing the continuous model values
Overestimation of the association with outcome; inflated type I errors

Failure to appropriately account for multiple testing Inflated type I errors; inclusion of features not associated with outcome

Figure 2: Diagram shows that the expertise required to ensure meaningful results from radiomic 
analysis spans a variety of disciplines. Collaboration and knowledge sharing is essential.
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(67–69). Hidden multiple testing may arise at any of several analy-
sis steps. For example, testing multiple optimal cutoffs for clinical 
decision making is also multiple testing and leads to an increased 
chance of erroneously finding an association (inflated type I error) 
as well as overestimation of effect sizes (67,70). Additionally, when 
there are multiple candidate methods for a step (ie, dimension re-
duction) and none has been shown to be uniformly superior to oth-
ers (55–57,71), exploration of several methods may lead to selecting  
a method based on (spurious) fluctuations in performance in the 
study sample. As for cross-validation, the methodology should be 
prespecified based on careful consideration of study aims, data 
characteristics inherent to the study design, and consequences of 
false-positive and false-negative errors.

Reporting Considerations
It is not always possible to safeguard against all potential sources 
of study bias in radiomics research. Therefore, it is imperative 
that researchers thoroughly report on their imaging data (ie, 
Digital Imaging and Communications in Medicine [DICOM] 
header information), methodology, limitations, and any other 
potential sources of variability. Rigorous reporting enables  
researchers to build on others’ results and protects against 
failed attempts to replicate spurious and overstated results. For  
instance, Eslami et al (39) included a detailed description of their 
methodology in their supplementary material.

Reporting guidelines developed for other research empha-
ses, such as the Standards for Reporting of Diagnostic Accuracy 
(STARD) initiative for diagnostic accuracy studies (16), the 
transparent reporting of a multivariable prediction model for  
individual prognosis or diagnosis (TRIPOD) statement for pre-
diction models (72), and the Reporting Recommendations for Tu-
mor Marker Prognostic Studies (REMARK) for tumor markers 
(73), are required by some journals for relevant articles and have 
many elements that are applicable to radiomic research (74). There 
has been some previous work aiming to establish parallel initia-
tives in radiomics (46,47,75). It will be key to consider aspects 
of study design, data collection, and rigorous statistical analysis 
moving forward.

Discussion
Radiomic analyses are highly susceptible to bias arising from mul-
tiple sources. A unifying theme behind the biases and pitfalls we 
have outlined is that they can all lead to incorrect inference and 
a model that erroneously includes or excludes imaging features 
and, ultimately, performs poorly. While not meant to be an all-
encompassing list, the issues we have highlighted arise frequently. 
Some, such as overfitting and lack of adjusting for multiple test-
ing, are particularly relevant in radiomic studies. Others are is-
sues that may arise equally as frequently in other types of studies 
but have been highlighted here because we have noticed a lack of 
awareness of these issues among investigators conducting radiomic 
studies. All are issues that are broadly applicable to many studies, 
including those where features are derived by the computer using 
convolution neural network (deep) approaches. In any analysis, 
the challenge is to identify the most relevant sources of bias and 
measurement error.

Although software packages to implement analyses are 
readily available and increasingly user friendly, if they are not 
implemented with the necessary expertise or correct guid-
ance, there is a high risk that incorrect conclusions will be 
drawn from the work. The field of radiomics lies at the inter-
section of medicine, computer science, and statistics (Fig 2). 
We contend that to produce clinically meaningful results that 
positively impact patient care and minimize biases and pit-
falls, radiomic analysis requires a multidisciplinary approach 
with a research team that includes individuals with multiple 
areas of expertise.
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