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Developing a consistent deep learning model that 
achieves high performance metrics, such as area under 

the receiver operating characteristic curve (AUC), for com-
puter vision tasks relies heavily on curating a large, diverse 
dataset, an arduous task that can become a limiting fac-
tor in deep learning model creation (1–3). The ability of 
a deep learning model to produce accurate output often 
depends on the quality of the dataset used for model de-
velopment, necessitating deliberate, time-consuming col-
lection and annotation of representative data (1,2). The 
time- and labor-intensive process of manual data curation 
is a well-recognized issue in the creation of deep learning 
algorithms, and automated data curation leveraging natu-
ral language processing (NLP) has been suggested to allevi-
ate the burden imposed by this process (2,4–6).

NLP represents a subfield of artificial intelligence 
that analyzes natural language data, serving as an inter-
section between computer science and linguistics (7–9). 
NLP has proven to be effective in extracting information 
from radiology reports for tasks, including detection of 
critical findings, quality assessment, and annotation and 

generation of datasets. However, these functions often 
use relatively older techniques featuring simple machine 
learning algorithms (“term frequency–inverse document 
frequency”) or convolutional neural networks (“word 
embedding” or “Word2vec”) (3,8,10–12). Bidirectional 
encoder representations from transformers (BERT) is a 
recently developed language representation model based 
on the transformer architecture that has been shown to 
improve outcomes in NLP tasks and maintain stability 
against varying training dataset sizes and class imbal-
ance, potentially offering a means of rapid and accurate 
curation of text-based datasets (3,7,9,13). The ability of 
BERT and other transformer models to outperform more 
traditional NLP models derives in part from an attention 
mechanism and nonsequential processing of input text 
that can capture long-range dependencies (ie, connect-
ing a fact in the first sentence of the first paragraph to 
the last sentence of the last paragraph just as well as the 
second sentence of the first paragraph). This represented 
an improvement over previous recurrent neural network 
and unidirectional models (9,13).
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Purpose: To develop and evaluate domain-specific and pretrained bidirectional encoder representations from transformers (BERT) 
models in a transfer learning task on varying training dataset sizes to annotate a larger overall dataset.

Materials and Methods: The authors retrospectively reviewed 69 095 anonymized adult chest radiograph reports (reports dated April 
2020–March 2021). From the overall cohort, 1004 reports were randomly selected and labeled for the presence or absence of each 
of the following devices: endotracheal tube (ETT), enterogastric tube (NGT, or Dobhoff tube), central venous catheter (CVC), and 
Swan-Ganz catheter (SGC). Pretrained transformer models (BERT, PubMedBERT, DistilBERT, RoBERTa, and DeBERTa) were 
trained, validated, and tested on 60%, 20%, and 20%, respectively, of these reports through fivefold cross-validation. Additional train-
ing involved varying dataset sizes with 5%, 10%, 15%, 20%, and 40% of the 1004 reports. The best-performing epochs were used to 
assess area under the receiver operating characteristic curve (AUC) and determine run time on the overall dataset.

Results: The highest average AUCs from fivefold cross-validation were 0.996 for ETT (RoBERTa), 0.994 for NGT (RoBERTa), 0.991 
for CVC (PubMedBERT), and 0.98 for SGC (PubMedBERT). DeBERTa demonstrated the highest AUC for each support device 
trained on 5% of the training set. PubMedBERT showed a higher AUC with a decreasing training set size compared with BERT. 
Training and validation time was shortest for DistilBERT at 3 minutes 39 seconds on the annotated cohort.

Conclusion: Pretrained and domain-specific transformer models required small training datasets and short training times to create a 
highly accurate final model that expedites autonomous annotation of large datasets.
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train BI-RADS BERT, a biomedically pretrained BERT model 
tasked with classification of reports per information in the Breast 
Imaging Reporting and Data System (ie, BI-RADS) (16). The 
purpose of this study was to develop and evaluate pretrained and 
newer BERT models further trained on varying training dataset 
sizes of chest radiograph reports to annotate a large dataset that 
can be used to train subsequent deep learning models for down-
stream computer vision tasks.

Materials and Methods

Study Sample
This study was approved by the institutional review board 
and designated “exempt” status from full board review with 
waived informed consent on the basis of minimal risk and ad-
equate provisions for maintaining confidentiality. This study 
complied with the Health Information Portability and Ac-
countability Act.

The initial phase of this study involved the retrospective re-
view of 69 095 anonymized chest radiograph reports dated from 
April 1, 2020, through March 31, 2021, from an academic ter-
tiary care center. The dataset consisted of 69 095 adult patients 
(.18 years old), with 31 875 (46%) women, 37 188 (54%) 
men, and 32 (0.05%) who had a gender categorization of un-
known, declined, or nonbinary. With regard to self-reported 
race, the dataset included 43 081 (62%) White, 14 857 (22%) 
African American, 8635 (12%) mixed or unknown, 2261 (3%) 
Asian, 167 (0.2%) American Indian or Alaska Native, and 94 
(0.1%) Hawaiian or Pacific Islander patients. Study reports were 
de-identified and underwent a process of pseudoanonymization, 
which involved replacing patient health information with unique 
identifiers and encrypting the original data. From the overall co-
hort, 1004 reports were randomly selected for the training, vali-
dation, and testing sets and featured 475 (47%) women and 528 
(53%) men. This smaller cohort also featured 613 (61%) White, 
234 (23%) African American, 83 (8.3%) mixed or unknown, 
26 (2.6%) Asian, two (0.2%) Hawaiian or Pacific Islander, and 
one (0.01%) American Indian or Alaska Native patients. The 
remaining 68 061 reports were used only to evaluate inference 
time to determine the resulting algorithms’ total run time.

Terminology
Four primary groups of lines and tubes were designated for this 
study: endotracheal tubes (ETTs), enterogastric tubes (NGTs), 
central venous catheters (CVCs), and Swan-Ganz catheters 
(SGCs), on the basis of categories assigned in a large, publicly 
available chest radiograph dataset (17). Table 1 summarizes 
specific terms in each of the four categories for the purpose of 
training and testing in this study. Reports demonstrated the 
absence of all devices versus a combination of one or more of 
the designated devices.

Ground Truth Labeling
A radiology resident (A.S.T.) with experience in identifying 
tubes and lines on plain radiographs manually annotated 1004 
reports selected randomly from the overall cohort, specifi-

The other major improvement derives from pretraining on 
large unlabeled datasets with subsequent fine-tuning for spe-
cific tasks. For example, one such model, BioBERT, represents 
a BERT model pretrained on biomedical text, including 21.3 
billion words from text on platforms such as PubMed and PMC 
(3). This domain-specific BERT model for biomedical language 
representation demonstrated substantial improvements in sev-
eral performance markers over BERT for biomedical text min-
ing tasks (3). However, the initial creation of domain-specific 
BERT models, such as BioBERT, can require multiple weeks to 
complete because of large training dataset sizes (3). Fortunately, 
pretrained BERT models are publicly available for further trans-
fer learning tasks, reducing the time required for training. For 
example, CheXbert, a biomedically pretrained BERT model 
tasked with chest radiograph report labeling for 14 different 
findings, required 30 minutes for training on ground truth data 
(14). Accordingly, an advantage of using domain-specific models 
is the substantially less time required to fine-tune a pretrained 
model for a specific language modeling task.

Though BERT has been shown to achieve high levels of ac-
curacy in radiology-specific language representation tasks, prior 
studies have required large training datasets containing millions 
of studies (9). Furthermore, even reported pretrained models 
for radiology-specific tasks have required large training sets in 
the order of hundreds of thousands of reports. For example, de-
velopment of RadBERT-CL, a biomedically pretrained BERT 
model tasked with chest radiograph report classification that 
demonstrated improvement over CheXbert, required 301 688 
reports for training (15). Similarly, 155 000 reports from mam-
mography, US, MRI, and image-guided biopsies were used to 

Abbreviations
AUC = area under the receiver operating characteristic curve, 
BERT = bidirectional encoder representations from transformers, 
CVC = central venous catheter, ETT = endotracheal tube, NGT 
= enterogastric tube, NLP = natural language processing, SGC = 
Swan-Ganz catheter

Summary
Pretrained domain-specific and newer transformer models achieved 
high performance using small training datasets and short training 
times, creating a robust final model that expedited autonomous an-
notation of a large dataset.

Key Points
 n Domain-specific and newer transformer models achieved high area 

under the receiver operating characteristic curve values (.0.90) 
with training sets of fewer than 1000 reports in as little as 3 min-
utes 39 seconds with performance comparable to metrics reported 
for older natural language processing techniques.

 n Applying fully trained bidirectional encoder representations from 
transformers (BERT) models for autonomous annotation of ra-
diology reports took as little as 0.005 second per case, compared 
with 20 seconds per case for manual annotations.

 n Domain-specific models (ie, PubMedBERT) consistently outper-
formed the standard BERT model despite progressively decreasing 
training set sizes (P , .05).
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Software and Hardware Information
All model development and testing were performed with Py-
Torch Lightning version 1.3.8 using PyTorch version 1.8.1 
(18). All model development, training, and testing were 
performed on a standard workstation with an Nvidia GTX 
1080ti GPU.

Model Development
PubMedBERT is a domain-specific BERT model trained 
specifically on biomedical text from PubMed abstracts (19). 
DistilBERT features a smaller, faster BERT model trained us-
ing the concept of knowledge distillation (20). RoBERTa is 
a transformer model that was also pretrained on English-lan-
guage text data from sources such as Wikipedia, though using 
a dynamic variation of masked language modeling intended for 
fine-tuning on downstream tasks (21). DeBERTa is a recent 
transformer model that has been shown to outperform Ro-
BERTa, with improvements attributed to using disentangled 
attention and an enhanced mask decoder (22).

The architecture of these pretrained BERT models, including 
structural alterations or training differences from BERT models 
trained on general text, is documented in cited literature. The pre-
trained BERT-derived models were fine-tuned on the institution-
specific, manually annotated chest radiograph reports for the pur-
poses of this study. Training, validation, and testing of the models 
required determining the presence versus absence of each of the 
devices (ETT, NGT, CVC, SGC) as four independent tasks.

The 1004 reports were divided into five folds (n = approxi-
mately 200 per fold), and the distribution of tube presence, gen-
der, race, study class (immediate [ie, stat], inpatient, outpatient), 
and procedure type (two view vs one view) were maintained; 
fold groups were selected by their pseudoanonymized medical 
record number. In this way, no single patient was in two differ-
ent folds. At this specific institution, study class designates the 
ordering providers’ desired examination priority, with associated 
report turnaround goals of 1 hour for immediate, 24 hours for 
inpatient, and 72 hours for outpatient studies.

The pretrained BERT model was initially trained, validated, 
and tested on 60%, 20%, and 20% of the cohort, respectively, 

cally noting the presence or absence of an ETT, NGT, CVC, 
or SGC as determined by the provided lexicon described in 
Table 2. The resident noted the presence or absence of each 
device as denoted on the radiology reports, as the specific task 
in this study required annotation of textual data contained in 
radiology reports. Each radiology report was unique to a given 
study instance and/or accession, without any repeated reports 
in this cohort. The randomly selected reports included both 
structured and unstructured reports. Average time to manually 
annotate each case was calculated by dividing the total number 
of reports (1004) by the total amount of time required to an-
notate all cases.

Table 1: Terminology Used to Describe Each Category 
of Lines and Tubes

Category of Support Device Included Terms

Endotracheal tube Endotracheal tube, ETT, or ET 
tube

Tracheostomy tube
Enterogastric tube Enterogastric tube or catheter

Nasogastric tube or NG tube
Orogastric tube
Dobhoff tube
Feeding tube

Central venous catheter Central venous catheter
Central line
IJ central venous catheter
IJ line or catheter
Subclavian line or catheter
Infusion port or Mediport
PICC line
Quinton catheter
Dialysis or hemodialysis catheter
Trialysis catheter

Swan-Ganz catheter Swan-Ganz catheter or SGC
Pulmonary artery or PA catheter

Note.—IJ = internal jugular, PICC = peripherally inserted 
central catheter.

Table 2: Average AUCs from Fivefold Cross-Validation (Runs 1–5)

Model ETT CVC NGT SGC

BERT 0.98 (0.97, 0.994) 0.99 (0.98, 0.994) 0.99 (0.98, 0.993) 0.98 (0.93, 1.00)
PubMedBERT 0.992 (0.98, 1.00) 0.991 (0.99, 0.997) 0.992 (0.99, 0.996) 0.98 (0.95, 1.00)
RoBERTa 0.996 (0.99, 1.00) 0.99 (0.99, 0.995) 0.994 (0.99, 0.998) 0.97 (0.93, 1.00)
DistilBERT 0.992 (0.98, 1.00) 0.99 (0.98, 0.996) 0.991 (0.99, 0.995) 0.97 (0.92, 1.00)
DeBERTa 0.994 (0.99, 1.00) 0.98 (0.98, 0.99) 0.99 (0.98, 0.994) 0.94 (0.89, 0.98)

Note.—Data in parentheses are 95% CIs. The highest average area under the receiver operating char-
acteristic curve (AUC) values achieved from the fivefold cross-validation were by RoBERTa, RoBERTa, 
PubMedBERT, and PubMedBERT for the endotracheal tube (ETT), enterogastric tube (NGT), cen-
tral venous catheter (CVC), and Swan-Ganz catheter (SGC) categories, respectively. Performances of 
RoBERTa compared with BERT for NGT, PubMedBERT and RoBERTa compared with DeBERTa for 
CVC, and PubMedBERT and RoBERTa compared with DeBERTa for SGC were significantly different 
(corrected P , .05). BERT = bidirectional encoder representations from transformers.
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performance was then validated on the validation set chosen. 
The model state was saved at the end of each epoch if the valida-
tion loss (binary cross-entropy with loss logits) was better than 
previous epochs—that is, weights from the epoch with the lowest 
validation loss were selected for each run. All model parameters 
were eligible for fine-tuning without the restriction of optimiza-
tion to a subset of transformer parameters. The selected epoch 
model state was then run on the test set, and the AUC values 

with validation and testing sets 
designated independently of the 
training dataset through fivefold 
cross-validation. This represents 
runs 1–5, and the average AUC 
of five folds is reported for each 
tube class, which represents out-
puts from model performance on 
only the test set. The validation 
set was used to monitor model 
performance during training, and 
weights from the best-perform-
ing iteration of each model were 
locked prior to the testing step.

Additional training involved 
varying training and validation 
dataset sizes, labeled as runs 6–10, 
selected from the original 1004 
annotated cases, while the testing 
dataset size used for run 5 (208 of 
1004, 21%) was maintained for 
all runs. Varying training set sizes 
represented 40% (401 of 1004, 
run 6), 20% (198 of 1004, run 
7), 15% (149 of 1004, run 8), 
10% (99 of 1004, run 9), and 5% 
(50 of 1004, run 10) of the 1004 
reports. Training and validation set sizes collectively represented 
55% (551 of 1004, run 6), 25% (248 of 1004, run 7), 20% 
(199 of 1004, run 8), 15% (149 of 1004, run 9), and 10% (100 
of 1004, run 10) of the 1004 reports compared with 79% (796 
of 1004) for run 5. Detailed illustrations of the data splitting 
scheme are shown in Figures 1 and 2.

Each training run consisted of 12 epochs, with each ep-
och representing one pass through the entire training set, and 

Figure 1: Flowchart of case selection prior to training and validation. Please refer to Figure 2 for details on varying training size 
sets. CXR = chest radiograph.

Figure 2: Schematic of data splitting for each run. Runs 1–5 featured fivefold cross-validation, alternating folds used for 
training, validation, and testing. Runs 6–10 represent additional runs with varying training dataset size.
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ual annotation by the radiology resident took an average of 20 
seconds per report.

Determining Model Attention
Figure 3 shows an example word importance map of input text 
from the PubMedBERT model with respect to an individual 
classification output task, serving as a heat map–equivalent visu-
alization tool for this particular NLP task. Specifically, the figure 
demonstrates the relative importance of each word on a report 
provided to the pretrained BERT algorithm in classifying the pres-
ence or absence of a given device (24). Highlighted annotation of 
certain words in Figure 3 indicates that the given model provided 
attention over a certain threshold to those words before provid-
ing an output as dictated by the specified task. Review of word 
importance shows the ability of PubMedBERT to derive from its 
domain-specific library, including terms such as “musculoskeletal, 
pneumothorax, mediastinal, pulmonary,” and others. Figure E1 
(supplement) demonstrates an example word importance map 
when one of the models, in this case PubMedBERT, evaluates for 
presence or absence of all four devices as four separate tasks.

Model Performance
Performance metrics from the fivefold cross-validation of the 
pretrained BERT models are summarized in Table 2. Of 1004 
reports used in this study, 358 of 1004 (35.6%) had at least 
one type of tube presented; specifically, 72 of 198 (36.4%), 
65 of 203 (32.0%), 65 of 200 (32.5%), 78 of 195 (40.0%), 
and 77 of 208 (37.0%), respectively, on folds 1–5. The highest 
average AUCs achieved from the fivefold cross-validation were 
0.996 (RoBERTa) for ETT, 0.994 (RoBERTa) for NGT, 0.991 
(PubMedBERT) for CVC, and 0.98 (PubMedBERT) for SGC. 
Results of the DeLong test showed that the performances of 
RoBERTa compared with BERT for NGT, PubMedBERT and 
RoBERTa compared with DeBERTa for CVC, and PubMed-
BERT and RoBERTa compared with DeBERTa for SGC were 
significantly different (corrected P , .05). Table E1 (supple-
ment) shows pairwise corrected P values between model per-
formance for device classification.

Performance metrics from varying training set sizes are shown 
in Figure 4, demonstrating the relationship between AUC ver-
sus training and validation set sizes. Notably, while training on 
just 5% (n = approximately 50) of the overall dataset, DeBERTa 
(matched by DistilBERT for SGC) achieved the highest AUCs 
of 0.91, 0.93, 0.88, and 0.85 on ETT, NGT, CVC, and SGC, 
respectively; this model outperformed all others, with the excep-
tion of identifying SGC, per the DeLong test (corrected P , .05). 
Additional results from the DeLong test indicated that each of 
the newer, pretrained transformer models demonstrated improved 
performance compared with BERT across all runs, with a progres-
sively smaller training set size (P , .05). However, the presence 
of statistical differences varied when comparing the newer trans-
former models. Table E2 (supplement) shows pairwise corrected P 
values between model performance from runs 6–10.

Training and validation time as represented by the aver-
age of the first five runs across five folds was shortest for 
DistilBERT at 3 minutes 39 seconds on the annotated co-
hort, with automated annotation of all 69 095 cases taking 6 

were calculated to assess performance, specifically indicating the 
models’ abilities to detect presence versus absence of each of the 
four devices on the presented radiology reports. The model was 
also applied in inference to the entire cohort (n = 69 095) to as-
sess time-to-run performance. Specifically, model weights were 
locked, and data from the entire cohort were provided as input 
to the model to obtain corresponding outputs without any ad-
ditional training.

The models were optimized using an AdamW optimizer with 
standard initialization and learning rate initialized at 5e-6. A 
learning rate scheduler composed of cosine annealing with grad-
ual warmup was employed, such that the learning rate ramped 
up by 103 to 5e-5 by the second epoch and annealed to 1e-6 
by the 12th epoch.

Statistical Analysis
AUCs from runs 1–5 were averaged from performance on the 
testing set while reporting performance on the full dataset, and 
95% CIs were calculated for the average AUCs. When compar-
ing to the reduced training and validation datasets (runs 6–10), 
only the AUC from run 5 was used, as it was based on the same 
testing dataset. The DeLong test was used to test the statistical 
significance of the difference between the AUC of each model 
(23). Holm test for multiple comparisons was applied to cor-
rect initial P values. All statistical analysis was performed with 
R version 4.0.2 (R Core Team). For all analysis, P less than .05 
indicated statistical significance.

Results

Sample Characteristics
Among the 1004 randomly selected reports, 358 contained at 
least one of the designated lines or tubes; specifically, the re-
ports included 133 ETT (37.2%), 133 NGT (37.2%), 273 
CVC (76.2%), and 39 SGC (10.9%). Folds 1–5 were com-
posed of 198, 203, 200, 195, and 208 cases, respectively. Man-

Figure 3: Example of “sequence classification explainer” from PubMedBERT. 
This figure demonstrates the process of “tokenization,” an automatic process that 
occurs after unprocessed text is introduced to the model. Words represented by 
the pretrained model’s “vocabulary” are maintained in their entirety, while those 
not in the model vocabulary are broken down into fragments that do exist in the 
vocabulary. These fragments are annotated with preceding “##.” Though the frag-
ments do not hold real meaning, the model learns what combinations of the frag-
ments mean through training in context of the text despite absence of these terms in 
the model’s vocabulary. Words are highlighted and color-coded per their positive 
(green), neutral (white), or negative (red) impact on the given task. The resulting 
saliency map provides insight and context for the model’s probability output. High-
lighted annotation of certain words indicates that the model provided attention 
over a certain threshold to those words before providing an output. BERT = bidirec-
tional encoder representations from transformers, NGT = enterogastric tube.
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minutes 15 seconds, in inference. DeBERTa was the slowest 
model, taking 22 minutes 48 seconds for training on the 
annotated cohort and 43 minutes 10 seconds in inference 
to annotate the larger overall cohort. PubMedBERT took 5 
minutes 48 seconds to train and validate, compared with 6 
minutes 20 seconds for BERT. Run times are fully detailed 
in Table E3 (supplement). As suggested in the table, model 
training times demonstrated a positive correlation with the 
number of training parameters, contributing to increased 
training time for RoBERTa and DeBERTa compared with 
the other models.

Discussion
Curation of a large dataset may often become the rate-limiting 
step in the creation of a computer vision tool (1,2). The results 
of this study demonstrate the role of pretrained BERT models 
further trained on task-specific data to rapidly and autono-
mously curate large amounts of data. If we extrapolate from 
the manual human performance time taken to label each of 
the original 1004 studies (20 seconds per case), the total time 
required for the overall cohort of 69 095 studies would be ap-
proximately 384 hours. In contrast, applying the fastest fully 
trained transformer model took 6 minutes 15 seconds (0.005 

Figure 4: Model performance with decreasing training and validation sample size for the four devices: (A) endotracheal tube (ETT), 
(B) enterogastric tube (NGT), (C) central venous catheter (CVC), and (D) Swan-Ganz catheter (SGC). For each device, PubMedBERT 
and newer BERT models outperformed BERT as sample size decreased. DeBERTa demonstrated the best performance for each device at 
5% of the training set size. Relatively high performance was achieved for all models except BERT, with as little as 10% of the original training 
set size. Results from the DeLong test indicated that each of the newer, pretrained transformer models demonstrated improved performance 
compared with BERT across all runs, with a progressively smaller training set size (P < .05). Note: Data points in each line plot appear slightly 
offset toward the right along the x-axis relative to corresponding axis labels to allow for ease of visualization. Actual training and validation 
set sizes are designated on the x-axis as discrete values without continuity between labels. AUC = area under the receiver operating charac-
teristic curve, BERT = bidirectional encoder representations from transformers.
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second per case). Differences between transformer models were 
modest, as the highest-performing model in each device cat-
egory from fivefold cross-validation did not perform differently 
than three of the other four models (P , .05). Furthermore, 
statistical significance of the poorest-performing model varied 
without a consistent pattern between device categories. The 
fivefold cross-validation results show that the domain-specific 
BERT, PubMedBERT, outperformed the BERT model for 
every support device, though differences in performance were 
not substantial for a majority of the runs. In fact, select com-
parisons highlight better performance of a newer transformer 
model (RoBERTa) compared with BERT and a domain-
specific BERT (PubMedBERT) compared with newer trans-
former models (DeBERTa). However, PubMedBERT outper-
formed BERT at all levels of progressively smaller training and 
validation set sizes, with substantial differences between AUCs 
for most runs.

Varying training set sizes in this context allowed us to 
discern a clear relationship with performance metrics of the 
model, namely the AUC. As expected, model performance 
improved with greater amounts of data included in the train-
ing set. However, a higher AUC than expected (approximately 
0.88–0.91) was achieved for three of the four targets (ETT, 
NGT, and CVC) with a training dataset as small as 50 cases, 
demonstrating the potency of a pretrained, domain-specific al-
gorithm, as well as the more recently developed transformer 
models. RoBERTa, DistilBERT, and DeBERTa consistently 
demonstrated statistically significant higher AUC with decreas-
ing training data compared with BERT and PubMedBERT. 
Specifically, DeBERTa demonstrated the highest AUC when 
5% (n = 48) of the fully annotated dataset was used for train-
ing, statistically significant for each support device except 
SGC, in which case DeBERTa and DistilBERT exhibited sim-
ilar performance. However, the AUC achieved by DeBERTa 
with smaller training datasets represented lower performance 
than other transformer models trained on fivefold cross-vali-
dation with a larger training set size. Furthermore, DeBERTa 
demonstrated relatively weaker performance on fivefold cross-
validation compared with three of the other four models, in-
cluding BERT, for identification of SGC and two of the other 
four models for identification of CVC.

AUC increased steadily with more training data, and the use 
of a pretrained model enabled minimization of the time required 
to train the final task-specific BERT model. The models in this 
particular study required anywhere from 3 minutes 39 seconds 
to 22 minutes 48 seconds to train and validate on our standard 
hardware, as opposed to the time period of weeks reported in 
other studies (3). The relatively shorter model training time in 
this study may derive from fine-tuning a pretrained model, le-
veraging established model weights for similar tasks, compared 
with training a given transformer model from scratch. Of note, 
PubMedBERT had a training and validation time comparable to 
BERT, but improved performance in several experiments. Our 
findings suggest that the use of a pretrained, domain-specific 
model or newer transformer models through transfer learning 
may be an effective alternative to developing a model de novo in 
resource-constrained environments with a paucity of data.

Creating pretrained and newer transformer models requires 
consideration of available resources, specifically, available GPUs 
and the associated financial cost. For instance, reported train-
ing resources for a larger version of DeBERTa required 16 v100 
GPUs and a training duration of 30 days (18). With these re-
quirements, the cost of one training run amounts to tens to 
hundreds of thousands of dollars if renting such hardware from 
available cloud compute instances, before even considering the 
added cost necessary for hyperparameter tuning with multiple 
runs (22). Accordingly, transfer learning using established mod-
els allows for considerable cost savings.

Notably, high levels of performance were achieved with a 
smaller dataset in our study than used in prior studies examin-
ing BERT in radiology-specific tasks (25,26). Additionally, these 
models demonstrated high performance on a cohort that rep-
resented a blend of both structured and unstructured reports, 
obviating differentiating between structured and unstructured 
dictations. These results underscore the potential role of a pre-
trained advanced NLP model such as BERT to rapidly annotate 
large datasets, saving substantial time in an otherwise labor-in-
tensive process.

Despite overall high performance, there were certain instances 
that led to algorithm failure. Specifically, though PubMedBERT 
featured a model pretrained on a domain-specific lexicon, it 
demonstrated instances of algorithm failure regarding device 
context. Regarding ETT, several cases demonstrated failure to 
differentiate the terms “gastric, enteric, and thoracostomy” from 
“endotracheal” in front of the word “tube.” For all devices, sev-
eral cases demonstrated that each of the algorithms in this study 
failed to recognize the words “removal” or “removal of” in the 
context of the report.

In addition to the noted cases of algorithm failure, there were 
several other limitations worth noting. The ability to train the 
pretrained BERT model required determination of the spectrum 
of terms used in reports to describe common lines and tubes. 
Accordingly, the terms selected to further train this specific 
model were limited to those used in the randomly selected 1004 
reports, which likely do not contain every possible phrasing in 
the overall cohort and therefore capture a representative sam-
ple. Additionally, the reports used in this study were retrieved 
from an academic tertiary care center, which serves a differ-
ent demographic than those at other centers, such as affiliated 
county hospitals. Consideration of the demographic of patients 
with lines and tubes warrants attention in this setting, as studies 
have shown racial and sex disparities in catheter use (27). Fur-
thermore, reporting of lines and tubes is possibly heterogeneous 
across institutions. Accordingly, future studies should examine 
model performance at external institutions on datasets obtained 
from varying patient demographics to determine model gen-
eralizability versus degradation with these changing factors. As 
demonstrated, the overall cohort in this study featured a near-
even balance with regard to sex. Of note, 64.4% of the reports 
in this study did not have any lines or tubes, raising concern for 
potential “negative set” bias. However, the stratified composi-
tion of each training fold ensured balance between the number 
of positive and negative cases, as the difference between preva-
lence in each fold was not statistically significant. Finally, the 
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heterogeneity of reports used to train a given transformer model 
can impact the accuracy of the final model’s output. Including 
inconsistent, inaccurate reports in training datasets risks poor 
dataset annotation because of erroneous labels from the result-
ing transformer model. Special mention is warranted regarding 
the relative paucity of SGC-positive cases in this cohort. The 
small amount of data regarding SGC with potential negative set 
bias may explain the relatively poor performance observed in this 
arm of the study. Furthermore, relatively low performance with 
regard to SGC on the test dataset may reflect a component of 
overfitting to the training dataset.

In conclusion, use of a pretrained, domain-specific or newer 
transformer model such as PubMedBERT in a transfer learning 
task requires relatively smaller-sized training datasets and a short 
amount of time to create a robust final classifier model that can 
expedite autonomous annotation of large datasets.
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