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Abstract

World is now experiencing a major health calamity due to the coronavirus

disease (COVID-19) pandemic, caused by the severe acute respiratory syn-

drome coronavirus clade 2. The foremost challenge facing the scientific com-

munity is to explore the growth and transmission capability of the virus. Use of

artificial intelligence (AI), such as deep learning, in (i) rapid disease detection

from x-ray or computed tomography (CT) or high-resolution CT (HRCT)

images, (ii) accurate prediction of the epidemic patterns and their saturation

throughout the globe, (iii) forecasting the disease and psychological impact on

the population from social networking data, and (iv) prediction of drug–
protein interactions for repurposing the drugs, has attracted much attention.

In the present study, we describe the role of various AI-based technologies for

rapid and efficient detection from CT images complementing quantitative real-

time polymerase chain reaction and immunodiagnostic assays. AI-based tech-

nologies to anticipate the current pandemic pattern, prevent the spread of dis-

ease, and face mask detection are also discussed. We inspect how the virus

transmits depending on different factors. We investigate the deep learning

technique to assess the affinity of the most probable drugs to treat COVID-19.
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1 | INTRODUCTION

Infection with severe acute respiratory syndrome coronavirus clade 2 (SARS-CoV-2) causes devastating pneumonia
COVID-19. Symptoms of the disease are similar to SARS-CoV and Middle East respiratory syndrome coronavirus infec-
tions. The worldwide public health is badly affected by the recent pneumonia outbreak caused by SARS-CoV-2. The
common symptoms of coronavirus disease (COVID-19) are fever and dry cough at the onset of illness, but the most dis-
tinctive symptom of the patient is suffering from respiratory problems. The health of many patients in the intensive care
has been worsened in a short phase of time, leading to death because of respiratory failure (Y.-C. Li, Bai, et al., 2020).
Thus, speedy and accurate detection of SARS-CoV-2 is essential for appropriate management and preventing the
spread. Presently, there is no specific treatment for the disease. Thus, it is very necessary to establish a quick standard
diagnostic test for the detection of COVID-19 to avert consequent secondary spread among individuals.

Reverse transcriptase mediated quantitative real-time polymerase chain reaction (qRT-PCR) is a gold standard test
for the diagnosis of COVID-19 infection (Udugama et al., 2020). RT-PCR is expensive and cannot be used for diagnosis
of large number of people as screening cum detection test. A number of external factors can also affect qRT-PCR test
results. These include sampling operations (sample collection and handling), sample stability (decrease in viral counts
due to sample handling time), sampling time (different period of the disease development), availability, and perfor-
mance of detection kits. Thus, qRT-PCR technique is difficult to use at population level and is unable to control epi-
demic COVID-19 at very initial phase.

Preliminary screening can be done through the presence of six symptoms (fever, cough, respiratory distress, loss of
taste, loss of smell, and conjunctivitis) associated with COVID-19, followed by normal oxygen saturation level measure-
ment using simple pulse oximeter. Normal oxygen saturation for most individuals is 94%–100%, whereas COVID-19
pneumonia patients may have oxygen saturation as low as 50%. Direct confirmatory qRT-PCR test should be performed
for symptomatic cases. It will help in differentiating between COVID-19 and other flu cases. Remaining individuals in
the community, that is, presymptomatic and asymptomatic, may further have to undergo a rapid antibody testing.
Those who are positive for rapid antibody test, confirmatory qRT-PCR test should be performed for them. Negative
cases should be repeated once again for rapid antibody test after 7 days and so. Thus, to detect high-risk COVID-19
pneumonia patients, artificial intelligence (AI)-based image processing technology on chest x-ray images can take
immense role in identifying those patients in early treatment with oxygen. In addition, improved AI-based image
processing of chest computed tomography (CT)/high-resolution CT (HRCT) images can take immense role in identify-
ing COVID-19 patients for early quarantine/isolation/treatment leading to prevention of transmission in near future.

AI can play an important role in predicting the pattern of worldwide outbreak of COVID-19 and its saturation time
(Maier & Brockmann, 2020; Roosa et al., 2020). It has been observed in various databases about COVID-191,2,3 that dif-
ferent countries have inconsistent infection and death rate patterns. Thus, it immediately arises some striking
questions:

1. What are the variation of important factors (yet to be explored) responsible for various outbreak patterns in different
countries?

2. How are viruses transmitted so fast?
3. What are the possible technologies or measures or principles to prevent the spread?
4. Is there any role of social media data in forecasting the pattern of disease spread?
5. How can COVID-19 patients be detected rapidly to take quick quarantine/isolation/treatment step managing huge

number of affected people worldwide?
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6. What are the immediate most probable drugs available in market to treat COVID-19 before the invention of the most
appropriate ones?

We are going to find, in this article, suitable answers to the aforementioned questions. We will see how AI can help
experimental biologist, doctors, and pharmacologists for addressing the above questions.

In this context, we have manually curated the existing literature to assist the scientists in determining the track of
investigations in the future. Since the pandemic has started, scientists have investigated numerous approaches with the
help of various AI techniques such as machine learning, deep learning, natural language processing, cognitive comput-
ing, and many more to arrest the growth of the infection. We have scrutinized various investigations that have
employed several AI techniques to anticipate the status of the pandemic all over the world.

Researchers have employed several supervised machine learning frameworks (Borghi et al., 2021; Car et al., 2020;
V. K. Gupta et al., 2021) to anticipate the trajectory of the pandemic in terms of the number of deaths, infection cases,
and many more. On the other side, several unlabeled data set has influenced the researchers to incorporate
unsupervised machine learning techniques. For instance, recently, researchers have proposed a clustering algorithm
(Zarikas et al., 2020) based on time-series data associated with COVID-19 infection. Here, the authors have uncovered
the similarity among countries concerning active cases and active cases per population. More recently, Vahabi et al.
(2021) have scrutinized the mortality to incidence ratio (MIR) to develop a model-based clustering algorithm. Here, the
researchers have incorporated the longitudinal generalized estimating equations (GEE) model (Diggle et al., 2002) to
determine the risk factor. Afterward, they have developed a latent growth mixture model (LGMM) to identify the risk
factors of several clusters separately. Such identification may help the policymakers to determine the allocation of vari-
ous medical resources and other emergencies. However, extracting useful features from high-dimensional data sets
often motivates the researchers to employ the autoencoder-based deep learning model in the framework. Dastider et al.
(2021) have employed an autoencoder along with a convolutional neural network (CNN)-based DenseNet-201 model to
anticipate the severity of COVID-19.

More recently, a similar type of investigation has been presented by Khozeimeh et al. (2021). Here, the authors have
predicted the chance of survival of COVID-19 patients based on clinical information. Recent observations on COVID-19
diagnosis have revealed a significant role of various medical imaging methods such as x-ray and CT scans (G. Li, Fan,
et al., 2020). In recent years, classification tasks (Zhou, 2020) using CNNs based on deep learning techniques have dem-
onstrated promising results. For example, a recent investigation (Xu et al., 2020) has employed multiple CNN models to
assess the severity of COVID-19 infection from CT image samples. Covent (L. Li, Qin, et al. 2020) has reported a similar
type of investigation based on ResNet architecture. Scientists have attempted to predict the nature of the pandemic from
several aspects throughout the globe. Respective authorities in all the countries have updated numerous disease-related
information such as the number of infected cases, number of hospital admissions, and much more regularly. All such
information can generate an extensive time-series data set.

To exploit the data set for several predictive tasks, recurrent neural network (RNN)-based framework can be the
most suitable choice. For example, a group of scientists has incorporated RNN-based framework (Lee et al., 2021) on
the electronic health record (EHR) data set to anticipate the severity of the disease concerning ventilation, tracheos-
tomy, or death of a COVID-19-infected patient. The foremost benefit of the technique is that a medical practitioner can
predict the future hazard without any immediate pathological parameters. In this context, a recent investigation (Arun
Kumar et al., 2021) has reported 60 days ahead forecast of the pandemic in terms of confirmed cases, recovered cases,
and fatalities in country wise using gated recurrent units (GRUs) and long short-term memory (LSTM) cells along with
RNN. Arora et al. (2020) have predicted a similar type of task with the help of a modified version of RNN, termed deep
LSTM, convolutional LSTM, and bi-directional LSTM.

In addition, we have reported numerous previous observations on the correlation of various searching keywords
with the pandemic in Section 4.1.2. For example, AI-based Natural Language Processing techniques (Ayyoubzadeh
et al., 2020; Qin et al., 2020; Singh et al., 2018) could highly be beneficial for early precautions to arrest the pandemic.
The unstoppable nature of the disease has introduced panic, fear, and anxiety among the population. Scientists have
perceived that several social policies such as isolation, social distancing, work from home, and many more may inhibit
the devastating nature of the disease (Javed et al., 2020). A recent report (C. Wang, Pan, et al., 2020) has estimated that
more than 50% of the Chinese population have experienced several psychiatric stresses such as anxiety and depression.
Moreover, Flesia et al. (2020) have investigated an ML model to identify the people of Italy having a greater risk of
developing mental imbalance. Here, the researchers have utilized socio-demographic circumstances along with a set of
questionaries indicating various psychological hallmarks. Similarly, Roma et al. (2020) have attempted to reveal the
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behavioral change among the population with the help of a set of questionaries. Now, to achieve an efficient antiviral
treatment, AI-based predictive model may help in exploring possible effective drugs for COVID-19 using available drug
databases.4 We are going to illustrate more on this topic in the upcoming sections.

Before addressing the aforementioned questions related to current epidemic challenges, we are going to discuss
different databases (Section 2) which are essential these challenges in various perspectives. In the following
section (Section 3), AI-based image processing techniques to detect COVID-19 preliminary before confirmatory test
will be explained elaborately. Next section (Section 4) will deal with different AI-based models predicting the out-
break pattern, transmission, and saturation of the epidemic worldwide. Subsequently, role of social media in
understanding the pandemic pattern (Section 4.2) will be elaborated. This section will also include different types
of transmission with some influencing factors (Section 4.3). The succeeding section (Section 5) will present AI-
based models for future drug discovery and vaccination. Recently, the policymakers of various countries have per-
ceived the importance of face masks to arrest the pandemic. Now, reducing the transmission rate necessitates strict
monitoring of wearing a face mask. We will discuss this topic in Section 6. We have identified several major chal-
lenges by manually curating existing literature. In this regard, we will discuss probable solutions to the circum-
stances in Section 7. Finally, the article with conclude with a discussion and elaboration of future direction
(Section 8). In this regard, Figure 1 depicts the role of AI in response to epidemiological challenges in pandemic
COVID-19.

2 | DATABASES FOR EPIDEMIOLOGICAL STUDIES

Recently, Governments of several countries have decided to take immediate action to obtain a solution against such
growing pandemic caused by the coronavirus. They have started involving the data science community and shared
information related to the disease worldwide. On the other hand, World Health Organization (WHO) and other well-
known data science communities too have shared various data sets related to COVID-19. Thus, data science community
should concentrate on how to explore these publicly available databases to predict some important features of the dis-
ease. We have summarized some key characteristics of the publicly available data sets in Supporting Information to
restrict the size of the article. Here, we are going to discuss the kinds of predictive analysis possible using these
databases.

FIGURE 1 The role of artificial intelligence (AI) in addressing epidemiological challenges in pandemic COVID-19
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All such data sets have motivated us to visualize the pattern of the disease with respect to various types of
parameters worldwide. Here, we can apply the machine learning technique to contemplate how the rate of infec-
tion is related to global health security index (GHSI) score which determines how different nations have the risk of
pandemic/epidemic attack. In addition, the score tells us the appropriate precautions before the pandemic
activities become out of control in a large geographical region. Consequently, we can make cluster of various coun-
tries according to their GHSI score as high vulnerability, low vulnerability, and medium vulnerability zones. Such
clustering may be highly significant for the government to reserve sufficient medical equipment to fight against
the novel coronavirus.

3 | AI-BASED DETECTION

Rapid diagnosis is a main part of health care, because it provides details about the health problem of a patient and
informs about successive health care decisions. The diagnostic process is a mutual and complex activity that involves
clinical analysis and gives information to determine health problem of a patient. In recent decades, modern methods
have been developed for the rapid diagnostics of different infections. The main advantages of rapid detection techniques
are the possibility of earlier intervention and faster focused action to potential problems, but also improved throughput
of analysis. Here, we are going to discuss how AI-based image processing techniques using chest x-ray/CT/HRCT
images can help in cost-effective preliminary screening before confirmatory detection by qRT-PCR.

Chest x-ray/CT/HRCT imaging technique can be a useful option to detect suspected COVID-19 pneumonia patients
with high risk at early stage. In this regard, efficient image processing techniques based on the concept of machine
learning may accurately detect COVID-19 pneumonia confirmed cases. A recent study (D. Wang, Hu, et al., 2020) has
uncovered the shape of COVID-19 as bilateral distribution of patchy shadows and ground glass opacity. In addition, to
extract the significant features from chest CT scan images, deep learning approach (G�omez et al., 2019), such as CNN,
may be employed. CNN has already shown improved performance to recognize the nature of pulmonary nodules (Choe
et al., 2019). Subsequently, it has also accurately uncovered the position of polyps from colonoscopies and many more
(Kermany et al., 2018; Negassi et al., 2020; P. Wang, Xiao, et al., 2018). In this pandemic, AI-based image processing
techniques (Fang et al., 2020; Xie et al., 2020) have already shown good efficiency to detect COVID-19 using chest CT
scan of affected individuals at very early phase of the disease. In comparison with qRT-PCR, it has been found (Fang
et al., 2020) that approximately 98% of COVID-19 cases have initially been detected accurately by noncontrast chest CT
scan, while qRT-PCR has become successful in detecting 71% of the such initial cases. In addition, it has been shown
that 3% of 167 patients had negative qRT-PCR data for the virus despite chest CT findings of viral pneumonia (Xie
et al., 2020). It shows that the use of chest CT can be significant to decrease false-negative data (Xie et al., 2020) during
the early phase of COVID-19.

To explore the efficacy of deep learning-based image processing techniques in detecting COVID-19 at early stage,
we have implemented a CNN-based existing method.5 Here, mostly chest x-ray images (with a very few chest
CT/HRCT images) of COVID-19-affected patients have been used from publicly available databases.6,7,8 A total of
5412 chest images (mostly x-ray with very few CT/HRCT) for training (75 of normal individuals and 5337 of COVID-
19-affected patients) and 42 such images for test (21 normal images and 21 COVID-19-positive images) have been
considered. Figure 2a depicts a few samples of training and test chest x-ray images. This method shows test accuracy
of 78.57% with precision of 75%, sensitivity of 85.71%, specificity 71.43%, and F1-score of 80. In addition, Figure 2b
depicts a few successful classifications of chest CT/HRCT images of normal individuals and COVID-19 patients based
on the aforementioned methodology. However, test accuracy is not significant due to lack of chest CT/HRCT images
of COVID-19 patients for training the model. Future improvement in algorithm with more number of chests
CT/HRCT images for training leads to more rapid and accurate detection of COVID-19 pneumonia patients with high
risk at very early stage.

Similar to the aforesaid method, a number of recent investigations (X. Chen et al., 2020; Islam et al., 2020; Khan
et al., 2020; Ozturk et al., 2020) have used CNN to identify COVID-19-positive patients from the CT scan/x-ray images.
Islam et al. (2020) has employed a hybrid architecture consisting of a series of CNN layers followed by LSTM and fully
connected feed forward neural network. Such architecture has improved test accuracy to become more than 90%. Thus,
it is clear that on availability of more training samples of CT/HRCT images of all possible respiratory syndromes along
with more efficient and accurate deep learning-based algorithms can rapidly detect not only high-risk COVID-19 pneu-
monia patients but also other respiratory diseases in upcoming days. In addition, presymptomatic CT/HRCT/x-ray
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images can be used for early detection of COVID-19 patients based on deep learning-based techniques leading us a step
ahead to fight against the current as well as upcoming pandemic. Here, extracting useful features from the CT/HRCT
images is an important task to accurately detect the disease or normal ones.

4 | OUTBREAK, SATURATION, TRANSMISSION, AND PREVENTION

Past few decades have experienced a lot of technological innovation in various scientific fields, particularly in medical
science. The application of natural language processing (Afshar et al., 2019; Funk et al., 2020; S. Wang, Ren,
et al., 2018), medical image processing (Lambin et al., 2017; Parmar et al., 2018), and deep learning techniques

FIGURE 2 (a) Samples of x-ray images of both normal individuals and COVID-19 patients, used for training, validation and test. A deep

learning-based image processing method5 shows test accuracy of 78.57% with precision of 75%, sensitivity of 85.71%, specificity 71.43%, and

F1-score of 80 during rapid detection of COVID-19 pneumonia patients with high risk at very early phase. (b) Here, the prediction based on

CT/HRCT images is depicted. Here, in the manuscript (Section 3), we have discussed more improved methods in this regard. CT, computed

tomography; HRCT, high-resolution computed tomography
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(Thomas et al., 2019; Wei et al., 2020) are some examples of such advancement. The influence of AI has added a lot of
potential in healthcare sector to anticipate the diagnosis in a faster way. Thus, it must have a potential role to fight
against the current global health calamity due to pandemic COVID-19 (Huang et al., 2020).

Previous investigations (Ksiazek et al., 2003; Peiris et al., 2003) have claimed a close association of novel coronavirus
with SARS (Poutanen et al., 2003). However, a recent study (Ting et al., 2020) has argued that the ultimate spread of
COVID-19 may become more influencing over SARS in 2003. Thus, to prevent the outbreak of such a disease, it requires
a set of appropriate guidelines. However, strictly imposing such guidelines on the common people throughout a large geo-
graphical area is a very hard task to accomplish. Here, AI can guide us by predicting different aspects of this pandemic
based on noise free publicly available databases (as discussed earlier) about COVID-19. Even social networking data have
played a crucial role in forecasting a number of important facts in health care sectors (Andersen et al., 2012; Moorhead
et al., 2013; Rozenblum & Bates, 2013). In the following subsections, we are going to discuss how AI-based prediction on
COVID-19 outbreak, saturation, transmission, and prevention can help us to take necessary steps against the epidemic.

4.1 | Outbreak and saturation

According to the WHO, COVID-19 has become pandemic from the second week of March, 2020. It is clear from world-
wide research and reports of WHO that the exponential spread of this disease may continue. In this context, statistics
and machine learning-based efficient models may be effective to estimate the growth of future affected people as well
as its saturation time.

4.1.1 | Previous models predicting outbreak pattern of Ebola virus diseases

Here, we can look back some previously developed models, namely, a transmission model (Kraemer et al., 2019) based
on human movement data to predict the spatial outbreak of Ebola virus diseases (EVD) in West Africa during 2014–
2016. This model has used weekly probable and confirmed case data obtained from WHO. In addition, it has predicted
human movements based on three definite mathematical formulations such as gravity model, radiation model, and
adjacency network considering each district as a vertex. Based on the Poisson regression, the first two models have tried
to predict the total number of individuals moving from one district to another depending on some parameters, such as,
population size at origin and destination, and distance between two districts among others. The predicted human move-
ment data have helped in estimating spatial spread of EVD with a certain speed as well as its saturation period. Similar
kind of studies (D. N. Fisman et al., 2013; D. Fisman et al., 2014; Kelly et al., 2019; Roosa et al., 2020) have been found
on predicting spread and saturation of EVD and SARS in the past. All these studies have estimated the best-fit model
solution to the reported data using nonlinear least squares fitting. However, it has been claimed that the uncertainty of
the models can be reduced with the availability of more data. In short, we can summarize that all such aforesaid models
can be highly beneficial for designing a real-time decision-making system.

4.1.2 | AI-based model predicting the outbreak pattern of current pandemic

Based on the previous study (Anderson, 1991), there are various nonlinear ordinary differential equation-based models,
such as susceptible-infected-removed (SIR) model (Di Giamberardino & Iacoviello, 2017), susceptible-infected-recov-
ered-deceased (SIRD) model (Matadi, 2014) and susceptible-exposed-infectious-removed model (Chowell, 2017), to ana-
lyze the spread of infection in a large population. These models mostly depict the movement of the population across
various states, such as susceptible, infected, recovered, and deceased over time. Recently, Maier and Brockmann (2020)
have proposed a more realistic model, entitled as SIR-X model, considering “containment” and “quarantine” states of
symptomatic population. Such aforementioned models have considered several parameters remaining constant over
time. However, during a pandemic situation such parameter values may vary because of complex behavioral changes
among population. In addition, the data about infected population may highly deviate from the actual number due to
inefficient documentation process. To overcome such challenges, recently, Calafiore et al. (2020) have introduced a
parameter-varying modification of the SIRD model. However, identifying such parameters is both nontrivial and non-
convex problems due to the fast growing data of infected, recovered, death cases day by day throughout the world.
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To tackle the aforementioned problem, various deep learning techniques may be useful to anticipate the outbreak
pattern of recent COVID-19 pandemic. In this context, we have found that an investigation (Poirier et al., 2020) has
employed least absolute shrinkage and selection operator regression model for 2-days-ahead real-time prediction of
COVID-19 spread in 32 Chinese provinces during February 3, 2020 to February 21, 2020. Similar investigation (Tiwari
et al., 2020) can be found to predict the number of confirmed, recovered, and death cases 22-days-ahead in India. Here,
the authors have utilized Kaggle database9 provided by the Center for Systems Science and Engineering (CSSE) at Johns
Hopkins University. However, these models have not been verified to check their ability to determine the epidemic
peaks in corresponding areas.

During current pandemic situation, prediction of the mortality rate may help the medical practitioners to decide the
treatment strategy in early stage for an infected person. A recent investigation (Nemati et al., 2020) has depicted a com-
parative study of different statistical and machine learning techniques for survival analysis of 1182 patients in China.
Here, gradient boosting survival model has shown highest accuracy among the others. Thus, the machine learning
(ML)-based model can be used as the remote application for real-time prediction. However, worldwide laboratory find-
ings and characteristics of infected cases are frequently changing day by day based on various time-dependent parame-
ters, such as mobility of a person, previous health-related issues and many more. Such parameters can be taken care
with the help of RNN-based deep learning techniques for more accurate prediction of the current pandemic outbreak
pattern.

Considering the aforesaid time-dependent parameters, a recent investigation (Alakus & Turkoglu, 2020) has evalu-
ated the performance of six ML-based models, including CNN, RNN, LSTM, two hybrid models CNN-LSTM, and CNN-
RNN, to predict the COVID-19 outbreak. Among them, CNN-LSTM has been proved as the best one. Likewise, another
investigation (Zeroual et al., 2020) has compared different ML-based models, including bidirectional LSTM (BiLSTM),
GRUs, and variational autoencoder (VAE), among others, in terms of the performance measures (e.g., root mean square
error [RMSE], mean absolute error [MAE], mean absolute percentage error, and root mean-squared logarithmic error)
to forecast new COVID-19 cases in various countries. Here, VAE model has shown promising accuracy over other
models despite lack of large training data set. Similar kind of work (P. Wang, Zheng, et al., 2020) has proposed a LSTM-
based model using an update mechanism based on real-time data of COVID-19 cases as well as predicted confirmed
cases for the next day.

In this context, it should be mentioned that asymptomatic patients (having no such observable symptoms) play a
vital role in COVID-19 outbreak because such individuals are susceptible to spread the virus through close contacts. In
this situation, “herd immunity” can be considered as the indirect protection from COVID-19. It can be achieved when
the population become resistant against the virus either through vaccination or immunity developed due to previous
infection. Thus, the researchers have become curious about the time and cost to achieve the herd immunity. Recently,
an investigation (Kaushal et al., 2020) has presented a model, entitled as susceptible-asymptomatic-infected-removed
(SAIR) model, to uncover the hidden asymptomatic population. According to this study, the herd immunity may be
achieved after 10%–25% of the population getting infected. Another similar type of study (Hoque et al. 2020) has
employed SIRD model to reveal the dynamics of the disease outbreak in Bangladesh. In addition, the authors have pres-
ented a clustering method based on age-group to predict the population having high probability to be infected. They
have further claimed that the herd immunity threshold may be reduced to 31% considering some assumptions on the
population having low to mediocre income.

4.2 | Prediction through social media

In the course of pandemic activities during COVID-19, the early prediction of growth of the disease is the major task. A
group of scientists have employed a statistical approach (Dong et al., 2019) based on general global optimization algo-
rithm (Cheng et al., 2011) to estimate the dynamics. In addition, it has been observed that internet-based query through
social networking websites has played a crucial role in prediction of various prevalent incidents throughout the world.

4.2.1 | Natural language processing

Recently, C. Li, Chen, et al. (2020) have observed that the most searched words in various social networks and search
engines, such as Google Trends, Baidu Index, and many more, are “coronavirus” and “pneumonia.” Such a high
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correlation between the searched words and future circumstances has been noticed almost 2 weeks earlier than the
newly confirmed cases as well as newly suspected cases in China have been reported. Analyzing the previous investiga-
tions, we can realize that the future effect of COVID-19 can be predicted with the help of an intelligent social network-
ing data mining tool with respect to some specific keywords. It can anticipate the dynamics of the epidemic in the early
stage helping the Government in preparing the medical facilities to resist such pandemic activity. Researchers (Qin
et al., 2020) have collected various social media keywords, such as chest distress, coronavirus, and pneumonia among
others, and feed through a number of machine learning models to predict new suspected/confirmed COVID-19 cases
10-days-ahead. Similar kind of study (Ayyoubzadeh et al., 2020) has employed linear regression and LSTM-based model
to estimate the number of confirmed cases in Iran using Google trends website. Besides, a study (Arpaci et al., 2020)
has analyzed a huge number of tweets collected over a week to elucidate the expression pattern of common people due
to such pandemic situation. Here, AI-based data summarization technique using K-means clustering has indicated that
the “Coronavirus” term has been dominating over other unigram terms in Twitter during the span of current pandemic.
However, the term “COVID-19” has become more important in the later stage followed by other bigram keywords, such
as “stay home” and “Coronavirus pandemic.”

As COVID-19 has become a highly dominating topic in social media, researchers (Singh et al., 2018) have shown that
social media can play a crucial role in controlling the emergency situation as well as in sentiment analysis of people in
response to this pandemic. In this context, an investigation (Chakraborty et al., 2020) has employed a fuzzy logic-based
deep learning classifier to classify such sentiments as positive, negative, and neutral scores. However, the study does not
attempt to analyze multilingual tweets. Consequently, the psychological effect of such pandemic situation can further be
analyzed by emotional intelligence that uncovers any unwanted psychological state found particularly in senior citizens.

4.2.2 | Psychological impact analysis

The rapid number of exponential global COVID-19 cases has initiated panic, fear, and anxiety among people. Such
mental and physical health of the global population has been found to be directly proportional to current pandemic cri-
sis. In this context, a recent investigation (Flesia et al., 2020) has revealed that 53.8% of Chinese population have experi-
enced acute negative psychological effects, including anxiety, depression, and stress (W. Cao et al., 2020;
Huremovi�c, 2019; C. Wang, Pan, et al., 2020, among others) due to COVID-19 outbreak. In addition, the fear of self-
isolation as well as social distancing has a significant impact on mental health in terms of frustration (Brooks
et al., 2020; Fontanesi et al., 2020; Mazza et al., 2020). Thus, identification of people with greater risk of having mental
imbalance is one of the foremost challenges.

Nowadays, researchers have investigated various machine learning techniques that can identify such group of people suf-
fering from mental trauma during current pandemic situation. Recently, a ML-based model (Flesia et al., 2020) has become
able to identify the people experiencing a significant risk of developing various psychological complications. Here, 1628 par-
ticipants from Italy have been categorized as 2 types of individuals, suffering from high and low psychological stress, respec-
tively, based on a set of questionnaires related to COVID-19 threats, psychological traits, socio-demographic factors, such as
gender, age, education, and monthly household income among others. This model has revealed that female individuals are
more likely to be associated with higher psychological stress. Besides, it has shown a significant correlation between psycho-
logical stress and family income. However, since the data have been collected only from Italy, the result should not be con-
sidered as general tendency of common people throughout the world. A similar type of ML-based investigation (Roma
et al., 2020) has been carried out to predict the behavioral changes of population due to COVID-19 outbreak with the help of
a number of psychological and psycho-social variables presented in the online questionnaires.

4.3 | Transmission

One of the major reasons behind such pandemic by the novel coronavirus is that it can spread in various ways. In addi-
tion, different factors can influence its transmission. One of the most important ways is respiratory droplets. Here,
angiotensin-converting enzyme 2 and SARS-CoV receptor have been found in lungs and gastrointestinal tract of human
body. Therefore, it spreads through respiratory droplets over a relatively close distance. The statistical analysis (Geller
et al., 2012) on the experimental data shows that SARS-CoV remains infectious in suspension as well as in the tempera-
ture below 60�C.
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The stability of the virus in various surfaces is also a great enhancer for sustainability of the disease in a large geo-
graphical region. Although airborne transmission of the virus has not been proven till date, but in accordance with a
report of WHO, the transmission may occur by aerosol-generating medical procedure (Tran et al., 2012). A recent evi-
dence (van Doremalen et al., 2020) has shown that SARS-CoV-2 remains infectious in aerosols (<5 μm), and its intensity
reduces with respect to time in exponential manner as in the case of SARS-CoV. To estimate the decay rate, they have
employed a Bayesian regression model elucidating that SARS-CoV-2 is more stable on plastic and stainless steel surfaces
than on copper and card-board surfaces. Moreover, it exists up to 4 h on the copper surface, whereas in the case of plastic
and stainless steel surfaces, it survives more than 72 h. Thus, with the capability to resist different environmental factors,
the virus becomes more threatening in terms of transferring between contaminated hosts via the hands and surfaces.

A previous study (McMichael et al., 2008) has uncovered a significant correlation between environmental tempera-
ture and mortality rate of human population. In the same way, virus may need a specific temperature range (particu-
larly, during winter) to survive. A recent investigation (Prata et al., 2020) has supported the claim. Prata et al. (2020)
have employed a generalized additive model (GAM) for (sub)tropical regions, such as Brazil, to depict the inversely pro-
portional relation between the number of confirmed cases and the temperature range from 16.8 to 27.4�C. However,
this study does not prove that the confirmed cases will decrease if environmental temperature enhances greater than
25.8�C. Another investigation (Qi et al., 2020) has also utilized GAM for understanding the similar relationship between
viral transmission and average temperature as well as relative humidity in 30 Chinese provinces. Thus, researchers have
expected that transmission capability may be reduced during summer (Tobías & Molina, 2020). Scientists (A. Gupta
et al., 2020) have also explored the correlation of COVID-19 transmission with long term climate, social, and meteoro-
logical factors in India. A positive association between death rate due to COVID-19 and daily temperature in Wuhan,
China has been reported in a study (Y. Ma et al., 2020). Even transmission throughout the world has been found higher
in particular areas with significantly low temperature of subtropical countries (Poole, 2020). Similarly, a study (Shi
et al., 2020) has depicted a negative correlation between daily temperature in China and COVID-19 transmission.

Researchers have observed that infants, elderly people, and immunosuppressed patients are under high risk of get-
ting affected by COVID-19 (Geller et al., 2012). In addition, the study has revealed that COVID-19 can promote many
other diseases such as digestive dysfunctions, necrotizing enterocolitis in newborns, diarrhea, and other gastrointestinal
symptoms associated with heart problems among others (Geller et al., 2012). According to an investigation (Y. Wu
et al., 2020), people with blood group of “A” are more prone to COVID-19, whereas persons with blood group of “O”
are less susceptible than the others. However, this finding is still to be experimentally verified.

According to a recent study (Ferretti et al., 2020), transmission can broadly be classified in four categories, such as,
“symptomatic” (a direct transference from symptomatically infected individuals to a noninfected one), “pres-
ymptomatic” (direct transmission from an infected individual before he/she experiences noticeable symptoms), “asymp-
tomatic” (a direct transmission from an infected individual who has never experienced any symptoms) and
“environmental” transmission (transference through contamination without a typically attributable path or source).
This study shows that presymptomatic contact has 45% probability to spread COVID-19, which differs significantly from
the outbreak studies for previous SARS-CoV.

To arrest the pandemic of a viral disease, an in-depth investigation of every individual in a particular region is
highly needed. Unfortunately, due to some unwanted behavior of a set people, the chance of blocking community trans-
mission of the disease may become under threat. In most of the cases, it has been revealed that hiding actual informa-
tion about the health status of the potential patients may be the foremost cause behind that. In this situation, a set of
tactful questionnaires may help any health care professionals to identify the potential patients who may be at a risk of
getting infected by the viral disease, like COVID-19. Here, AI can help in preventing the transmission using online sur-
veys and contact tracing mobile app.

4.3.1 | AI-based prevention: Online surveys

To get right information about the health condition of an individual, a hypothesis to identify such patients can be devel-
oped. Here, we may require a set of questionnaires that does not comprise any question related to specific disease symp-
tom directly. In spite of that, the answers of the indirect questions signify most important information about the health
status of the individuals. On the other hand, it can be assumed that the EHR of various patients is maintained at
corresponding local hospitals. In addition, the availability of medicine purchase history of those patients from
corresponding local medicine shop as well as from different online delivery companies is taken into account.
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Collecting all such information from various sources, we can verify the answers of the questionnaires with the data-
bases to ensure the correctness of the information. If the correctness percentage does not cross the threshold, we can
reevaluate the data by asking similar questionnaires again. In Table 1, we have presented a set of sample questionnaires
related to a set of symptoms of the disease caused by coronavirus. Subsequently, Figure 3 depicts the order of the ques-
tions to be asked to an individual. If an individual is found suspected to be COVID-19 patient based on his/her satisfac-
tory correct health information collected by the proposed approach, the person may undergo with another survey to
detect his/her severity in two ways:

• Online survey before treatment: Online survey through particular websites, email, and mobile apps may be used to
predict possible COVID-19-affected populations more quickly with the help of machine learning techniques.
Recently, a group of scientists (Rao & Vazquez, 2020) has already done a mobile phone-based survey to collect
address, age, gender, traveling information for the last 14 days, particulars about direct close contact with COVID-
19-affected people or not and health condition among other details. Here, Figure 4 depicts flowchart of their algo-
rithm to identify possible affected people using the aforementioned survey data. This algorithm may help us to iden-
tify actual patients suffering from COVID-19 and provide them early treatment/isolation/quarantine preferred to
other suspected ones.

• EHR-based survey: It may be better to design a survey based on EHR using machine learning techniques to detect the
severity of patients suffering from COVID-19 as well as risk of being affected by the viral disease. Here, EHR helps in
finding any kind of association among patients and their disease(s), and treatment trajectory(s). Here, we try to give
an idea of an EHR-based survey, which can be designed as follows.

TABLE 1 Set of sample questionnaires for maintaining transparency and availability of right information related to health of an

individual

Serial
number Question Question type Option

1 What is your name? Short answer Not applicable

2 What is your contact number? Short answer Not applicable

3 What is your age? Short answer Not applicable

4 Do you have fever more than 100�? Multiple choice Yes, no

5 If you have fever more than 100� then how many days you are
facing such problem?

Multiple choice <1 week, >1 week and
<2 week, >2 week

6 Do you have dry cough? Multiple choice Yes, no

7 Do you have body pain? Multiple choice Yes, no

8 If you have dry cough then how many days you are facing such
problem?

Multiple choice < 1 week. > 1 week and
<2 week. > 2 week.

9 Have you taken any medicine in last 2 weeks? Multiple choice Yes, no

10 If you have body pain then how many days you are facing such
problem?

Multiple choice <1 week, >1 week and
<2 week, > 2 week

11 How many days ego you have visited the hospital? Multiple choice >1 year, > 1 month, <
1 month, <2 week

12 Please tell me the list of medicines, doctor advised. Descriptive Not applicable

13 If you have visited the hospital what 2 weeks then what was the
symptom?

Multiple choice Cough, body pain, fever, all of
the above

14 Please tell me the list of medicines, you have consumed. Descriptive Not applicable

15 From where you have bought your medicine? Multiple choice Yes, no

16 Did your doctor advised to take vitamin tablet? Multiple choice Yes, no

17 If you select local shop, please provide the details of the shop. Descriptive Not applicable

18 If you select online delivery, please provide the details of the
company.

Descriptive Not applicable
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Let us assume that some regular medicines enhance the immunity of human to fight against COVID-19. They have
taken the medicine just before the outbreak or take regularly. We also consider a positive correlation of getting
affected by COVID-19 with some specific disease in their medical history. To illustrate the scenario, we have consid-
ered six categories of sample medicines, such as M1, M2, …, M6. Subsequently, 10 various types of diseases, represen-
ted by D1, D2, …, D10 are taken into consideration. Thereafter, we have presented a flow chart (Figure 5) that
examines previous medicines consumed as well as diseases in medical history. In accordance with several combina-
tions of these two considerations, we have partitioned the population into 14 disjoint groups (represented by Gi,
where i = 1,2, …, 14). Finally, we have assessed the risk of getting affected by the coronavirus into five different sta-
tuses as depicted in Table 2: (i) “very high risk,” (ii) “high risk,” (iii) “moderate risk,” (iv) “low risk,” and (v) “no
risk.” However, the data present in the EHR should be error free to obtain a satisfactory predictive result using the
proposed AI-based algorithm.

Such huge information in EHR has influenced the researchers to develop AI-based predictive model in big data par-
adigm. Previous studies (Ben-Assuli et al., 2012; Paley et al., 2011; Silow-Carroll et al., 2011) have revealed that medical
decision using EHR can be a useful option for cost-effective health care in terms of cost of patient care, unnecessary
admission, faulty diagnosis, and many more. Moreover, EHR can play as a common platform for the communication
among various clinicians in case of diagnosis of a patient having multiple chronic conditions. Such system motivated
the scientists to design a shared decision-making model by which patients and clinicians can interact regarding medical
decision. Prediction of future health status and treatment trajectories from EHR necessitate some intelligent decision-
making tool. However, a major difficulty for building such predictive model based on EHR is temporal irregularity.
The models based on Markovian assumption are not capable to handle such irregularity. In such cases, machine
learning approaches can show improved performance for disease prediction and prognosis. For example, RNN-based

FIGURE 3 The figure illustrates the order of the questions to be asked. The answers should be verified with databases of local hospitals/

medical shops/online delivery companies to track false health information of an individual in a particular area
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models, such as LSTM and GRU among others, are significantly applicable to capture temporal relationship between
diagnosis trajectories and recurrent observation of a patient. During COVID-19, the threat toward health care man-
agement has influenced the scientific communities to employ AI tool to capture the temporal dynamics of the
pandemic.

For example, Wagner et al. (2020) have presented a deep learning-based data mining tool to anticipate various clini-
cal notes including disease and its symptoms. Here, the researchers have employed the Mayo Clinic EHR of 77,167
patients with positive/negative COVID-19 detected by qRT-PCR. Besides, for the SARS-CoV2-positive patients, they
have identified a total of 26 symptom categories along with 145 synonyms or synonymous phrases. Recently, another
investigation (Osborne et al., 2020) has utilized the Care Assessment Need (CAN) with 1-year mortality score for bivari-
ate analysis and chi-square test. Here, the CAN score is an existing risk estimation mechanism within the Veterans
Health Administration (VA) that generates a score from 0 to 99. Such a score is automatically quantified from the
national EHR database of the VA. Moreover, the score positively correlates the risk of the disease. In addition, the

FIGURE 4 The flowchart shows how we can track mobile health check recommendation for COVID-19 (MHCRC/HCRC) and

nonidentified respondents (NCRC) people based various if-else condition (received answers from mobile based survey). Thus, using this

artificial intelligence-based approach, we can provide immediate isolation to high-risk patients suffering from COVID-19 and prevent the

spread of the disease
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researchers have employed a logistic regression model to anticipate the risk of disease in terms of high or low using the
CAN score. The result has uncovered a significant association of CAN score (>50) with several outcomes after COVID-
19-positive cases, such as hospital admission, prolonged hospital stay, ICU admission, and many more.

4.3.2 | AI-based prevention: Contact tracing mobile app

Contact tracing and case isolation are the two main keys to contain this epidemic. The contact tracing has the ability to
identify suspected individuals within the population quickly to arrest the outbreak. The technique has already shown

FIGURE 5 Flowchart of proposed EHR-based survey using artificial intelligence technique to detect severity of COVID-19-affected

patients as well as risk of being affected by the viral disease. EHR, electronic health record

14 of 29 DASGUPTA ET AL.



its efficiency to detect outbreak pattern of previous pandemic cases, such as tuberculosis (Ha et al., 2013), Ebola out-
break in 2014 (Danquah et al., 2019), and many more. A manual contact tracing is a huge job. However, it can be made
easier, faster, and more efficient using a contact tracing mobile application. The application can collect various non-
personal data continuously to track the location of the person along with a list of social contacts in real-time basis. For
example, South Korea has started tracking phone location through GPS. In addition, it has collected credit card history,
surveillance video recording, and many more for contact tracing of COVID-19 infection. Generally, such huge data are
highly heterogeneous in nature like big data. Thus, contact tracing technique can be considered as in big data para-
digm. Big data emphasize a situation where the size of the data surpasses the traditional computational power in terms
of complexity, storage, and processor speed among others (Lefebvre-Naré et al., 2017). In other words, such huge data
cannot be handled by conventional methods. Here, big data framework offers the advanced technologies for storing,
distributing, and managing the information (Senthilkumar et al., 2018). In addition, it ensures analyzing information
for predicting the disease transmission rate in large scale.

In this context, MapReduce (Dean & Ghemawat, 2008) is a novel big data framework offered by Google. It is a
highly scalable programming model for processing big data of terrabyte volume. In this model, users can specify a
map10 and a reduce11 function. The framework deals with partitioning of the input data, scheduling of code execution
across a set of machines, handling failures, and managing the required overall inter-machine communication (Dean &
Ghemawat, 2008). Consequently, Hadoop (White, 2012) is another open-source MapReduce package in distributed
framework released by Apache. The framework offers a software component known as MapReduce along with storage
of data in distributed fashion with the help of Hadoop Distributed File System (Borthakur, 2008).

The technique essentially involves contact identification, contact listing, and contact follow-up (Kricka et al., 2020).
Researchers have investigated various digital technologies (Kretzschmar et al., 2020; Y. J. Park et al., 2020; Salathé
et al., 2020) for surveillance of the physical distancing measures to efficiently control the pandemic. Several countries
have supported the development of some contact tracing applications, such as “Close contact detector”12 by China,
TraceTogether13 by Singapore, eRouška (eFacemask)14 in the Czech Republic, GH Covid-19 Tracker App15 of Ghana,
and Aarogya Setu16 by India, among others. Thus, we may conclude that contact tracing using mobile apps may work
as an escape from strict lockdown measures. Keeping the idea of contact tracing, recently, Apple and Google have
decided to work together on the development of such AI-based mobile app.17 However, the previous investigations have
not utilized any AI-based tools yet that we can include in the present report.

5 | AI-BASED PREDICTION ON POSSIBLE EFFECTIVE DRUGS IN MARKET
AND VACCINATION

Since the outbreak of COVID-19 has been declared as “Global Pandemic,” the critical strategies to manage COVID-19
outbreak are divided into multiple parameters of early identification, early diagnosis, and rapid isolation along with the
early protection (Sanders et al., 2020). Unfortunately, there is no targeted therapy exists for SARS-CoV-2 management.
Supportive medicines have been prescribed with diffident outcomes.

It is clear from previous subsection that exploring appropriate drug in market for COVID-19 treatment has become
inevitable need of mankind nowadays. In this regard, deep neural networks have shown satisfactory level of accuracy
for prediction of various bioactivities as well as molecular properties for drug design.

Years ago, a group of scientists have applied Bayesian machine learning models to uncover the active compounds
against Ebola virus (Ekins et al., 2015). The in silico technique is able to detect three in vitro active molecules such as

TABLE 2 Set of decisions as per the flowchart of Figure 5

Serial number Status Groups

1 Very high risk G-1, G-8

2 High risk G-2, G-3, G-4, G-7

3 Moderate risk G-5, G-6, G-11, G-13

4 Low risk G-9, G-10, G-12

5 No risk G-14
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tilorone, pyronaridine, and quinacrine. Besides, Salama et al. (2016) have developed a novel machine learning tech-
nique to predict the possible point mutations that appear on alignments of primary RNA sequence structure. In addi-
tion, they are successful in anticipating the genotype of each nucleotide in the RNA sequence. They have employed an
algorithm based on rough set to extract the point mutation patterns with satisfactory level of accuracy. Subsequently,
Ekins and Perlstein (2018) have studied the usefulness of machine learning techniques to realize the treatments for rare
diseases. The authors illustrated the methodology with three major iterative steps: (i) associating the targets with rare
diseases, (ii) designing a model for such targets related to those diseases, and (iii) applying a machine learning tech-
nique that may discover other molecules for future test and validation.

The genome sequence analysis of SARS-CoV-2 has revealed a significant identity homology with β-coronavirus sub-
type, which is implicated as the causative factor of severe respiratory distress syndrome (Lu et al., 2020). The β subtype
is originated from bat, which has been the leading player behind the global outbreak of SARS in 2003 (Lu et al., 2020).
The invention of new antiviral agents against SARS-CoV has been started during the time of the epidemic. Unfortu-
nately, no such antiviral formulation has successfully been reported due to the complex disease pathophysiology and
host–pathogen interaction. However, information obtained from the broad area of research findings and the successive
endeavors might be useful to identify the potent therapeutics.

Researchers and data analysts everywhere throughout the globe are perpetually working to explore the infection
modalities alongside conceivable treatment regimens by finding dynamic remedial agents. Severe complexity in the
drug design and development process, as well as the elongated regulatory protocol of clinical trial, sometimes decel-
erates the new drug discovery to stop the pandemic. Drug repurposing can be beneficial to combat the outbreak
when no such exclusively standardized therapeutics available in the market (Pawar, 2020). The objective of
repurposing drugs is to find ways to employ the existing approved drug molecules to establish an innovative path in
epidemic warfare.

Nowadays, a remarkable advancement in the computational power coupled with artificially intelligent methodology
has been adopted to figure out the putative drug molecules (Vamathevan et al., 2019) as mentioned in some of the pre-
vious investigations. Based on the machine learning-based prediction, a known antiviral, broad-spectrum antiparasitic,
antibiotic, conventional protease inhibitor can be identified (Zoffmann et al., 2019), which may be useful for the suc-
cessful therapy of COVID-19. The predictive model of AI and its structured algorithm can accurately envisage the
drug–target interactions underlying the complex information regarding the chemical bond formation.

Here, following the previous investigations (L. Wang, You, et al., 2018; M. Wen et al., 2017), we demonstrate how to
implement a deep learning-based AI model to anticipate the affinity of COVID-19 protein sequences as the target of
drugs (can be extracted from Drugbank18). Such a model usually requires comprehensive learning of various drug–
target interactions. Thus, we need protein–drug combinations (can be obtained from the Drug Bank18 and Pubchem
database19) to train a feed-forward network. Here, the protein sequence composition descriptor (D.-S. Cao et al., 2013)
can provide the structural and physicochemical features of proteins. In addition, an extended connectivity fingerprint
(Rogers & Hahn, 2010) based on the Morgan algorithm (Morgan, 1965) can characterize the chemical structure of the
drugs. The two autoencoders extract the high-level features of proteins and drugs. Such features become the inputs of
the feed-forward network. As a result, the model might efficiently predict the known drug-protein interactions with
high accuracy. Thus, we could successfully assess the probability of the proteins associated with COVID-19 as the target
of unknown candidate drugs. Figure 6 depicts the outline of the deep learning-based model for predicting probable
drugs to treat COVID-19. Such a predictive model might reveal the possible inhibitory roles of several drugs in spike
protein–cell fusion machinery and speed up the clinical trial.

Thus, different AI-based models have demonstrated their efficiency to anticipate drug design in terms of structure
of the molecules (H. Chen et al., 2018). Specifically, AI-based models have offered a number of predictive tasks, such as
compound property prediction (J. Ma et al., 2015), activity prediction (Zhavoronkov et al., 2019), and reaction predic-
tion (Fooshee et al., 2018). For example, Pollastri et al. (2002) have predicted the secondary structure of a protein with
the help of RNN and LSTM networks. On the other hand, design of the vaccine has been benefited by the AI-based
models. For example, Doytchinova and Flower (2007) have employed “Reverse Vaccinology” (Rappuoli, 2000)
approaches for antigen prediction using machine learning. Recently, a deep learning-based investigation (J. Wu
et al., 2019) has shown promising result to anticipate the binding affinity between neoantigens and their human leuko-
cyte antigen (HLA). Here, autoencoder can play a crucial role to uncover the features of HLA-A as shown by an investi-
gation (Miyake et al., 2018). Recently, researchers (Keshavarzi Arshadi et al., 2020) have discussed about the different
steps of AI-based drug discovery and vaccine development for COVID-19.
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6 | AI TECHNIQUES FOR FACE MASK DETECTION IN THE CONTEXT
OF COVID-19

The infectious behavior of the coronavirus has imposed several social guidelines in daily life all over the world. Several
policymakers have realized that wearing a mask in any public places should be the foremost task to arrest the spread of
the disease (Feng et al., 2020). The goal of such a decision is to provide initial protection to every individual in any mass
gathering. Unfortunately, a large population is not yet cautious about following such guideline. In this situation, real-
time monitoring of the population may be the solution. However, manual tracking of the implementation of such policy
is highly complicated in a large geographical region. Thus, the policymakers necessitate an AI-based automated face
mask detection technique to control the large population in various countries across the world.

We can examine the face mask detection technique as an object recognition technique within a large image. Several
researchers have involved AI-based methods for the task. For example, Ejaz et al. (2019) have investigated a principal
component analysis (PCA)-based machine learning technique to differentiate masked and unmasked face. Here, the
researchers have first attempted to detect the face within an image with the help of the Viola–Jones algorithm
(Vikram & Padmavathi, 2017). Afterward, they have employed PCA to identify the inherent facial component. In the
end, an unmasked face is predicted based on the nearest-neighbor classifier distance between the target image and the
PCA feature space of the training image. As a result, the researchers have observed that the model can recognize an
unmasked face more accurately over a masked face. Now, previous studies (Khojasteh et al., 2019; L. Wen et al., 2019)
have observed that ResNet-50 has performed a significantly good result in extracting features. Thus, a group of scientists
have proposed a transfer learning-based masked face detection classifier (Loey et al., 2021).

Such model can be integrated with a surveillance camera to identify people without wearing a mask in an online
fashion. Here, the researchers have incorporated three traditional machine learning classifiers, such as support vector
machine (SVM), decision tree, and ensemble learning. They have further evaluated the performance of the model with
three data sets with various training and testing strategies. The investigation has revealed that SVM has outperformed
other classifiers for accurate detection of unmasked faces. However, researchers have observed that many people wear
a mask in the wrongly way such that it cannot cover the required portion within a face. In that situation, such methods
may fail. Hussain et al. (2021) have proposed a technique to overcome such constraint. Here, a group of scientists have

FIGURE 6 The figure illustrates the conceptual framework of the deep learning technique to predict the binding affinity of various

readily available drugs with proteins, associated with coronavirus. The framework employs two autoencoders to extract the features from the

drugs and proteins. Thereafter, the extracted features have been concatenated and fed through an artificial neural network to assess the

binding affinity
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presented an Internet of Things and deep transfer learning-based framework that can discriminate a face with a mask,
a face without a mask, and a face with a mask in the wrong position on the face in a real-time manner. The authors
have incorporated several pretrained deep learning models such as VGG-16, MobileNetV2, Inception V3, ResNet-50,
and CNN to detect face mask wear in three classes. Furthermore, the investigation has successfully classified the mask
into two categories as N-95 and a surgical mask. The VGG1-based transfer learning model has shown significant accu-
racy for both classification tasks.

Now, predicting the identity of a person with a mask sometimes become difficult. Such a limitation may provide an
advantage to a person to perform an unauthenticated job. In this regard, several studies have attempted to predict the
missing region after the removal of an unwanted object from an image. Hays and Efros (2007) have assessed the miss-
ing pixel of an object based on the pixel information of the candidate image that is most similar to the input sample.
Subsequently, other studies (Criminisi et al., 2004; J. Wang et al., 2014) have anticipated the missing region based on
the surrounding information of the image. On the other side, J.-S. Park et al. (2005) have introduced a modified PCA-
based reconstruction technique to uncover a face without eyeglasses. Previous investigations (Iizuka et al., 2017; Y. Li
et al., 2017) have engaged a generative adversarial network-based machine learning model to reconstruct the damaged
part of an object. However, the method may fail in the case of a high-resolution image. Subsequently, the technique
may suffer during the removal of large objects in facial images. Recently, several scientists have investigated a similar
technique as Iizuka et al. (2017) to anticipate the unmasked version of the face based on the representation of a masked
face. To retain the structural and appearance consistency of the predicted output, the researchers have incorporated a
two-step process. In the first step, they have extracted the global structure of the masked face. Afterward, they have
identified the missing region from the masked face in the next step. For the training process, the authors have
employed a synthetic data set created from the CelebA data set. As a result, the model has significantly outperformed
the previous models (Iizuka et al., 2017; Y. Li et al., 2017).

7 | CHALLENGES AND PROBABLE SOLUTIONS

Designing an AI-based automated system usually requires the data in a correct format. Moreover, sometimes hospital
administrations are unable to maintain the patients' data with a proper time stamp. Such chaos has created several
challenges for the researchers to apply AI algorithm in various predictive tasks. In this section, we have discussed prob-
able solution to the present challenges that may motivate the scientific community to investigate a new era of research.

Based on several latest investigations, it is clear that computer scientists have confronted a major challenge in
designing highly accurate AI models because of the absence of sufficiently large publicly available data sets. To tackle
the situation, several organizations and web-based repositories have collected and systematically stored the COVID-
19-related data. CSSE at Johns Hopkins University,20 Kaggle repository “Chest X-Ray Images (Pneumonia)”,21 Italian
COVID-19 Lung Ultrasound Database,22 Novel Corona Virus 2019 data set (2020)23 are well known among them. In
this context, Roberts et al. (2021) have investigated the efficacy of several AI models concerning their clinical relevance.
According to the researchers, most of such models are highly biased because of misguided control of the public data
sets. Here, an appropriate feature engineering on the data sets can make the models more rigorous to reveal the pattern
of the infection. Besides, designing an efficient AI model requires a reliable validation data set. External data sets (data
sets collected from a different source) can be a good choice to consider for such validation. Furthermore, the rapid col-
lection of data may create an imbalanced data set that may cause a severe problem for decision-making (Rahman &
Davis, 2013a). We can address the challenge by adjusting the number of samples of various classes using several
oversampling (Chawla et al., 2002) and under sampling techniques.

On the other side, the recent advancement of medical science strongly demands an intelligent clinical decision sup-
port system with the help of EHRs. Experts have observed that patients having several comorbidities have faced critical
health issues due to the COVID-19 pandemic. Moreover, the probability of getting affected by post-COVID complica-
tions such as lung disease, heart disease, frailty, and mental health disorders has also increased (Jiang & McCoy, 2020).
Avoiding such complexities may require precise knowledge about previous health issues in the form of an EHR. Previ-
ous investigations have employed EHR in several applications, viz., data-driven prediction of drug effects and interac-
tions (Tatonetti et al., 2012), Type 2 diabetes subgroup identification (L. Li et al., 2015), classifying patients for clinical
trials (Miotto & Weng, 2015), and many more. In these circumstances, personalized medicine (PM) can provide custom-
ized patient treatment based on the predicted response or disease risk. A personalized model can capture specific char-
acteristics of the patients with the help of data from similar patient cohorts. Efficient foresight of post-COVID risks may
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require capturing the transient relation among various clinical observations. Several deep learning-based frameworks
have proved their efficacy in this context. For example, recently, researchers have proposed a novel time-fusion CNN-
based framework (Suo et al., 2017) that can preserve the temporal relationship across adjacent visits to improve the
accuracy of disease prediction. Although implementing a PM framework has several challenges, it can be beneficial in
the clinical research domain for COVID-19.

In contrast to EHR, several biobanks such as genetic banks, tissue banks, and others have facilitated the researcher
to uncover the intricate association of COVID-19 with different factors like environments (Hall et al., 2014), lifestyle
choice (Rutten-Jacobs et al., 2018; Said et al., 2018), and genetics. The foremost advantage of biobanking is that
researchers can utilize the data from a unified data repository having standardized data collection protocols. Now, accu-
rate diagnosis of the patients essentially requires the collaboration of clinicians with AI experts (Abdulkareem &
Petersen, 2021).

Now, understanding the disease trajectory often necessitate recording clinical observation promptly. Unfortunately,
several hospitals usually capture clinical inspection on irregular timing basis in ICU. Moreover, the frequency of the
measurements as well as the observation parameters may vary across patients. Such inconsistent study may result in
several missing values in the EHR (Beaulieu-Jones & Moore, 2017). Several causes of missing data in the data set may
influence the prediction of the survival of a patient. Here, an AI-based framework can avoid the limitation by imputing
missing values in respective places. For example, Jerez et al. (2010) have investigated the efficacy of six methods such as
mean, hot-deck, MI, MLP, SOM, and KNN to impute missing values in “El Álamo-I” (Martín et al., 2004; Ruiz
et al., 2005) breast cancer data set. Afterward, they have employed the ANN model to anticipate breast cancer recur-
rence. The researchers have further observed that predicted the missing values using all the methods other than hot-
deck increased the accuracy of the predictive model. More recently, Rahman and Davis (2013b) have studied a similar
type of task.

Clinical studies have observed that a significant number of patients have experienced several prolonged symptoms
following recovery from COVID-19. Such cases are often termed long COVID (Sykes et al., 2021). In general, long
COVID symptoms include extreme tiredness (fatigue), shortness of breath, difficulty sleeping (insomnia), and many
more.24 Therefore, predicting the probability of having long COVID symptoms based on medical history is a big chal-
lenge for the researchers. Here, we can utilize the EHR and various OMICS information to design an AI model for such
a task.

During the COVID-19 pandemic, we have observed that the virus has mutated very rapidly. At the same time, scien-
tists have suggested that vaccine can be the best solution to arrest the emergency across the world. Unfortunately, we
have observed several cases where the patient got affected even after taking the vaccine. Different strains of the mutated
virus are responsible for the epidemics in the various demographic regions. Naturally, such a rapid mutation may affect
the process of designing proper vaccines. In this situation, early knowledge about the mutated strains may help scien-
tists to develop more effective vaccines. Scientists can employ a genetic algorithm to uncover a set of new strains of the
virus having more deadly characteristics in terms of infectious nature. In addition, genome editing tool
(Cyranoski, 2016) can be a considerable opportunity to fight against the disease. CRISPR/Cas has influenced the scien-
tific community for disease diagnosis and treatment. The reason is that the technique is cost-effective, quicker as well
as more accurate (Chekani-Azar et al., 2020). Scientist can exploit the technology for drug development against novel
coronavirus disease. Besides, the researchers can concentrate on pharmacogenomics (Relling & Evans, 2015) that may
allow the development of effective drugs for several health disorders and pandemics like COVID-19.

8 | DISCUSSION AND FUTURE DIRECTION

In the present study, we have tried to find some fruitful ways to contain current pandemic from many aspects with the
help of AI. First of all, we have discussed elaborately about different databases, helping us in analyzing current scenario
in various perspectives. To obtain an efficient AI model, developing a proper data set is crucial. Improper sampling may
create a model highly biased toward a particular or a set of features. For example, collecting the data from a particular
demographic region may create an AI model based on a particular cohort. Therefore, an efficient sampling of features,
as well as instances, is vital.

In demand of rapid testing, CNN-based chest image (mostly, x-ray with very few CT/HRCT) processing techniques
have shown promising result to detect COVID-19 pneumonia in the early stage of disease. In addition, improved AI-
based image processing techniques for chest CT/HRCT images can be developed in near future to detect high risky
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COVID-19 pneumonia more accurately and rapidly. Thus, it may be a good support of qRT-PCR and antigen detection
method. However, asymptomatic patients may not undergo such primary detection techniques. Such ignorance can
trigger a negative impact on the motivation of the outbreak control. In this situation, different digital tools, such as con-
tact tracing mobile app, can be figured out to stop the transmission of COVID-19 without vigorous lockdown and mass
quarantine. In addition, genomic profiling of the traced person along with their EHR can play a crucial role. As EHR
contain historical time-series data about previous disease and medicine consumed, RNN-based deep learning technique
can be applied to predict any unwanted future circumstances. Accordingly hospitals can take appropriate decision in
the early stage of the asymptomatically infected cases. Such planning may not only decrease the number of death cases
but also control the exponential growth of the pandemic situation.

On the other hand, our primary concern has dealt with how to address different patterns of confirmed infections
and deaths in different countries. Because the promising control on the disease outbreak requires accurate prediction of
such pattern. We have discussed a number of AI-based models in this regard. However, more robust and accurate math-
ematical models are needed to capture the variation in infection and death throughout the world. In addition, efficient
machine learning algorithms for sentiment analysis based on social networking data have been discussed. However, in
social media fake news is well known since decades. As the predictive result depends on hoax information related to
COVID-19, it may instigate a number of wrong decisions. Thus, before applying AI technique on social media data,
false data should be removed. Presently, a popular way of spreading fake news is in the form of clickbaits (Y. Chen
et al., 2015). In this context, a recent study (Aldwairi & Alwahedi, 2018) has investigated a number of machine learning
classifiers, such as Bayes Net, Logistic, Random Tree, and Naive Bayes, to recognize and eliminate fake social media
news as well as fake sites. Here, logistic classifier has shown promising accuracy. The fake news can broadly be catego-
rized in three ways, such as the text of an article, the number of user response, and the source users promoting it. A
study (Ruchansky et al., 2017) has proposed a RNN-based deep learning technique to detect various types of fake infor-
mation. In short, an AI-based predictive model to anticipate disease transmission pattern or “hotspot” requires a two-
layer pipeline. In the first layer, the model should identify and eliminate all the fake information. Thereafter, the clean
data can be fed into the next AI layer to get the desired output.

Moreover, we have explored different factors and medium of the infection transmission. Recent investigations have
observed a significant association of environment temperature and humidity with COVID-19-infected cases. Neverthe-
less, we have not found proper validation of a previous finding claiming that people with blood group “A” is more
prone to be affected by COVID-19. Such observation may help the medical practitioners to identify potential-infected
cases before any adverse situation arises.

However, during treatment, medical practitioners have found common symptoms in COVID-19-affected patients
including fever and nonproductive cough. Due to unavailability of any deterministic way to arrest the disease, the doc-
tors depend on a set of supportive medicines for treatment. Although some random clinical trials have been performed
to uncover the effect of various drugs, its results have not ensured a set of particular drugs against the virus. Moreover,
a considerable amount of time needs to be invested for each trial. In this consequence, AI may help to anticipate the
effect of various drugs in a faster way. A deep learning-based framework can assess the binding affinity between drugs
and the proteins associated with coronavirus. Here, the autoencoders extract the highly significant features from the
molecular fingerprint of the drugs and proteins. Besides, the artificial neural network predicts the binding affinity
between readily available drugs and proteins. Thus, more efficient deep learning-based techniques need to be developed
to speed up the drug design process.

The governments of all the countries have already convinced that face mask is an effective practice to decrease the
exponential growth of the disease. Although all the nations have imposed a guideline on wearing a face mask, strict
supervising is required to maintain the rule. We have discussed several latest AI-based investigations in this context. In
addition, we have encapsulated various automated tasks related to COVID-19 based on the class of AI techniques. We
have further recognized few challenges during the predictive goal using present methods. We have realized that EHR
can be an effective tool to identify patients' cohorts under significant threat during the pandemic. Previous investiga-
tions have influenced us to employ EHR coupled with OMICS information to find a PM solution. The world has already
experienced several mutated strains of the virus. Some of them have more deadly characteristics than their ancestor
strains. Various mutated strains may be the foremost obstacle to designing an effective vaccine. Thus, early knowledge
of the fatal features of mutated strains may help the scientific community to develop effective drugs. In this context, we
may utilize genetic algorithm-based techniques for such prediction.

Interestingly, if approximately 50%–70% of the population become immune against a disease epidemic, the epidemic
itself ceases. For example, a COVID-19 patient can infect approximately four people, but if the latter becomes immune
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for the disease then the former will be incapable of infecting them. Thus, the virus remains in the body of the COVID-
19 patient and dies maximum within 4 weeks. In this way, an epidemic can be controlled. The concept of vaccine is to
increase the herd immunity (Fine et al., 2011). Various epidemics, such as, polio and measles, have been eradicated in
this way. It would be interesting to see whether AI can help in predicting the people with low clinical risk and also
immune individuals, leading to building up rapid and high herd immunity in near future.

Any infection may lead to formation of two types of antibody in the body, that is, IgM and IgG (Duan
et al., 2020). Presence of IgM in the body of the host means that it still contains acute infection. Presence of both
IgM and IgG in the body means that the host has started acquiring immunity against the disease but the infection is
still persisting as IgM is still present. Absence of IgM and presence of only IgG means that the host has probably
become immune to the disease and therefore further spread of the disease is not possible. As it takes a minimum of
1 week for the antibodies to be produced, rapid antibody testing is preferably done in the 7th day, then 14th day,
and so on, until IgM becomes negative and IgG becomes positive. Theoretically, an immune person can neither get
infected and nor can spread the disease. However, as COVID-19 is a new disease and apparently many individuals
are getting infected second time, it cannot be surely declared that one is completely immune after being infected for
the first time. Thus, it would be very useful if AI can help in detecting the individuals who are completely immune
to COVID-19.

During testing, once qRT-PCR test proves a person COVID-19 negative, we should wait for a month to watch
whether that person is getting reinfected or not. If not then it is expected that the plasma of this person contains lots of
IgG. This plasma can be collected and injected in critically ill patients to see whether condition of the patient is improv-
ing or not. A few case reports say that such condition is improved on applying the above method (Z. Li, Yi, et al., 2020),
whereas many cases show that there is no significant improvement. Therefore, it would be helpful if AI can facilitate
identifying the individuals who are immune to COVID-19. It will help in deciding whether their plasma can be col-
lected for the therapy for saving coronavirus patients. In this regard, social networking as well as EHR data related to
COVID-19 cases may help in developing such AI-based model in upcoming days.
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