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Abstract

Sparsity is a powerful concept to exploit for high-dimensional machine learning and associated 

representational and computational efficiency. Sparsity is well suited for medical image 

segmentation. We present a selection of techniques that incorporate sparsity, including strategies 

based on dictionary learning and deep learning, that are aimed at medical image segmentation and 

related quantification.
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1. INTRODUCTION

Sparsity and sparse representations are an important element of medical image analysis 

(1), with the overall goal of providing a compact representation of the most important 

information. In terms of a set of basic elements, the aim is to have as few nonzero weights 

as are necessary for effective analysis. Sparsity constraints can be exploited to develop 

more efficient representations and have been used for an array of problems in medical 

image processing and analysis, including restoration (2, 3), pattern classification (4), image 

synthesis (5), contour tracking (6), and image segmentation (7). In this review, we present 

a set of ideas unified around sparsity, with a focus on the challenging task of medical 

image segmentation. We introduce a taxonomy or hierarchy of representations that covers 

the use of raw local intensities, local intensities organized around an evolving boundary, 
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local intensity scale space, and more globally organized local intensity arrangements 

incorporating shape. Sparsity can be embedded in these representations by learning sets 

of atoms in the form of either dictionaries or other representations, whose entries can then be 

used for further analysis or implicitly in neural networks through the use of dropout layers or 

other mechanisms.

We begin by reviewing different types of data representations in medical image 

segmentation in Section 2. Then, in Section 3, we review how concepts in sparsity and 

sparse representations can be introduced into a variety of segmentation schemes, while 

presenting a unified framework for such ideas. In Section 4, we provide more detail by 

looking at a diverse set of exemplar applications that leverage sparse representation. In 

Section 5, we present our conclusions.

2. IMAGE-DERIVED INFORMATION FOR APPEARANCE-BASED IMAGE 

SEGMENTATION

There is a long history of image intensity–derived image segmentation strategies in medical 

image analysis (e.g., 8, 9), which developed in parallel with research in other areas of pattern 

recognition and computer vision (e.g., 10, 11). The aim of such strategies is to localize 

anatomically or biomedically meaningful objects (classes) from medical imaging modalities 

(12) such as magnetic resonance imaging (MRI), computed tomography (CT), ultrasound, or 

nuclear medicine. Image segmentation is dependent on the extraction of image features that 

are either handcrafted or learned, or both.

Some of the most common appearance features used for segmentation can be classified 

as follows. First, voxel-wise intensity appearance provides the most basic and localized 

feature information. Segmentation methods using individual voxel intensities perform class 

assignment by, for example, employing Bayesian decision theory (10), fitting parametric 

model intensity (13–16), or applying unsupervised strategies such as fuzzy c-means 

(17). Second, gradient, texture, and higher-order feature appearance capture more spatial 

complexity than do individual voxel intensities. Here, intensity, gradients, and context can 

be incorporated into a single feature vector (18); spatial proximity can be included to aid 

in classification using region clustering or region growing techniques (11); or graph-based 

representations, with connections based on the similarity of voxel intensity features and 

spatial proximity, can be constructed, searched, and compared (19). Convolutional neural 

network (CNN) approaches are designed to be able to learn contextual features from the 

voxel intensities by optimizing the weights of convolution operations based on training 

data aimed at a particular segmentation task. Third, image patch appearance incorporates 

increasing regional appearance influences by using information from neighboring voxels 

around an image location. Sets of image patches from a spatially local region can be used 

to form a set of templates or atlases for segmentation (20, 21), or methods using nonlocal 

patches omit spatial relationships between appearances in favor of a many-to-one matching 

of appearance that permits many samples to be compared. Finally, shape and geometry 

appearance can be used to define a more global knowledge of appearance. Shape models 

can construct efficient representations of segmentation boundaries (22–24), and these shape 
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models can be combined with intensity appearance (25). In general, segmentation methods 

use one or more of these appearance features in conjunction with classification methods 

such as support vector machines (26), random forests (27), or neural networks (28) to best 

determine class boundaries.

A key issue in all of the above appearance categories is the need for efficient representation. 

Appearance feature spaces can grow too large and suffer from the curse of dimensionality 

(29) in supervised learning. Principal component analysis (30) is a straightforward 

technique that enables dimensionality reduction by identifying low-variance dimensions 

likely associated with noise. It is limited, however, by its linearity and its use of only 

first- and second-order statistics. Sparsity, as discussed below (see Section 3), enables 

the development of data-driven adaptive basis sets (e.g., dictionaries) that provide a more 

flexible and tailored approach to efficient appearance representation.

3. SPARSE REPRESENTATIONS FOR MEDICAL IMAGE SEGMENTATION

Sparse representation is a rigorous mathematical framework for studying high-dimensional 

data and uncovering the underlying structure of the data (31). Advances in this area have 

not only caused a small revolution in the community of statistical signal processing (31) 

but have also led to several state-of-the-art results in computer vision applications, such as 

face recognition (32), signal classification (33), texture classification, and edge detection 

(34–36). Sparse image representation exploits the idea that although images are naturally 

high dimensional, in many applications images belonging to the same class lie on or 

near a low-dimensional subspace (37). Sparsity has proven to be a powerful constraint for 

uncovering such degenerate structure. On the basis of sparsity constraints, the subspace of 

a class can be spanned in the sense of sparse representation by a set of base vectors that 

can be either predefined, typically in a parametric form such as a Fourier basis (38), or 

learned from training samples. In the latter case, the subspace of learned base vectors is 

assembled into a dictionary that encodes the signal patterns of the class. Learned dictionaries 

typically outperform predefined ones in classification tasks, in particular for distorted data 

and compact representation (39). Sparse representation has also been applied to medical 

image analysis settings such as shape prior modeling (40–42), nonrigid registration (43), and 

functional connectivity modeling (44). We review a general framework for sparsity-based 

segmentation in Sections 3.1–3.4, below. In addition, we note that a number of recent efforts 

have aimed to incorporate and interpret sparsity in the context of neural networks (see 

Section 3.5).

3.1. Representation Framework

The mathematical framework for considering sparse representation in the context of this 

review can be constructed by first describing the representation of an n-dimensional feature 

vector derived from a medical image, y = y1, y2, …, yn ∈ ℝn, as a weighted combination 

of m sets of similar samples of the same dimension in a representation repository or 

dictionary, D = d1, d2, …, dm ∈ ℝn × m. Here, each element di is an n-dimensional vector 

of appearance and is often referred to as a dictionary atom. The data vector y could be 

one instance of a collection of intensities, features, or even boundary control points, as 
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described above in Section 2. The dictionary D can be either a collection of raw feature 

data samples themselves or a set of predefined basis functions or of learned feature elements 

that represent the underlying data distribution (see Section 3.3). A coding vector X ∈ ℝm

selects the weighted combination of samples from the dictionary that best represents the data 

vector. Generally, the representation problem aims to find the optimal coding vector x that 

minimizes the reconstruction error between the data y and the weighted dictionary Dx:

min
x

∥ y − Dx ∥p , 1.

where ∥·∥p is the p norm; typically, the ℓ2 Euclidean norm (p = 2) is used here.

In some applications, sparsity can be imposed not only on the representation x itself but also 

on regions of abnormality along a boundary. Thus, a position-specific error vector e can be 

used to capture rare but important discrepancies in a segmentation (see Section 4.4, below).

3.2. Imposing Sparsity

Sparsity is often used in medical image analysis to solve segmentation problems, our focus 

in this review. We can impose sparsity in its most basic form by simply counting the nonzero 

entries of any entity and limiting or minimizing that count. The count is denoted by the ℓ0 

norm ∥·∥0. Sparse solutions can be imposed using the ℓ0 norm on the representation coding 

problem defined in Equation 1. One way to impose sparsity is to set a threshold Г on the ℓ0 

norm of the coding vector:

min
x

∥ y − Dx ∥2
2  s.t.  ∥ x ∥0 ≤ Γ . 2.

The value of Г is chosen specific to the application. Sparsity can also be realized by limiting 

the overall error with a threshold ϵ instead of a sparsity threshold:

min
x

∥ x ∥0  s.t.  ∥ y − Dx ∥2
2 ≤ ϵ . 3.

Again, the threshold ϵ must be chosen according to the application. While in Equation 2 

we specify the degree of sparsity, in Equation 3 we specify a limit on the error. As we 

demonstrate below, this basic idea is developed in different ways. In cases when the exact 

determination of these sparse solutions has proven to be computationally expensive (45), 

approximate solutions are considered instead. Several efficient pursuit algorithms have been 

proposed; these include matching pursuit (46) and orthogonal matching pursuit (OMP) (47–

49).

Also, as is well known from the sparsity literature (50), the nonconvexity of the ℓ0 norm 

makes the constraints in Equation 2 intractable. Conveniently, the research community has 

recognized that this problem can be nicely reformulated and made continuous and convex, 

but nonsmooth, by use of ℓ1 norm relaxation. In fact, efforts in computer vision (mainly 

in face recognition) have shown that minimizing with respect to an ℓ1 norm is equivalent 

to doing the same for an ℓ0 norm for sparse-enough solutions (32, 51), and medical image 
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analysis investigators have adopted this approach (52). Thus, replacing the ℓ0 norm with an ℓ1 

norm in Equation 2, and reformulating using a weighted sum, results in

min
x

∥ y − Dx ∥2
2 + λ ∥ x ∥1 . 4.

This basic idea has also been recognized in the statistics literature (53) and termed the least 

absolute shrinkage and selection operator (LASSO). Alternatively, when the number of data 

samples m is much greater than the number of selected elements Г, which is often the case 

in medical imaging problems, robust sparse representation may be achieved by including an 

ℓ2 ridge penalty term in the representation functional (54):

min
x

1
2 ∥ y − Dx ∥2

2 + λ1 ∥ x ∥1 + λ2
2 ∥ x ∥2

2 . 5.

This method, termed the Elastic Net, empirically outperforms LASSO while preserving 

the sparsity of the representation. In particular, the Elastic Net formulation encourages a 

grouping of highly correlated variables. Elastic Net was successfully used in one of our 

example applications below (see Section 4.3).

As discussed in Section 4, the basic strategy for sparse representation as represented by 

Equations 2–4 can be applied and augmented in a number of ways. The methods for actually 

learning the dictionaries used for representation are discussed in the following section.

3.3. Dictionary Learning

Traditionally, representations of information derived from images have employed standard 

bases, such as Fourier, Gabor, or wavelet. Instead of using a standard basis, it 

is possible to learn a dictionary of atoms from the data themselves. Learning a 

dictionary, D = d1, …, dm ∈ ℝn × m, from a finite training set of image-derived information, 

Y = y1, y2, …, ys ∈ ℝn × s, requires solving a joint optimization problem with respect to the 

dictionary D and the sparse representation coefficients, X = x1, x2, …, xs ∈ ℝm × s:

min
D, X

∥ Y − DX ∥2
2  s.t. ∀i, xi p ≤ Γ, 6.

where Г is a predetermined target sparsity constraint and p is the chosen norm. Effective 

algorithms for solving the dictionary learning problem (Equation 6) using p = 0 or p = 1 

include K-SVD (55), the method of optimal directions (56), and a stochastic algorithm (57). 

K-SVD has been widely used because of its good convergence properties. The main iteration 

of K-SVD contains two stages: sparse coding and dictionary updating. In the sparse coding 

stage, D is fixed and the problem stated in Equation 2 or 3 is solved using a matching 

pursuit algorithm, such as OMP (58), to find the best matching sparse representation 

X. In the dictionary updating stage, the atoms of the dictionary D are updated. For the 

application of dictionaries and sparsity to medical image segmentation that is of interest in 

this review, there are key parameter choices that must be made for each specific problem: the 

dictionary atom size, the number of atoms included in the dictionary, and the order of sparse 

Onofrey et al. Page 5

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



regularization. Both the sparse coding and dictionary updating stages of dictionary learning 

could also be set and solved numerically using a LASSO-style formulation, as shown by 

Equation 4.

3.4. Classification Using Dictionaries

Given a dictionary, or a set of dictionaries, segmentation of an image may be performed by 

classifying each individual voxel into a distinct class with label c from a set of application-

specific classes c ∈ C corresponding to, for example, tissue types. The number of classes 

corresponds to the set cardinality C . Independently of a particular application’s specific 

representation of the data, the task of classification using a dictionary D reduces to assigning 

a class label to all data samples y, which involves solving either Equation 2 or 3 for the 

sparse coding vector x.

For classification, dictionaries can take two forms: (a) intraclass dictionaries, in which a 

dictionary represents data from a single class c, which we denote as Dc, and (b) interclass 

dictionaries, in which a dictionary represents data from all possible classes in C. On the 

basis of these dictionary forms, classification may be performed in one of two ways. First, 

in the case of intraclass dictionaries, a classification can be made using the data residual 

reconstruction error:

Rc = y − Dcx 2, ∀c ∈ C, c = arg min
c

Rc, 7.

where the final class assignment c  is made by choosing the class that minimizes these 

residuals. Here, it is assumed that a data vector will belong to the class best represented by 

that class’s specific dictionary, that is, the class with minimum residual error. Sections 4.1 

and 4.2 demonstrate applications using this method of classification. Additional constraints 

can be added in order to increase the discriminative power of the dictionaries (59).

Second, in the case of interclass dictionaries, a classification can be made using the sparse 

coding vector x itself. In its simplest form, a matrix W ∈ ℝ C × m can be defined as a set of 

linear classifier parameters that maps any coding vector x onto a label vector h ∈ ℝ C :

h = Wx, c = arg max
c

hc . 8.

Here, the nonzero values in the label vector h indicate membership in the cth class; for 

instance, a labeling with a single nonzero value h = [0, 0, … , 1, … , 0, 0] indicates unique 

class membership in the cth class, and the final class assignment c  is given to the class 

with maximum membership value. The assumption is that the classes will be clustered in 

the space of the coding vector. Section 4.3 demonstrates an application of this method of 

classification.

3.5. Sparsity in Deep Learning

For many medical image analysis tasks, deep learning is becoming the dominant approach. 

An increasing number of large data sets are becoming available for training, and 
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investigators are looking toward learning strategies based on multilayer or deep data-driven 

neural networks to incorporate this information in effective ways (28). Many approaches to 

deep learning exist, and there are many ways of incorporating sparsity that aim to reduce 

the number of nonzero-weighted neurons. Sparsity may lead to more efficient networks 

and has potential benefits in terms of information disentangling, control of the effective 

dimensionality of the representation, and easier separability (60). Perhaps the simplest 

method to incorporate sparsity is to set neuron weights to zero during training if they are 

below a designated threshold and therefore are inactive (61). In this way, a large network can 

be pruned, thus reducing the size of the model for greater efficiency, reduced redundancy, 

and potentially improved performance.

The choice of nonlinear activation function can also influence network sparsity. The use of 

rectified linear units (ReLUs) tends to create sparse networks with many inactive neurons 

(60, 62). Unlike other activation functions, such as sigmoids, hyperbolic tangents, or leaky 

ReLUs, when the input to the ReLU is less than zero, the output is clamped to zero, leading 

to more inactive neurons and sparser networks.

Sparsity constraints can also be imposed via the cost function. For example, the sparse 

autoencoder is an unsupervised method of seeking a compressed representation via a hidden 

layer in a network that attempts to reproduce its input; that is, it seeks an identity function 

(63). Typically, the size of the hidden layer is small so that a compact structure can be 

imposed on the hidden representation. However, a sparsity constraint can be imposed by 

augmenting the cost function with a term that seeks to, for example, have the average 

activation equal to a target small value, forcing many units to be inactive. Sparsity within 

the hidden units of autoencoders has been encouraged by penalizing deviation from a 

target activation ρ (in this case, ρ = 0) measured by the Kullback–Leibler divergence 

(64). Alternatively, sparsity can be imposed by using an ℓ1 norm on the network weights 

(65). The resulting representation can then be used, for example, as input to a classifier 

for segmentation (66). This LASSO-style approach can also be applied to convolutional 

networks in a sparse group LASSO objective (67).

Another mechanism that imposes sparsity on a network is by way of dropout. The idea 

behind dropout is to randomly select a number of the neurons at each stage of training 

(as many as 80%) and set the corresponding weights to zero (68). The primary goal is to 

avoid overfitting by making the network less dependent on any particular node and more 

robust, especially when the training data set is small. Srivastava et al. (68) found that, as 

a side effect of dropout, the activations of the hidden units became sparse, even when no 

explicit sparsity-inducing regularizers were present. These authors studied autoencoders and 

looked at the sparsity of hidden unit activations. In addition, they used ReLU activation 

functions with and without dropout and found that dropout significantly increased sparsity in 

the resulting networks.

Papyan et al. (69) developed an interesting connection between sparse modeling via 

dictionaries and CNNs. They formulated a multilayer convolutional sparse coding (CSC) 

method by using dictionaries of intensity patches. Both CNNs and the CSC method are 
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based on a convolutional structure, and both use data-driven models. These authors showed 

how their sparse coding method corresponds to the forward pass evaluation of the CNN.

It is possible to integrate neural network approaches and sparse dictionary learning. Using 

an encoder–decoder neural network formulation with a sparsity-inducing logistic module 

in between, Poultney et al. (70) learned effective sparse representations for subsequent 

processing. For tissue classification in liver images, Ben-Cohen et al. (71) used a fully 

convolutional network followed by dictionary-based fine-tuning. The sensitivity of the 

neural network alone was similar to that of the combined approach. However, the combined 

approach had improved specificity. Thus, the two methods worked synergistically to obtain a 

more robust solution.

4. KEY APPLICATION EXEMPLARS

We highlight five examples that illustrate the use of sparse representations for a diverse 

range of applications within biomedical image segmentation. We start in Section 4.1 by 

describing a dynamical appearance model (DAM) based on sparse representation and 

dictionary learning for tracking both endocardial and epicardial contours of the left ventricle 

in echocardiographic sequences (72–74). Here we exploit the inherent spatiotemporal 

coherence of individual data to constrain cardiac contour estimation. The contour tracker 

uses multiscale sparse representation of local image appearance and learns online multiscale 

appearance dictionaries in a boosting framework as the image sequence is segmented 

frame by frame sequentially. In Section 4.2, we present a method to segment the cortical 

brain surface in postoperative CT imaging. In this challenging application, image patches 

are oriented on the basis of the local evolving surface geometry in order to develop an 

efficient patch dictionary that exploits the consistency of appearance at the surface of 

the brain (75). This oriented appearance model, built from a clinical training sample, is 

invariant to rotational changes in the surface. From these patches, a sparse representation 

of the brain cortical surface appearance is determined in a dictionary-learning framework to 

model textural appearance near the surface boundary. In Section 4.3, we describe a method 

for sparse dictionary learning with atlases for brain segmentation (76, 77), an important 

current topic in neuroimage analysis. Next, in Section 4.4, we examine sparsity in global 

shape representation for boundary-based modeling. In global models, more complete shapes 

can be represented, and the sparse data matrix is learned by observing entire shapes of 

object boundaries in two or three dimensions. Finally, in Section 4.5, we look at the use 

of data-driven, deep learning of multiscale image patches for tissue classification from 

multiparameter MRI (mpMRI) data for liver cancer diagnosis and treatment evaluation (78).

For each of these applications, the segmentation performance of sparse representation 

learning is compared with that of alternative, nonsparse methods. Comparisons are made 

with conventional algorithms that do not employ sparse coding techniques, and in two cases, 

the effectiveness of sparse coding (Section 4.3) or sparsity-inducing strategies (Section 4.4) 

is directly compared with that of representation learning without the sparsity constraint. 

Throughout this section, segmentation performance is evaluated with respect to expert 

human-rater manually annotated ground truths. The state-of-the-art quantitative evaluation, 

and the most popular in the medical image analysis literature, involves computing the 
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Dice overlap measure or various surface point distance metrics, such as the Hausdorff 

distance. All examples included here make use of one or more of these metrics to 

provide a clinically meaningful validation with respect to clinically relevant ground truth 

annotations. The quantitative and qualitative visual results that follow demonstrate the 

effectiveness of sparsity for data-driven segmentation across a diverse set of biomedical 

imaging applications.

4.1. Multiple Tissue Class Dictionaries and Sparsity for Left Ventricle Segmentation from 
Echocardiography

In this section, we discuss a DAM based on sparse representation and dictionary 

learning for segmenting the endocardial and epicardial surfaces of the left ventricle from 

echocardiographic sequences (Figure 1) (6), often used as a first step in cardiac motion (e.g., 

79, 80) and strain estimation (81). Instead of learning off-line spatiotemporal priors from 

databases, as might be done in more global appearance-based modeling, this model exploits 

the inherent spatiotemporal coherence of individual data in order to constrain cardiac surface 

estimation.

For this application, individual class dictionaries are learned and established at sequential 

time frames for different tissue types for a single subject, given a manual segmentation 

initialization at the first time frame. The algorithm leverages a variety of complementary 

information, including intensity, multiscale local appearance, and shape. A multiscale 

sparse representation of high-dimensional local image appearance is used to encode 

local appearance patterns with multiscale appearance dictionaries. An online multiscale 

appearance dictionary learning process is interlaced with sequential segmentation. The local 

appearance of each frame is predicted by a DAM in the form of multiscale appearance 

dictionaries based on the appearance observed in the preceding frames. As the frames are 

segmented sequentially, the appearance dictionaries are dynamically updated to adapt to 

the latest segmented frame. The multiscale dictionary learning process is supervised in a 

boosting framework to seek optimal weighting of multiscale information and to generate 

dictionaries that are both reconstructive and discriminative. Sparse coding with respect to 

the predictive dictionaries produces a local appearance discriminant that summarizes the 

multiscale discriminative local appearance information. This method includes both intensity 

and a dynamical shape prediction to complete the complementary information spectrum 

that is incorporated into a region-based level-set segmentation formulation in a maximum a 

posteriori framework.

In this approach, the basic strategy begins with the sparsity equations described above in 

Section 3. However, the equations are modified to leverage the complementary multiscale 

local appearance information, which leads to describing the pixel u ∈ Ω as a series of 

appearance vectors yt(u) ∈ ℝn at different appearance scales at time point t. To obtain this 

multiscale information, one can extract local images of different physical sizes from images 

that are smoothed to different degrees. The local images are then subsampled to construct 

appearance vectors.
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Key to this algorithm, and the most relevant point for this review, is sparse learning of 

separate appearance dictionaries for the blood pool and the myocardium from each frame 

of the echocardiographic image data. Considering appearance at a single scale as the initial 

example, suppose that Dt
1 and Dt

2 are two dictionaries adapted to appearance classes Ωt
1

and Ωt
2, respectively (e.g., blood pool and myocardium). They exclusively span, in terms 

of sparse representation, the subspaces of the corresponding classes; that is, they can be 

used to reconstruct typical appearance vectors from the corresponding classes. As introduced 

in Section 3.4, the reconstruction residuals Rt
c(u) for an appearance vector can be found 

using Equation 7 for each class, and it is logical to expect that Rt
1(u) > Rt

2(u) when u ∈ Ωt
2, 

and Rt
1(u) < Rt

2(u) when u ∈ Ωt
1 (6). This observation establishes a key basis of sparse 

representation–based discrimination.

On the basis of this discrimination strategy, Huang et al. (6) developed a local appearance 

discriminant At between two learned dictionaries (blood pool and myocardium), which 

is used to create a class adherence probability term, p(At|Фt), where Фt is a level-set 

function. This term is incorporated into a level-set boundary finding optimization functional, 

which when solved estimates the zero level set that segments the endocardial or epicardial 

boundary of the left ventricle. In this study, the local appearance discriminant At(u) 

combines complementary multiscale information by learning a series of dictionaries at 

different scales, and indicates the likelihood that the point u is inside or outside the shape 

of interest. To obtain this appearance discriminant, Huang et al. (6) leveraged the inherent 

spatiotemporal coherence of individual data to introduce an online learning process that 

dynamically adapts multiscale dictionaries to the evolving appearance when the image 

sequence is segmented sequentially, as illustrated in Figure 1.

Three issues are important in this setting. First, the true distribution underlying the 

appearance Y is not known. A uniform distribution is usually assumed to place equal 

emphasis on all the training examples. There are harder and easier parts of the appearance 

space, and more emphasis should be placed on the harder part so as to enforce the learned 

dictionaries to include the most discriminative patterns. The relatively easier and harder 

parts can differ at different appearance scales. Second, the generic dictionary learning 

formulation in Equation 6 gets trapped in a local minimum and learns only the scale that 

corresponds to the size of local images (82). Huang et al. (6) decompose the multiscale 

information into a series of appearance dictionaries, each of which is learned at a single 

scale. Third, the weighting of different appearance scales needs to be optimized in order to 

achieve the best joint discriminability of the multiscale dictionaries.

In order to address the above issues and further strengthen the discriminative property of 

the learned appearance dictionaries, a boosted multiscale appearance dictionary learning 

process supervised in an AdaBoost (83) framework was proposed (6). The boosting 

supervision strengthens the discriminative property and optimizes the weighting of 

multiscale information. In this setting, each pair of learned dictionaries is taken as a weak 

learning process making a weak hypothesis, wherein each weak learner faces a different 

distribution of the data that is updated on the basis of the error made by the preceding weak 
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learners. Here, the first weak learner makes the initial guess that the data obey a uniform 

distribution. The appearance scale varies across the weak learners such that the error made 

at a certain scale can hopefully be corrected at the other scales. The weighting parameters 

of the multiscale information are optimized automatically through this boosting process. 

The coarser-scale dictionaries encode higher-level anatomical patterns, while the finer-scale 

dictionaries encode lower-level speckle patterns. Finally, all of these weak learners are 

combined to reach a strong hypothesis.

This approach was validated on 26 four-dimensional (4D) canine echocardiographic images 

acquired from both healthy and postinfarct canines. The segmentation results agreed 

well with expert manual tracing (Figure 2) (Table 1). Advantages of this approach are 

demonstrated by comparisons with conventional, nonsparse methods, such as a pure 

intensity model using a maximum likelihood estimation and a Rayleigh distribution model 

(84) or a database-dependent off-line subject-specific dynamical shape model (SSDM) (85). 

The level-set strategy that incorporates the sparse dictionary learning appearance residuals 

approach (DAM) outperforms the other approaches in terms of endocardial and epicardial 

segmentation.

4.2. Sparse Orientation-Invariant Tissue Class Dictionaries for Brain Segmentation from 
Computed Tomography

In segmentation of the cortical brain surface in postoperative CT imaging, specific 

dictionaries are again learned or established for different tissue classes, but, in contrast 

to the application described in Section 4.1, these dictionaries are learned from a population 

of images and are intended to estimate intersubject segmentations for a set of test subjects 

(not only for a single, intrasubject segmentation). Here, the overall goal is to segment brain 

surfaces that will be useful for registering presurgical MRI images with postsurgical CT 

(as in 75), but similar ideas are useful for registering pre- and postimplant MRI (86) and 

in postsurgical brain shift compensation (e.g., 87–89). During these surgical procedures, 

neurosurgeons implant electrodes to monitor and localize abnormal electrical activity due to 

epilepsy, then use this information to plan further surgical procedures, as described in more 

detail by Onofrey et al. (75). While numerous surface-based, nonrigid registration methods 

exist (90, 91) to accomplish this task, the main challenge is the extraction of the cortical 

surface from the images. Methods for segmenting the brain surface from presurgical MRI 

exist (92); however, segmentation of postoperative CT images is challenging due to (a) large 

portions of the skull being removed for the craniotomy, (b) imaging artifacts caused by the 

implanted electrodes, (c) the most likely non-Gaussian appearance of the brain surface, and 

(d) the variability in the location of the craniotomy across patients, which can confound 

global models of appearance (25).

To segment the cortical brain surface in postoperative CT imaging, a dictionary learning 

framework learns a sparse representation of the brain cortical surface appearance (Figure 3). 

Similar to the dictionary learning approach presented in Section 4.1, this framework models 

textural appearance of two tissue classes, in this case, the inside and the outside of the 

cortical surface boundary. Here, dictionaries modeling the locally oriented image appearance 

based on the geometry of an evolving cortical surface estimate discriminate the appearance 
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around the boundary. The method extracts locally oriented image patches for all points on 

the segmentation surface estimate, u ∈ S, and transforms these patches into an appearance 

vector, y(u). As done in Equation 7 (Section 3.4), the appearance model residuals Rc(u) are 

computed for each class c ∈ C =  in, out  . In contrast to the research described in Section 

4.1, the difference between the residual values, D(u) = Rout(u) − Rin(u), drives the evolution 

of the segmentation surface estimate. Intuitively, if u lies within the true boundary of the 

cortical surface in the CT image, then D(u) > 0, and if u, in contrast, is outside the true 

boundary, then D(u) < 0. The cortical surface boundary is thus located at the point where 

D(u) = 0; in other words, the dictionaries cannot determine to which class the local patch 

belongs. Finally, to segment the cortical surface in the CT image, the method minimizes the 

objective function S = minS∫S ∥ D ∥2
2 dS.

In contrast to the research described in Section 4.1, which uses image patches canonically 

aligned with the image axes, this approach uses locally oriented image patches along 

the evolving segmentation surface. By orienting the image patches with respect to the 

differential geometry of the surface, the oriented appearance model is invariant to rotational 

changes in the surface. Furthermore, rather than creating unique intrasubject appearance 

models for each subject, this approach builds an intersubject appearance dictionary using a 

population of clinical training data.

Experimental results using clinical images from 18 epilepsy patients who had surgically 

implanted electrodes demonstrate the accurate segmentation of the cortical surface 

using dictionary learning of oriented image appearance. The oriented patch dictionary 

segmentation method is compared with a standard multiatlas registration-based segmentation 

method as well as a deep CNN approach. Results show accurate cortical surface 

segmentation in CT images (Figure 4), and quantitative results (Table 2) show significantly 

more accurate segmentation in the area of the electrodes, which is the region of greatest 

clinical interest. In comparison to the other tested segmentation methods, the local patch-

based sparse dictionary learning approach offers practical advantages for medical imaging 

data sets that have low sample sizes. In this specific application, the dictionary appearance 

model can accommodate heterogeneous appearance better than global models of appearance, 

such as atlas-based segmentation, because surgical site location is specific to each patient 

and not enough training data exist to span all possible craniotomy locations. The dictionary 

model is also of much lower dimensionality; for instance, a dictionary with n = 256 

atoms and 53 image patches at three image scales required a total of 96,000 parameters, 

in contrast to the tested deep CNN, which had more than 22 million parameters. Finally, for 

applications such as surgery that require a high level of trust in the algorithmic results, the 

easy interpretability of the learned dictionary atoms contrasts with the difficulty in analyzing 

the features of a CNN’s hidden layers.

4.3. Sparse Dictionary Learning with Atlases for Magnetic Resonance Imaging Brain 
Segmentation

In sparse dictionary learning with atlases for brain segmentation, and similar to the task 

discussed in Section 4.2, sparse coding of a collection of labeled images from a population 

of training data is used to perform segmentation of a test image for a new test subject, 
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in this case segmenting anatomical brain structures in MRI data. This approach is useful 

in a variety of neuroimaging analysis problems, including those related to both structural 

and functional biomarker measurement. Here, patch-based sparse appearance learning is 

used to segment a test subject image by trying to match patch-based features to a set of 

similar-looking patches found in a set of atlases. The idea is that a patch-based learning 

problem is posed where weights are sparse and their values are large when the test subject 

patch matches the correct atlas patch. This method was initially proposed by Tong et al. 

(76) for two label classes (hippocampus and background) and was then generalized by Roy 

et al. (77) to include multiple classes (gray matter, white matter, and cerebrospinal fluid). 

This application contrasts with the previous two (Sections 4.1 and 4.2) in two ways. First, 

this approach creates separate local appearance dictionaries for each voxel in the test image, 

as opposed to the other methods, which use global dictionaries of appearance that apply 

to the whole image domain. Second, the dictionaries in this application contain appearance 

samples that are representative of all classes of interest (interclass dictionaries), whereas 

the previous methods utilize separate dictionaries for each class of interest (intraclass 

dictionaries). In this manner, classification (and the resulting segmentation) is performed 

on the appearance dictionary’s sparse coefficients instead of on the reconstructed appearance 

representation. The intuition behind this approach is that, for a given dictionary size, 

intraclass dictionaries are better suited for global patch-based appearance modeling, wherein 

appearance is relatively homogeneous within a class throughout the global image domain, 

whereas interclass dictionaries are better suited for local patch-based appearance modeling 

because these dictionaries must contain information from a variety of classes that may have 

an increasingly heterogeneous appearance outside of the local spatial neighborhood.

Inspired by facial recognition research from the computer vision community (32), atlas-

based segmentation (Figure 5) is developed in two different ways (76). The first approach, 

termed sparse representation classification (SRC), uses a dictionary based on a large 

number of training patches selected from a subset of most similar atlas images. Sparse 

coding is used to select the most representative patches in the dictionary using Equation 

5. Similar to the application in Section 4.1, dictionary reconstruction residual error is 

used to discriminate class membership, with segmentation performed by selecting the class 

label with minimal residual (or reconstruction) error (see also Section 3.4). The second 

strategy, termed discriminative dictionary learning for segmentation (DDLS), attempts to 

exploit discriminative information in the training patch library by learning a small-sized, 

(discrimination) task-specific dictionary. This approach adds a linear classifier, f (x, W) 

= Wx, to the objective function for learning dictionaries that contain the ability to both 

reconstruct patches and determine to which class a patch belongs (93). The objective 

function modifies the dictionary learning function in Equation 6 to include two ℓ2 norms 

subject to sparsity:

D, W = arg min
D, W, X

∥ Y − DX ∥2
2 + β1 ∥ H − WX ∥2

2  s.t. ∀i, xi 0 ≤ Γ, 9.

where W ∈ ℝ C × m is the linear classifier parameter and each column of a matrix 

H = h1, …, hm ∈ ℝ C × m is a vector hi corresponding to the central voxel label of the 
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atlas template patch with C different classes. Nonzero entry positions in the vector hi 

= [0, 0, … , 1, … , 0, 0] indicate the class label of the data sample yi surrounding 

the central pixel or voxel of the patch as belonging to the jth class. In this application, 

C =  hippocampus, background   with cardinality C = 2. Using the set of labeled training 

atlases, this equation is solved using the method proposed by Mairal et al. (57) to learn 

a dictionary, D(u), and classifier, W(u), for every possible target voxel u ∈ Ω in the target 

image. To segment a target voxel, the sparse representation of the target x(u) is found by 

solving x(u) = arg minx(u) ∥ y(u) − D(u)x(u) ∥2
2 + β2 ∥ x(u) ∥1 using Equation 5. Finally, the 

label value of the target voxel c(u) is found from the linear predictive classifier, as in 

Equation 8.

The abovementioned sparse segmentation approaches learn subject-specific, voxel-wise 

dictionaries for multiple classes from a set of labeled atlas images that most closely match 

the target image in a form of online learning and segmentation. Alternatively, Mairal et al. 

(57) also propose learning fixed dictionaries off-line to be applied to more efficient online 

segmentation. In this scenario, fixed DDLS (F-DDLS) forms voxel-wise dictionaries from 

a subset of subjects in the training set, not only the most similar matching ones, and these 

dictionaries can be saved and then applied to segment target images.

Testing was performed using 202 T1-weighted MRI data from the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) data set (94) and 80 images from the International 

Consortium for Brain Mapping data set (95), with the goal of classifying hippocampus 

versus background. The sparse coding SRC, DDLS, and F-DDLS methods were compared 

with a more standard, nonlocal patch-based segmentation method (96) that performs a 

weighted classification of atlas patches (based on the Euclidean distance). All methods 

utilized patch sampling within a small, nonlocal 7 × 7 × 7 search window of the target patch. 

Preprocessing for each data set was performed (94, 96), all images were linearly registered 

to the MNI (Montreal Neurological Institute) 152 template space, and histogram matching 

(97) was used to normalize image intensities. For SRC, DDLS, and the patch-based method, 

the sum of squared differences of intensity values was used to select the 10 atlases most 

similar to each target image. Visual comparisons based on segmentation results for three 

of the methods from the ADNI data set are shown in Figure 6, which illustrates the better 

performance of the sparse coding appearance methods (both SRC and DDLS) compared 

with the patch-based strategy, indicating the promise of such approaches for atlas-based 

segmentation. Results in terms of Dice overlap coefficients for finding the right, left, and 

entire hippocampus using all methods are shown in Table 3, quantifying the potential 

advantages of the methods on the basis of sparsity. Notably, the atlas selection strategy 

offered small improvements over F-DDLS. The sparse dictionary learning methods also 

demonstrated computational efficiency compared with conventional, nonsparse, patch-based 

segmentation (Table 3). Roy et al. (77) extended all of this research to multiple classes 

and applied it to whole-brain tissue segmentation in normal subjects as well as to multiple 

sclerosis lesion segmentation, both from T1-weighted anatomical MRI.
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4.4. Sparsity in Global Representations: Representations of Boundary Shape and 
Boundary-Based Local Appearance Modeling

Many of the applications discussed in this review concern sparse representations of 

image intensity or image appearance–based information. Sparsity in medical image 

analysis, especially regarding segmentation, can also be advantageous in object boundary 

representations. In this section, we describe a primary example of this type of approach, 

from work by Zhang et al. (98). These authors used a sparse shape composition (SSC) 

method in which an explicit shape representation [either a two-dimensional (2D) curve 

or a three-dimensional (3D) triangular mesh] is formed using the coordinates of a set of 

vertices that define the shape. For each object i, the coordinates are concatenated into a 

single shape vector, di ∈ ℝn, where n is the product of the number of vertices in a shape 

multiplied by its spatial dimension. A training depository (or, as above, dictionary) of shapes 

can be represented as D = d1, d2, …, dm ∈ ℝn × m. In this framework, any input shape y can 

be approximately represented as a weighted linear combination of shapes (or shape data) 

existing in the database di, i = 1, 2, … , m, where x = x1, x2, …, xm ∈ ℝm are the coefficients 

or weights and m is the number of shapes. Unique to this approach is the idea that a set 

of sparse, gross errors in a contour or surface boundary can be incorporated by modeling 

an error vector, e ∈ ℝn. Equation 2 can then be modified to model both a sparse linear 

combination and a sparse error for outliers to find this solution:

arg min
x, e, β

∥ T(y, θ) − Dx − e ∥2
2 ,  s.t.  ∥ x ∥0 ≤ Γ1, ∥ e ∥0 ≤ Γ2, 10.

where Г1 is the predefined sparsity number for x and Г2 is the sparsity number for e, which 

captures the sparse but large errors caused by occlusion or missing points at particular 

locations (vertices) in a model instance. Furthermore, we note that, in this equation, T (y, θ) 

is the global transformation operator with parameter θ that aligns the input shape y to the 

mean of the existing data repository D.

Testing was performed on a variety of data sets related to several different clinical problem 

areas, including 2D lung localization from X-ray images and 3D liver segmentation from 

low-dose CT, as described by Zhang et al. (98) and in follow-on research by Wang et al. 

(99). The latter group (99) further developed the sparsity strategy to simplify the solution 

by stacking the e and x vectors into a single new vector (x′) that could be set up as a one-

variable sparsity term. We show an example result for the liver segmentation problem using 

this sparsity-driven, shape-based approach in Figure 7. In References 98 and 99, the clinical 

goal was to use the segmented CT surfaces to register to surfaces derived from positron 

emission tomography data for oncological diagnosis. A total of 67 low-dose CT scans were 

acquired and annotated by manual segmentation to provide ground truth. Of these, 40 were 

used for training, both to obtain the landmark data used to do the initial intra-CT shape 

model registration and to construct the data matrix/dictionary D. The other 27 data sets 

were used for testing. For training, a reference shape was chosen, and all other data sets 

were registered to it using a deformable model–based strategy (100). For matching to image 

gradient data for eventual test case estimation, the fitting of a deformable model based on 

Reference 101 was incorporated into the sparsity strategy. For both training and testing, each 
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3D shape had approximately 1,000 vertices, 20 of which were selected as landmarks for 

initial registration. Also, in this study the weighting parameters in these equations were set 

to λ1 = 50 and λ2 = 0.3 for all results. Table 4 quantitatively compares the SSC method with 

two other methods to localize liver surfaces. The two approaches whose results are reported 

in this table are (a) a shape model search approach that is a module within the popular 

active shape model (24) and (b) a standard thin-plate spline approach (102). Note that the 

SSC approach had the lowest overall mean voxel distance error (as well as the lowest 

overall standard deviation over the test cases) between the computed result and the manually 

segmented, ground truth result, demonstrating the potential power of this approach.

4.5. Tissue Classification via Deep Learning with Dropout Sparsity

The past several years have witnessed a significant trend toward the use of data-driven deep 

learning approaches to biomedical image segmentation. In this section, we discuss the use of 

CNNs based on a U-net-style (103) architecture to address tissue classification/segmentation 

from mpMRI related to liver cancer diagnosis and treatment targeting/evaluation (78). 

Network sparsity is incorporated through the use of ReLUs as the activation function and 

dropout layers applied during the training process.

Hepatocellular carcinoma (HCC) is the most common type of primary liver cancer and one 

of the deadliest cancers worldwide (104). mpMRI data sets contain multiple images from 

multiple magnetic resonance protocols that reveal different aspects of the tissue. mpMRI is 

commonly used as a diagnostic tool for suspected HCC cases and is important for defining 

treatment targets and predicting outcomes for a number of therapeutic strategies, including 

transarterial chemoembolization (TACE) (105). TACE treatment involves localized injection 

of embolytic agents that will help destroy the tumor. As a first step, the liver must be 

segmented from the background using 3D mpMRI and, for example, the strategy described 

in Section 4.4, above. It is then necessary to classify the liver tissue into its clinically 

relevant types: normal parenchyma, viable tumor tissue, and necrosis (dead or necrotic 

tissue).

Recent developments in the design of deep CNNs provide ways to construct powerful 

models that can learn to extract both low- and high-level features for accurate inference that 

are usually difficult to formulate with traditional methods (103). However, such models 

typically need a large quantity of training data with expert-curated labels, which are 

particularly expensive for this application because training requires 3D segmentation fully 

annotated by radiologists. To overcome these challenges, Zhang et al. (78) designed a 

model that classifies each local patch (or region) given a set of patches from the images. 

These patches are sampled at a fixed size, but with varying resolutions, in order to capture 

information from different scales efficiently. This model has an autocontext-based (106), 

multilevel architecture that, when coupled with a multi-phase training procedure, can 

effectively learn at different levels. The architectural and procedural design proposed by 

Zhang et al. (78) specifically includes regularization within the CNN using a patch-based 

learning scheme. This design includes the use of ReLU activation functions and the insertion 

of dropout layers to implicitly address network sparsity, as discussed above (see Section 

3.5).
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This study is one of the first to use a neural network approach to segment tissue types on 

mpMRI in HCC patients without the need to manually design image features, as was done 

previously (107). While deep CNNs have been developed for liver tumor segmentation from 

CT images (108, 109), the mpMRI problem faces additional challenges. Also, the coupling 

of an autocontext-based model and a multiphase training strategy encourages the model 

to use contextual information from the previous phase. This hierarchical combination of 

several predictive units outperforms a single U-net model given the available data, without 

overfitting. This methodology is generalizable to other detection and segmentation tasks in 

medical images where full image annotation is difficult to acquire.

In order to illustrate the utility of the above approach to tissue classification, experiments 

were performed on 3D mpMRI data sets from 20 liver cancer TACE patients. Each data 

set consists of one T2-weighted magnetic resonance image and three T1-weighted dynamic 

contrast–enhanced (DCE) magnetic resonance images. DCE images reflect the kinetics of 

injected contrast and are acquired at multiple time points. These images were acquired at 

three time points during the TACE procedure: precontrast phase (before contrast injection), 

arterial phase (20 s after injection), and venous phase (70 s after injection). All four 

images were mutually registered using standard methods (110). In this testing protocol, 

liver outlines were manually provided, limiting the tissue classification to within the liver 

in order to achieve a fair comparison with a benchmark method and focus on classification 

within the liver.

The images used in this study are from HCC patients undergoing TACE as part of a larger 

clinical study on treatment outcome analysis. In these cases, the number of lesions ranged 

from one to three, with diameters greater than 20 mm. During TACE, the largest tumors 

are the most important targets. Therefore, the patch sampling resolutions were selected as 

2, 1, and 1 mm with a patch size of 16 × 16 × 16 voxels, in order to focus performance 

on medium-sized and large tumors. The 20-patient data set generated 1,700 nonoverlapping 

patches with random sampling and random rotation augmentation. The first two units of 

the model were designed to differentiate lesions from normal liver tissue, while the last 

one was designed to identify viable tumor tissue within each detected lesion. For each unit 

in the model, we implemented a U-net CNN with 10 layers of 3 × 3 × 3 convolution, 10 

corresponding layers of dropout, and 2 levels of max pooling/upsampling.

Fivefold cross-validation was used to evaluate the performance of different models. 

Hyperparameters, such as learning rate and class weights in the loss functions, remained 

the same across all five folds. Figure 8 and Table 5 show that, with increasing dropout 

beyond the optimum level (10% in this experiment), the model tends to underfit the data and 

results in lower accuracy. Figure 8 shows 2D slices through each of three phases of DCE 

magnetic resonance images, the manually traced ground truth, and the output of the U-net 

segmentation with a particular level of dropout. Table 5 shows the per-class Dice similarity 

coefficient when compared with expert radiologist manual segmentations for each of four 

classes (background, liver parenchyma, tumor, and necrosis) when using three different 

levels of dropout [no dropout, 10% (optimum), and 30%] for one of the folds during fivefold 

cross-validation testing. Higher levels of dropout during training tend to lead to a higher 

percentage of inactive neurons and thus a sparser network.
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5. CONCLUSIONS AND FUTURE DIRECTIONS

Sparsity is a powerful mechanism for efficient representation and computation in machine 

learning for medical image segmentation. It has proven to be of great utility in the 

formulation of data-driven representations suitable for the characterization of appearance 

and shape suitable for segmentation. We believe that these methods will continue to be 

relevant in the context of neural networks and will likely continue to be an important 

strategy in the future.

ACKNOWLEDGMENTS

The writing of this review was supported in part by National Institutes of Health grants R41CA224888, 
R01HL121226, and R01CA206180.

DISCLOSURE STATEMENT

X.P. is a consultant for Brain Electrophysiology Laboratory Company. J.S.D. is Co-Editor-in-Chief of Medical 
Image Analysis, a member of the Editorial Board of Proceedings of the IEEE, a fellow of IEEE and AIMBE, and 
the recipient of four R01 grants from the National Institutes of Health. The other authors are not aware of any 
affiliations, memberships, funding, or financial holdings that might be perceived as affecting the objectivity of this 
review.

LITERATURE CITED

1. Zhang Z, Xu Y, Yang J, Li X, Zhang D. 2015. A survey of sparse representation: algorithms and 
applications. IEEE Access 3:490–530

2. Li S, Yin H, Fang L. 2012. Group-sparse representation with dictionary learning for medical image 
denoising and fusion. IEEE Trans. Biomed. Eng 59:3450–59 [PubMed: 22968202] 

3. Ma L, Moisan L, Yu J, Zeng T. 2013. A dictionary learning approach for Poisson image deblurring. 
IEEE Trans. Med. Imaging 32:1277–89 [PubMed: 23549888] 

4. Nayak N, Chang H, Borowsky A, Spellman P, Parvin B. 2013. Classification of tumor 
histopathology via sparse feature learning. In Proceedings of the 10th IEEE International 
Symposium on Biomedical Imaging, pp. 410–13. Piscataway, NJ: IEEE

5. Onofrey JA, Oksuz I, Sarkar S, Venkataraman R, Staib LH, Papademetris X. 2016. MRI-TRUS 
image synthesis with application to image-guided prostate intervention. In Proceedings of the 
International Workshop on Simulation and Synthesis in Medical Imaging, pp. 157–66. Berlin: 
Springer

6. Huang X, Dione DP, Compas CB, Papademetris X, Lin BA, et al. 2014. Contour tracking in 
echocardiographic sequences via sparse representation and dictionary learning. Med. Image Anal 
18:253–71 [PubMed: 24292554] 

7. Fang R, Chen T, Metaxas D, Sanelli P, Zhang S. 2015. Sparsity techniques in medical imaging. 
Comput. Med. Imaging Graph 46:1 [PubMed: 26216851] 

8. Brill AB, Price RR, McClain WJ, Landay MW, eds. 1977. Proceedings of the 5th International 
Conference on Information Processing in Medical Imaging. Oak Ridge, TN: Oak Ridge Natl. Lab.

9. Sklansky J. 1976. Boundary detection in medical radiography. In Digital Processing of Biomedical 
Images, ed. Preston K, Onoe M, pp. 307–22. New York: Plenum

10. Duda RO, Hart PE, Stork DG. 2012. Pattern Classification. New York: Wiley

11. Ballard DH, Brown CM. 1982. Computer Vision. Englewood Cliffs, NJ: Prentice Hall

12. Pham D, Xu C, Prince J. 2000. Current methods in medical image segmentation. Annu. Rev. 
Biomed. Eng 2:315–37 [PubMed: 11701515] 

13. Ashburner J, Friston KJ. 2005. Unified segmentation. NeuroImage 26:839–51 [PubMed: 
15955494] 

Onofrey et al. Page 18

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



14. Zhang Y, Brady M, Smith S. 2001. Segmentation of brain MR images through a hidden Markov 
random field model and the expectation-maximization algorithm. IEEE Trans. Med. Imaging 
20:45–57 [PubMed: 11293691] 

15. Van Leemput K, Maes F, Vandermeulen D, Suetens P. 1999. Automated model-based tissue 
classification of MR images of the brain. IEEE Trans. Med. Imaging 18:897–908 [PubMed: 
10628949] 

16. Roy S, Carass A, Bazin PL, Prince JL. 2009. A Rician mixture model classification algorithm 
for magnetic resonance images. In Proceedings of the 2009 IEEE International Symposium on 
Biomedical Imaging: From Nano to Macro, pp. 406–9. Piscataway, NJ: IEEE

17. Pham DL. 2001. Spatial models for fuzzy clustering. Comput. Vis. Image Underst 84:285–97

18. Bai W, Shi W, Ledig C, Rueckert D. 2015. Multi-atlas segmentation with augmented features for 
cardiac MR images. Med. Image Anal 19:98–109 [PubMed: 25299433] 

19. Couprie C, Grady L, Najman L, Talbot H. 2011. Power watershed: a unifying graph-based 
optimization framework. IEEE Trans. Pattern Anal. Mach. Intell 33:1384–99 [PubMed: 21079274] 

20. Roy S, Carass A, Prince J. 2011. A compressed sensing approach for MR tissue contrast synthesis. 
Inf. Process. Med. Imaging 22:371–83 [PubMed: 21761671] 

21. Wang Z, Donoghue C, Rueckert D. 2013. Patch-based segmentation without registration: 
application to knee MRI. In Proceedings of the International Workshop on Machine Learning 
in Medical Imaging, pp. 98–105. Berlin: Springer

22. Staib LH, Duncan JS. 1992. Boundary finding with parametrically deformable models. IEEE 
Trans. Pattern Anal. Mach. Intell 14:1061–75

23. Chakraborty A, Staib LH, Duncan JS. 1996. Deformable boundary finding in medical images 
by integrating gradient and region information. IEEE Trans. Med. Imaging 15:859–70 [PubMed: 
18215965] 

24. Cootes TF, Taylor CJ, Cooper DH, Graham J. 1995. Active shape models—their training and 
application. Comput. Vis. Image Underst 61:38–59

25. Cootes TF, Edwards G, Taylor C. 2001. Active appearance models. IEEE Trans. Pattern Anal. 
Mach. Intell 23:681–85

26. Cortes C, Vapnik V. 1995. Support-vector networks. Mach. Learn 20:273–97

27. Breiman L. 2001. Random forests. Mach. Learn 45:5–32

28. Shen D, Wu G, Suk HI. 2017. Deep learning in medical image analysis. Annu. Rev. Biomed. Eng 
19:221–48 [PubMed: 28301734] 

29. Marimont RB, Shapiro MB. 1979. Nearest neighbour searches and the curse of dimensionality. 
IMA J. Appl. Math 24:59–70

30. Chen C, Ozolek J, Wang W, Rohde G. 2011. A pixel classification system for segmenting 
biomedical images using intensity neighborhoods and dimension reduction. In Proceedings of 
the IEEE International Symposium on Biomedical Imaging: From Nano to Macro, pp. 1649–52. 
Piscataway, NJ: IEEE

31. Baraniuk RG, Candès E, Elad M, Ma Y. 2010. Applications of sparse representation and 
compressive sensing. Proc. IEEE 98:906–9

32. Wright J, Yang A, Ganesh A, Sastry S, Ma Y. 2009. Robust face recognition via sparse 
representation. IEEE Trans. Pattern Anal. Mach. Intell 31:210–27 [PubMed: 19110489] 

33. Huang K, Aviyente S. 2006. Sparse representation for signal classification. In Proceedings of 
Advances in Neural Information Processing Systems 19 (NIPS 2006), ed. Schölkopf B, Platt J, 
Hofmann T, pp. 609–16. Cambridge, MA: MIT Press

34. Mairal J, Leordeanu M, Bach F, Hebert M, Ponce J. 2008. Discriminative sparse image models 
for class-specific edge detection and image interpretation. In Proceedings of the 2008 European 
Conference on Computer Vision, pp. 43–56. Berlin: Springer

35. Peyré G. 2009. Sparse modeling of textures. J. Math. Imaging Vis 34:17–31

36. Skretting K, Husøy JH. 2006. Texture classification using sparse frame-based representations. 
EURASIP J. Appl. Signal Process 2006:052561

37. Wright J, Ma Y, Mairal J, Sapiro G, Huang T, Yan S. 2010. Sparse representation for computer 
vision and pattern recognition. Proc. IEEE 98:1031–44

Onofrey et al. Page 19

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



38. Candes E, Romberg J, Tao T. 2006. Robust uncertainty principles: exact signal reconstruction from 
highly incomplete frequency information. IEEE Trans. Inf. Theory 52:489–509

39. Rodriguez F, Sapiro G. 2007. Sparse representations for image classification: learning 
discriminative and reconstructive non-parametric dictionaries. Tech. Rep., Univ. Minn., 
Minneapolis

40. Zhang S, Zhan Y, Dewan M, Huang J, Metaxas DN, Zhou XS. 2012. Towards robust and effective 
shape modeling: sparse shape composition. Med. Image Anal 16:265–77 [PubMed: 21963296] 

41. Zhang S, Zhan Y, Metaxas DN. 2012. Deformable segmentation via sparse representation and 
dictionary learning. Med. Image Anal 16:1385–96 [PubMed: 22959839] 

42. Zhang S, Zhan Y, Zhou Y, Uzunbas MG, Metaxas DN. 2012. Shape prior modeling using sparse 
representation and online dictionary learning. In Proceedings of the 15th Annual Conference on 
Medical Image Computing and Computer-Assisted Intervention (MICCAI 2012), pp. 435–42. 
Berlin: Springer

43. Shi W, Zhuang X, Pizarro L, Bai W, Wang H, et al. 2012. Registration using sparse free-form 
deformations. In Proceedings of the 15th Annual Conference on Medical Image Computing and 
Computer-Assisted Intervention (MICCAI 2012), pp. 659–66. Berlin: Springer

44. Wee CY, Yap PT, Zhang D, Wang L, Shen D. 2012. Constrained sparse functional connectivity 
networks for MCI classification. In Proceedings of the 15th Annual Conference on Medical Image 
Computing and Computer-Assisted Intervention (MICCAI 2012), pp. 212–19. Berlin: Springer

45. Davis G, Mallat S, Avellaneda M. 1997. Adaptive greedy approximations. Constr. Approx 13:57–
98

46. Mallat S, Zhang Z. 1993. Matching pursuits with time-frequency dictionaries. IEEE Trans. Signal 
Process 41:3397–415

47. Pati YC, Rezaiifar R, Krishnaprasad PS. 1993. Orthogonal matching pursuit: recursive function 
approximation with applications to wavelet decomposition. In Proceedings of the 27th Annual 
Asilomar Conference on Signals, Systems, and Computers, pp. 40–44. Piscataway, NJ: IEEE

48. Davis GM, Mallat SG, Zhang Z. 1994. Adaptive time-frequency decompositions. Opt. Eng 
33:2183–91

49. Tropp J. 2004. Greed is good: algorithmic results for sparse approximation. IEEE Trans. Inf. 
Theory 50:2231–42

50. Starck J, Elad M, Donoho D. 2005. Image decomposition via the combination of sparse 
representations and a variational approach. IEEE Trans. Image Proc 14:1570–82

51. Donoho DL. 2006. For most large underdetermined systems of linear equations the minimal 
ℓ1-norm solution is also the sparsest solution. Commun. Pure Appl. Math 59:797–829

52. Liao S, Gao Y, Lian J, Shen D. 2013. Sparse patch-based label propagation for accurate prostate 
localization in CT images. IEEE Trans. Med. Imaging 32:419–34 [PubMed: 23204280] 

53. Tibshirani R. 1996. Regression shrinkage and selection via the lasso. J. R. Stat. Soc. B 58:267–88

54. Zou H, Hastie T. 2005. Regularization and variable selection via the elastic net. J. R. Stat. Soc. B 
67:301–20

55. Aharon M, Elad M, Bruckstein A. 2006. K-SVD: an algorithm for designing overcomplete 
dictionaries for sparse representation. IEEE Trans. Signal Process 54:4311–22

56. Engan K, Aase S, Husoy J. 1999. Frame based signal compression using method of optimal 
directions (MOD). In Proceedings of the 1999 IEEE International Symposium on Circuits and 
Systems (ISCAS), Vol. 4, pp. 1–4. Piscataway, NJ: IEEE

57. Mairal J, Bach F, Ponce J, Sapiro G. 2009. Online dictionary learning for sparse coding. In 
Proceedings of the 26th International Conference on Machine Learning, pp. 689–96. New York: 
ACM

58. Tropp JA, Gilbert AC. 2007. Signal recovery from random measurements via orthogonal matching 
pursuit. IEEE Trans. Inf. Theory 53:4655–66

59. Mairal J, Bach F, Ponce J, Sapiro G, Zisserman A. 2008. Discriminative learned dictionaries 
for local image analysis. In Proceedings of the 2008 IEEE Conference on Computer Vision and 
Pattern Recognition, pp. 1–8. Piscataway, NJ: IEEE

Onofrey et al. Page 20

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



60. Glorot X, Bordes A, Bengio Y. 2011. Deep sparse rectifier neural networks. J. Mach. Learn. Res 
15:315–23

61. Narang S, Diamos GF, Sengupta S, Elsen E. 2017. Exploring sparsity in recurrent neural 
networks.arXiv:1704.05119 [cs.LG]

62. Shi S, Chu X. 2017. Speeding up convolutional neural networks by exploiting the sparsity of 
rectifier units. arXiv:1704.07724 [cs.CV]

63. Ng A. 2011. Sparse autoencoder. CS294A lecture notes, Stanford Univ., Stanford, CA. https://
web.stanford.edu/class/cs294a/sparseAutoencoder_2011new.pdf

64. Le QV, Coates A, Prochnow B, Ng AY. 2011. On optimization methods for deep learning. J. Mach. 
Learn. Res 15:265–72

65. Scardapane S, Comminiello D, Hussain A, Uncini A. 2017. Group sparse regularization for deep 
neural networks. Neurocomputing 241:81–89

66. Xu J, Xiang L, Liu Q, Gilmore H, Wu J, et al. 2015. Stacked sparse autoencoder (SSAE) for 
nuclei detection on breast cancer histopathology images. IEEE Trans. Med. Imaging 35:119–30 
[PubMed: 26208307] 

67. Liu B, Wang M, Foroosh H, Tappen M, Penksy M. 2015. Sparse convolutional neural networks. 
In Proceedings of the 2015 IEEE Conference on Computer Vision and Pattern Recognition, pp. 
806–14. Piscataway, NJ: IEEE

68. Srivastava N, Hinton G, Krizhevsky A, Sutskever I, Salakhutdinov R. 2014. Dropout: a simple way 
to prevent neural networks from overfitting. J. Mach. Learn. Res 15:1929–58

69. Papyan V, Romano Y, Elad M. 2017. Convolutional neural networks analyzed via convolutional 
sparse coding. J. Mach. Learn. Res 18:1–52

70. Poultney C, Chopra S, LeCun Y. 2007. Efficient learning of sparse representations with an 
energy-based model. In Proceedings of Advances in Neural Information Processing Systems 20 
(NIPS 2007), ed. Platt JC, Koller D, Singer Y, Roweis ST, pp. 1137–44. Cambridge, MA: MIT 
Press

71. Ben-Cohen A, Klang E, Kerpel A, Konen E, Amitai MM, Greenspan H. 2018. Fully convolutional 
network and sparsity-based dictionary learning for liver lesion detection in CT examinations. 
Neurocomputing 275:1585–94

72. Huang X, Lin BA, Compas CB, Sinusas AJ, Staib LH, Duncan JS. 2012. Segmentation of left 
ventricles from echocardiographic sequences via sparse appearance representation. In Proceedings 
of the 2012 IEEE Workshop on Mathematical Methods in Biomedical Image Analysis, pp. 305–
12. Piscataway, NJ: IEEE

73. Huang X, Dione DP, Compas CB, Papademetris X, Lin BA, et al. 2012. A dynamical appearance 
model based on multiscale sparse representation: segmentation of the left ventricle from 4D 
echocardiography. In Proceedings of the 15th Annual Conference on Medical Image Computing 
and Computer-Assisted Intervention (MICCAI 2012), pp. 58–65. Berlin: Springer

74. Huang X, Dione DP, Lin BA, Bregasi A, Sinusas AJ, Duncan JS. 2013. Segmentation of 4D 
echocardiography using stochastic online dictionary learning. In Proceedings of the 16th Annual 
Conference on Medical Image Computing and Computer-Assisted Intervention (MICCAI 2013), 
pp. 57–65. Berlin: Springer

75. Onofrey JA, Staib LH, Papademetris X. 2018. Segmenting the brain surface from CT images with 
artifacts using locally-oriented appearance and dictionary learning. IEEE Trans. Med. Imaging 
38:596–607 [PubMed: 30176584] 

76. Tong T, Wolz R, Coupe P, Hijnal J, Rueckert D, et al. 2013. Segmentation of MR images 
via discriminative dictionary learning and sparse coding: application to hippocampus labeling. 
NeuroImage 76:11–23 [PubMed: 23523774] 

77. Roy S, He Q, Sweeney E, Carass A, Reich D, et al. 2015. Subject-specific sparse dictionary 
learning for atlas-based brain MRI segmentation. IEEE J. Biomed. Health Inform 19:1598–609 
[PubMed: 26340685] 

78. Zhang F, Yang J, Nezami N, Laage-gaupp F, Chapiro J, et al. 2018. Liver tissue classification using 
an auto-context-based deep neural network with a multi-phase training framework. In Proceedings 
of the 4th International Workshop on Patch-Based Techniques in Medical Imaging, pp. 59–66. 
Berlin: Springer

Onofrey et al. Page 21

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

https://web.stanford.edu/class/cs294a/sparseAutoencoder_2011new.pdf
https://web.stanford.edu/class/cs294a/sparseAutoencoder_2011new.pdf


79. Amini A, Duncan J. 1991. Pointwise tracking of left-ventricular motion. Proc. IEEE Workshop Vis. 
Motion 1:294–99

80. McEachen JC, Nehorai A, Duncan JS. 2000. Multiframe temporal estimation of cardiac nonrigid 
motion. IEEE Trans. Image Proc 9:651–65

81. Compas C, Wong E, Huang X, Sampath S, Pal P, et al. 2014. Radial basis functions for combining 
shape and speckle tracking in 4D echocardiography. IEEE Trans. Med. Imaging 33:1275–89 
[PubMed: 24893257] 

82. Mairal J, Sapiro G, Elad M. 2008. Learning multiscale sparse representations for image and video 
restoration. Multiscale Model. Simul 7:214–41

83. Freund Y, Schapire R. 1997. A decision-theoretic generalization of on-line learning and an 
application to boosting. J. Comput. Syst. Sci 55:119–39

84. Sarti A, Corsi C, Mazzini E, Lamberti C. 2005. Maximum likelihood segmentation of ultrasound 
images with Rayleigh distribution. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 52:947–60 
[PubMed: 16118976] 

85. Zhu Y, Papademetris X, Sinusas A, Duncan J. 2010. Segmentation of the left ventricle from cardiac 
MR images using a subject-specific dynamical model. IEEE Trans. Med. Imaging 29:669–87 
[PubMed: 19789107] 

86. Studholme C, Novotny E, Zubal I, Duncan J. 2001. Estimating tissue deformation between 
functional images induced by intracranial electrode implantation using anatomical MRI. 
NeuroImage 13:561–76 [PubMed: 11305886] 

87. Škrinjar O, Spencer D, Duncan J. 1998. Brain shift modeling for use in neurosurgery. In 
Proceedings of the 1st International Conference on Medical Image Computing and Computer-
Assisted Intervention (MICCAI 1998), pp. 641–49. Berlin: Springer

88. Škrinjar O, Duncan J. 1999. Real time 3D brain shift compensation. In Proceedings of the 
Biennial International Conference on Information Processing in Medical Imaging, pp. 42–55. 
Berlin: Springer

89. Škrinjar O, Nabavi A, Duncan J. 2002. Model-driven brain shift compensation. Med. Image Anal 
6:361–73 [PubMed: 12494947] 

90. Chui H, Rangarajan A. 2003. A new point matching algorithm for non-rigid registration. Comput. 
Vis. Image Underst 89:114–41

91. Myronenko A, Song X. 2010. Point set registration: coherent point drift. IEEE Trans. Pattern Anal. 
Mach. Intell 32:2262–75 [PubMed: 20975122] 

92. Smith SM. 2002. Fast robust automated brain extraction. Hum. Brain Mapp 17:143–55 [PubMed: 
12391568] 

93. Zhang Q, Li B. 2010. Discriminative K-SVD for dictionary learning in face recognition. In 
Proceedings of the 2010 IEEE Computer Society Conference on Computer Vision and Pattern 
Recognition, pp. 2691–98. Piscataway, NJ: IEEE

94. Jack CR, Bernstein MA, Fox NC, Thompson P, Alexander G, et al. 2008. The Alzheimer’s Disease 
Neuroimaging Initiative (ADNI): MRI methods. J. Magn. Reson. Imaging 27:685–91 [PubMed: 
18302232] 

95. Mazziotta J, Toga A, Evans A, Fox P, Lancaster J, et al. 2001. A probabilistic atlas and reference 
system for the human brain: International Consortium for Brain Mapping (ICBM). Philos. Trans. 
R. Soc. B 356:1293–322

96. Coupe P, Manjn J, Fonov V, Pruessner J, Robles M, Collins D. 2011. Patch-based segmentation 
using expert priors: application to hippocampus and ventricle segmentation. NeuroImage 54:940–
54 [PubMed: 20851199] 

97. Nyul LG, Udupa JK. 1999. On standardizing the MR image intensity scale. Magn. Reson. Med 
42:1072–81 [PubMed: 10571928] 

98. Zhang S, Zhan Y, Dewan M, Huang J, Metaxas D. 2012. Towards robust and effective shape 
modeling: sparse shape composition. Med. Image Anal 16:265–77 [PubMed: 21963296] 

99. Wang G, Zhang S, Xie H, Metaxas D, Gu L. 2015. A homotopy-based sparse representation for 
fast and accurate shape prior modeling in liver surgical planning. Med. Image Anal 19:176–86 
[PubMed: 25461336] 

Onofrey et al. Page 22

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



100. Shen D, Davatzikos C. 2000. An adaptive-focus deformable model using statistical and geometric 
information. IEEE Trans. Pattern Anal. Mach. Intell 22:906–13

101. Zhan Y, Shen D. 2006. Deformable segmentation of 3D ultrasound prostate images using 
statistical texture matching method. IEEE Trans. Med. Imaging 25:256–72 [PubMed: 16524083] 

102. Bookstein F. 1989. Principal warps: thin-plate splines and the decomposition of deformations. 
IEEE Trans. Pattern Anal. Mach. Intell 11:567–85

103. Ronneberger O, Fischer P, Brox T. 2015. U-net: convolutional networks for biomedical image 
segmentation. In Proceedings of the 18th Annual Conference on Medical Image Computing and 
Computer-Assisted Intervention (MICCAI 2015), pp. 234–41. Berlin: Springer

104. Raza A, Sood GK. 2014. Hepatocellular carcinoma review: current treatment, and evidence-based 
medicine. World J. Gastroenterol 20:4115–27 [PubMed: 24764650] 

105. Raoul JL, Sangro B, Forner A, Mazzaferro V, Piscaglia F, et al. 2011. Evolving strategies for 
the management of intermediate-stage hepatocellular carcinoma: available evidence and expert 
opinion on the use of transarterial chemoembolization. Cancer Treat. Rev 37:212–20 [PubMed: 
20724077] 

106. Tu Z, Bai X. 2010. Auto-context and its application to high-level vision tasks and 3D brain image 
segmentation. IEEE Trans. Pattern Anal. Mach. Intell 32:1744–57 [PubMed: 20724753] 

107. Treilhard J, Smolka S, Staib L, Chapiro J, Lin M, et al. 2017. Liver tissue classification in 
patients with hepatocellular carcinoma by fusing structured and rotationally invariant context 
representation. In Proceedings of the 20th Annual Conference on Medical Image Computing and 
Computer-Assisted Intervention (MICCAI 2017), pp. 81–88. Berlin: Springer

108. Christ PF, Elshaer MEA, Ettlinger F, Tatavarty S, Bickel M, et al. 2016. Automatic liver 
and lesion segmentation in CT using cascaded fully convolutional neural networks and 3D 
conditional random fields. In Proceedings of the 19th Annual Conference on Medical Image 
Computing and Computer-Assisted Intervention (MICCAI 2016), pp. 415–23. Berlin: Springer

109. Li W, Jia F, Hu Q. 2015. Automatic segmentation of liver tumor in CT images with deep 
convolutional neural networks. J. Comput. Commun 3:146–51

110. Papademetris X, Jackowski MP, Rajeevan N, DiStasio M, Okuda H, et al. 2006. BioImage Suite: 
an integrated medical image analysis suite: an update. Insight J. 2006:209 [PubMed: 25364771] 

Onofrey et al. Page 23

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 1. 
Dynamical dictionary updating interlaced with sequential segmentation. Ii is the image 

of frame i, si is the segmentation of frame i, and Di
j represents multiscale appearance 

dictionaries for class j in frame i. Figure adapted from Reference 6 with permission from 

Elsevier.
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Figure 2. 
Typical segmentations of endocardium (red) and epicardium (purple) from four-dimensional 

echocardiography using the dynamical appearance model approach based on sparse 

dictionary learning. Two-dimensional slices through three-dimensional results show a 

comparison between expert manual tracing (green) and the algorithm, with excellent 

concordance. Figure adapted from Reference 6 with permission from Elsevier.

Onofrey et al. Page 25

Annu Rev Biomed Eng. Author manuscript; available in PMC 2022 August 04.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Figure 3. 
Dictionary learning is used to learn a sparse appearance model in order to segment 

the cortical brain surface in postsurgical computed tomography (CT) images in epilepsy 

patients. Image patches are oriented according to the surface’s local differential geometry, 

and the appearance both inside and outside the brain surface is used to train two dictionaries 

of appearance from a set of training data. The dictionary models are then used to drive the 

segmentation process of the cortical surface in test postop CT images.
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Figure 4. 
An example of postsurgical computed tomography cortical surface segmentation results 

for a single subject using sparse dictionary learning of locally oriented image appearance 

(blue contour) compared with ground truth segmentation (yellow contour). Arrows indicate 

accurate cortical surface segmentation at the areas of the implanted surface electrodes near 

the site of the craniotomy, which is the region of greatest clinical interest. Axial images 

progress from the bottom of the head (left) to the top (right).
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Figure 5. 
Flow chart of the SRC and DDLS methods (76). One target voxel is labeled by three 

different methods: patch-based labeling, SRC, and DDLS. The red box in the target image 

represents the target patch. The blue boxes in the atlas images represent the search volume 

area for extracting template patches. Abbreviations: DDLS, discriminative dictionary 

learning for segmentation; SRC, sparse representation classification. Figure adapted from 

Reference 76 with permission from Elsevier.
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Figure 6. 
Method comparison. Segmentation results were obtained by DDLS, SRC, and the patch-

based method for the subjects from the ADNI data set, with the best-case, median, and 

worst-case Dice coefficient results depicted. Abbreviations: ADNI, Alzheimer’s Disease 

Neuroimaging Initiative; DDLS, discriminative dictionary learning for segmentation; SRC, 

sparse representation classification. Figure adapted from Reference 76 with permission from 

Elsevier.
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Figure 7. 
Comparison between SSC liver segmentation from low-dose CT and segmentation 

approaches based on other shape models (all using the same training data). (First row) 

Procrustes analysis, rigid + scaling. (Second row) Thin-plate spline model using nonrigid 

deformation. (Third row) SSC and proposed algorithm. (Fourth row) Manual segmentation 

(ground truth). Note that the SSC results are closer to the ground truth. Areas marked 

by circles indicate differences where the other techniques failed, likely due to breathing 

artifacts. Each result was subsequently further deformed and refined. Abbreviations: CT, 

computed tomography; SSC, sparse shape composition. Figure adapted from Reference 98 

with permission from Elsevier.
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Figure 8. 
Results with varying levels of dropout. (a) Three dynamic contrast–enhanced magnetic 

resonance images at one slice level. (b) Manual ground truth tissue class segmentation (dark 

purple, background; blue, liver parenchyma; green, tumor; yellow, necrosis) and (c) deep 

neural network segmentation results for different levels of dropout (0.0, 0.1, 0.3), with the 

best correspondence to ground truth when dropout equals 0.1.
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Table 1

Quantitative comparison of N = 26 canine 4D echocardiographic data sets to expert manual segmentation of 

Rayleigh, DAM, and SSDM approaches
a

Approach Dice (%) PTP (%) MAD (mm) HD (mm)

Endocardial Rayleigh 74.9 ± 18.8 83.1 ± 16.3 2.01 ± 1.22 9.17 ± 3.37

DAM 93.6 ± 2.49 94.9 ± 2.34 0.57 ± 0.14 2.95 ± 0.62

SSDM
b 95.9 ± 1.24 1.41 ± 0.40 2.53 ± 0.75

Epicardial Rayleigh 74.1 ± 17.4 82.5 ± 12.0 2.80 ± 1.55 16.9 ± 9.30

DAM 97.1 ± 0.93 97.6 ± 0.86 0.60 ± 0.19 3.03 ± 0.76

SSDM
b 94.5 ± 1.74 1.74 ± 0.39 2.79 ± 0.97

a
Mean ± standard deviation of voxel overlap (Dice), percentage of true positive voxels (PTP), mean absolute difference (MAD), and Hausdorff 

distance (HD).

b
Methodology utilizing sparsity.

Abbreviations: DAM, dynamical appearance model; SSDM, subject-specific dynamical shape model; 4D, four-dimensional.

Table adapted from Reference 6 with permission from Elsevier.
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Table 2

Segmentation evaluation quality measures comparing sparse dictionary learning–based segmentation of the 

cortical surface to the initial surface estimate, atlas-based segmentation, and a deep CNN
a

Method Dice (%) MHD (mm) MAD (mm) MESD (mm)

Initial estimate 93.47 ± 1.86 8.09 ± 2.50 3.76 ± 0.68 1.66 ± 0.84

Atlas-based 94.21 ± 1.77 6.81 ± 2.46 3.20 ± 0.70 2.51 ± 1.06

Deep CNN 95.00 ± 1.18 7.00 ± 2.71 2.94 ± 0.44 1.11 ± 0.61

Oriented dictionary
b 94.87 ± 1.05 6.75 ± 2.39 3.23 ± 0.43 0.87 ± 0.24

a
Values are expressed as mean ± standard deviation of voxel overlap (Dice), a modified version of the Hausdorff distance (MHD) that uses 

the ninety-fifth-percentile distance, mean absolute difference (MAD), and mean electrode to surface distance (MESD), which measures the 
distance from the surface electrode to the segmentation for the surface electrodes closest to the region of greatest clinical interest (the site of the 
craniotomy). Bold entries indicate the best-performing method.

b
Methodology utilizing sparsity.

Abbreviation: CNN, convolutional neural network. Table adapted from Reference 75 with permission from IEEE.
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Table 3

Median Dice overlaps for 202 ADNI subjects using different approaches
a

Method Left hippocampus Right hippocampus Whole hippocampus Time

Patch-based 0.848 0.842 0.844 10 min

SRC
b 0.873 0.869 0.871 40 min

DDLS
b 0.872 0.872 0.872 3–6 min

F-DDLS
b 0.865 0.859 0.864 <1 min

a
The numbers in bold represent the highest Dice overlaps among different methods. All three sparse coding methods (SRC, DDLS, and F-DDLS) 

outperform standard nonlocal patch-based classification. The sparse dictionary learning methods are also computationally efficient compared with 
conventional, nonsparse patch-based segmentation. Bold entries indicate the best-performing method.

b
Methodology utilizing sparsity.

Abbreviations: ADNI, Alzheimer’s Disease Neuroimaging Initiative; DDLS, discriminative dictionary learning for segmentation; F-DDLS, fixed 
DDLS; SRC, sparse representation classification.
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Table 4

Quantitative comparisons of the distances (voxel-based) between algorithm-segmented surfaces and manually 

segmented ground truth for nonsparse and sparse approaches
a

Method Mean distance (mm)

Shape model search 2.26 ± 1.72

Thin-late spline 2.92 ± 2.19

Sparse shape composition
b 1.31 ± 0.95

a
Results are reported as mean ± standard deviation. Bold font indicates the best-performing method.

b
Methodology utilizing sparsity.

Table adapted from Reference 98 with permission from Elsevier.
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Table 5

Dice similarity coefficients in comparison to manual expert segmentations for four classes using one fold out 

of five during cross-training

Background Parenchyma Tumor Necrosis

No dropout 0.99 0.97 0.73 0.51

P = 0.10
a 0.99 0.97 0.77 0.56

P = 0.30
a 0.97 0.93 0.40 0.08

a
Methodology utilizing sparsity.
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