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Abstract Novel Pandemic COVID-19 led globally to severe health barriers and financial issues in

different parts of the world. The forecast on COVID-19 infections is significant. Demeanor vital

data will help in executing policies to reduce the number of cases efficiently. Filtering techniques

are appropriate for dynamic model structures as it provide reasonable estimates over the recursive

Bayesian updates. Kalman Filters, used for controlling epidemics, are valuable in knowing conta-

gious infections. Artificial Neural Networks (ANN) have generally been used for classification and

forecasting problems. ANN models show an essential role in several successful applications of neu-

ral networks and are commonly used in economic and business studies. Long short-term memory

(LSTM) model is one of the most popular technique used in time series analysis. This paper aims to

forecast COVID-19 on the basis of ANN, KF, LSTM and SVM methods. We applied ANN, KF,

LSTM and SVM for the COVID-19 data in Pakistan to find the number of deaths, confirm cases,

and cases of recovery. The three methods were used for prediction, and the results showed the per-

formance of LSTM to be better than that of ANN and KF method. ANN, KF, LSTM and SVM

endorsed the COVID-19 data in closely all three scenarios. LSTM, ANN and KF followed the fluc-

tuations of the original data and made close COVID-19 predictions. The results of the three meth-

ods helped significantly in the decision-making direction for short term strategies and in the control

of the COVID-19 outbreak.
� 2022 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Engineering, Alexandria

University This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

The pandemic, COVID-19, emerged for the first time in China
in December 2019. The COVID-19 spread in China very
quickly and affected other countries including Pakistan. After

http://crossmark.crossref.org/dialog/?doi=10.1016/j.aej.2022.07.029&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:mashwanigr8@gmail.com
mailto:aamirkhan@awkum.edu.pk
https://doi.org/10.1016/j.aej.2022.07.029
https://doi.org/10.1016/j.aej.2022.07.029
http://www.sciencedirect.com/science/journal/11100168
https://doi.org/10.1016/j.aej.2022.07.029
http://creativecommons.org/licenses/by-nc-nd/4.0/


46 M. Naeem et al.
some time, the mortality rate exceeded fifty thousand figure,
and about more than a million individuals got infected across
the world. To control the COVID-19, various steps were taken

globally. The government of Pakistan initially managed to
overcome the pandemic with the help of smart lockdown
and by constructing exceptional emergency clinics, isolated

offices, COVID-19 testing and laboratories [41].
The authors (M.-T. [22] proposed a model for Wuhan

cases, which was adopted by the local government. It was help-

ful in limiting the disease from spreading in all cases. In the
proposed model, the new cases were predicted to range from

0 7� 105 are 14� 104 by 29 Feb 2020. Similarly, the number
of confirmed cases reached to 32,000 by Feb 29, 2020. Accord-

ing to the model, death cases got control with the passage of
time. The model also helped us in the sense that with the help,
we could avoid such outbreaks in the future. Their model

proved successful in predicting the COVID-19 pattern of the
original number of cases [25]. Daily increase in the figure of
confirmed cases increased to 34,598 on Feb 8, 2020. The
authors in [2], evaluated and forecasted the number of cases

in the approaching ten days of COVID-19 in advance of the
real cases in China, with a new forecasting model. The authors
in (Anastassopoulou, Russo, Tsakris, & Siettos, 2020) have

developed a model to estimate and determine the occurrence
of COVID-19 infection for the Hubei region, China, from 11
Jan 2020 to 10 Feb 2020. They predicted the key factors

involved in the transmission of the disease like the ratio of
death cases, with 90% certainty stretch, for the Susceptible
Infected Recovered Dead (SIRD) model.

[21] organized and combined the SARS-COV-12 data, and
developed a model with four datasets, which originated from
the city of Wuhan. In addition, the authors forecasted
COVID-19 in December 2019 and February 2020. It was

found that 50% of the COVID-19 disease spread from local
people.

United States of America overtook South Korea concern-

ing confirmed cases of COVID-19 by reaching a maximum
number of 33,500 cases on 23 March 2020. Then the number
of cases were more than 240,000, with 5800 deaths on 02 April

2020. Italy was the third country affected by COVID-19 for
being unwilling to adopt precautionary measures to face the
outbreak, i.e., through the complete lockdown. On 23 March
2020, the total number of deaths recorded in Italy were

5,400, and the total number of confirmed cases recorded were
105 � 103.

The applications of soft computing are used widely almost

in all fields. The AI applications are helpful in various predic-
tions and diagnoses of diseases. Besides fighting against the
virus infection, these tools have the strength to support us in

preventive measures. There are some advantages and disadvan-
tages of traditional algorithms. The researchers developed var-
ious techniques to overcome this problem. The authors [40])

proposed the self-adaptive extreme learning machine (SaELM)
algorithm that selects the most appropriate number of neurons
in the hidden layers. Moreover, there is no need to adjust the
other parameters for choosing the number of neurons in the

hidden layers in the method. If the neurons are improperly
selected, then bad predictions are generated. To resolve these
types of problems, the authors [43] developed the improved

probabilistic neural networks with self-adaptive strategies,
and it has multiple uses in various fields. The authors compared
the technique with known methods and proved the proposed
method based on their performance. The authors in [19] devel-
oped and studied the soft computing techniques for the

COVID-19 outbreak. The authors used techniques including
machine learning (ML), deep learning (DL), support vector
machine (SVM) and internet of things (IoT) to analyze

COVID-19. They concluded that these soft computing tech-
niques were helpful in health care policies. [4] ML and DL
methods were used to classify the COVID-19 outbreak infected

lung computed tomography segmentation. The key objective of
study is two-folded; firstly, to discover the application of soft
computing techniques, the outline of machine learning (ML),
deep learning (DL), support vector machines (SVM), and inter-

net of things (IoT), which have been interpreted about COVID-
19. Secondly, to examine performance, the authors made a rel-
ative study that has been represented to express that the soft

computing models outperform various successive analytical
models on the COVID-19. Then to predict a COVID-19, A
Cauchy distribution probabilistic approach is used. The

authors in (Ahmadini et al., 2021) used Kalman filter algo-
rithms for the top four affected countries of COVID-19 with
the help of both methods (smoothed and filtered). The filter

algorithms followed the actual trend of the data and forecasted
new confirmed, death and recovered cases for the next three
weeks. It suggests that the Kalman filter algorithm can make
predictions for the days to come, and the government can use

it to make counter arrangements for meeting future attacks
of COVID-19.The authors [32] have constituted a forecast
model on the aggregate adjustment of Kalman Filter concern-

ing the periodic events of flu. They utilized aggregate changes of
Kalman Filter for studying susceptible-infected-recovered-sus
ceptible and flu-like disease by putting forward week-based

forecasts for the occurrence of flu.

2. Literature review

[3] developed an improved strategy to estimate confirm cases
of COVID-19 in China. On Feb 8, 2020, the confirmed cases
reached gradually up to 34,598. The authors developed new

forecast model which could measure and forecast the number
of COVID-19 cases for the upcoming ten days in China. They
utilized a slap swarm calculation to improve the versatile
neuro-fluffy inference framework, and utilized better flower

contamination calculations. The FPASSA-ANFIS model
proved to be superior of all the models. This model used Mean
Absolute Percentage Error (MAPE), Root Mean Squared Rel-

ative Error (RMSRE), and R^2 for coefficient of assurance
(Ekici & Aksoy, 2011).

Forecasting in medical situations is not often wide in range

and the probability of occurrence of an event’ may be miscal-
culated. Forecasting about the future disease and epidemic is
more challenging. In the past, with respect to measures taken
to fight SARS, the proficiency and the use of preventive mea-

sures proved useless [27]. In March 2020, the COVID-19 was
declared as a global epidemic. The death cases were more than
4,607 and 125 � 103 number of confirm cases were noted in

more than 118 countries. The predictive model proposed that
the number of COVID-19 cases increased exponentially in
countries that did not implement preventive measures [14].

The death rate recorded in China (1%) was smaller than
that in Italy (3%), however, with the passage of time, the rate
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of infected cases and mortality decreased. In the same way (L.
[22],also studied the progress in spread of the COVID-.

COVID-19 spread repeatedly in China, Italy and Iran. Pak-

istan being in the neighborhood of China and Iran, was at a
potential risk. Pakistan was not expecting similar rapid inci-
dence of COVID-19 and also had no such timely arrangements

to cope with it. When the first case was reported in Pakistan,
smart lockdown was imposed and isolation centers were estab-
lished in hospitals on emergency basis. Percentage of cases

reported in people coming back from Iran to Pakistan was
78. Because Pakistan is a less developed country, the imposi-
tion of smart lockdown in Pakistan proved to be a successful
measure to cope with a serious pandemic like COVID19; how-

ever, COVID-19 still affected the daily wagers badly [45].
The authors in [45] developed an artificial neural network-

based learning unit to enhance the prediction accuracy of the

Kalman Filter algorithm and found that with this the perfor-
mance of the model improved from 4.41% to 11.19% and
the same like model used by (Ahmadini et al., 2021) for the

top four affected countries. The authors in [44] applied
Auto-Regressive Integrated Moving Average Model
(ARIMA) using data from National Institute of Health

(NIH), Pakistan to measure COVID-19 cases. Their model
showed high exponential growth for the number of confirm,
death and recovered cases and found that the estimates of
COVID-19 cases would reach their peak in the month of

May 2020. The health authorities and government ought to
utilize new techniques to control the pandemic from spreading
further until an appropriate treatment for it or immunization

to it is discovered [44].
Machine learning and deep learning methods are widely

used to predict and forecast in time series data [29]. The

authors in [28] developed an application to assist the people
activities. The authors used a Bidirectional residual LSTM-
based method to recognize human activities. The authors also

use d ML models to predict the COVID-19 cases among most
affected countries. Furthermore, the authors showed that the
COVID-19 cases will be declined in the future. The wrong
reports have a big impact on every field especially on economy

and public safety. For this purpose, [5] used a hybrid attention
neural network (HANN) method to find the rumors related to
COVID-19 on media. A similar study is carried out by

(Almars, Atlam, et al., 2022) to find users view and sentiments
on public media related to COVID-19 vaccine. Their results
showed that majority of the people have a positive outlook

towards COVID-19 vaccine.
LSTM model is one of the most popular method used in

time series data [15]. The forecasting model, recurrent neural
network (RNN), is an alternatives of long short-term memory

(LSTM). The LSTM is both used for time series analysis
(RNN) and Convolutional neural network (CNN) classifica-
tion problems [26,30,34].

3. Data description and methods

3.1. Data

In this study, we took data from GitHub website (https://

github.com/CSSEGISandData/COVID-19/tree/master/csse_-

covid_19_data/csse_covid_19_time_series#update-frequency)
which was accessed on 18 August 2021. The number of deaths
showed in Pakistan were 66 with 3974 cases of confirmed cases
and 3122 cases of recovery. We predicted the main epidemio-
logical factors, i.e. the number of confirmed, death and recov-

ered cases on daily basis for the next three weeks. In this study,
we divided the data in two phases. In the first phase, we
divided the data into 70% training and 30% testing parts.

Then in the second phase we divided the data into 80% train-
ing and 20% testing parts. Kalman Filter, a well-known
method for efficient forecast accuracy, was found by Rudolf

Emil Kalman in 1960. It is used in modern technology related
to direction finding, mainframe visualization, econometrics,
and time series analysis. ANN is also one of the powerful tech-
niques, which is usually used for grouping and prediction

problems. It is widely used in the economic and financial stud-
ies. In the same way, the LSTM and SVM are widely used for
time series modelling. LSTM is one of the most powerful

model in time series analysis. In this study, we used the KF,
ANN, LSTM and SVM methods for the COVID-19 daily
cases of confirmed, recovered and death in Pakistan.

3.2. Kalman Filter algorithms

Consider an equitably common state-space model description

[17]. Let.

bt ¼ dt þ Ttbt�1 þ Jtct ð1Þ

yt ¼ xt þ Ztbt þ �t ð2Þ
Where ct N 0;Ltð Þ and �t N 0;Mtð Þ. The equation (1) of

states defines the dynamics of bt, the state vector, determined

with the help of deterministic input dt and stochastic inputs
ct. The sample equation, the observed response yt, , by state
direction over error term �t and inputs xt. The matrices
Jt;Tt;Zt;LtandMtmight rest on the parameters vector h and

remain time changing or determined beside time. The error
terms ct and �t remain imaginary successively and also equally

uncorrelated, i.e., E ct�s½ �T ¼ 08 t, s. The past postulation and
the gaussianity of ct and �t remain distributed [8].

3.3. The Kalman filter

The Kalman Filter equation through small notational devia-

tions remain ordinary in some textbook: [8], [17], [12], [36],
[9] and [37].by replication those equalities by means of repeti-
tive reference, we get the result:

Bt�1 ¼ E bt�1jy0; � � � ; yt�1½ � ð3Þ

pt�1 ¼ E bt�1 � Ct�1ð Þ bt�1 � Ct�1ð ÞT� ð4Þ
It computes the state vector, besides at time t it is covari-

ance matrix through data obtainable at time t� 1,
Ctjt�1andpt�1 respectively that remains identified via the time

update the equations:

Ctjt�1 ¼ TtCt�1 þ dt ð5Þ

ptjt�1 ¼ Ttpt�1Tt
T þ JtLtJt

T ð6Þ
Suppose Et ¼ Ztptjt�1Zt

T þMt. The condition is that, the

new sample is accessible at time t, formerly Ctjt�1 and ptjt�1

can be updated with the degree of update the equations:

https://github.com/CSSEGISandData/COVID-19/tree/master/csse_covid_19_data/csse_covid_19_time_series%23update-frequency
https://github.com/CSSEGISandData/COVID-19/tree/master/csse_covid_19_data/csse_covid_19_time_series%23update-frequency
https://github.com/CSSEGISandData/COVID-19/tree/master/csse_covid_19_data/csse_covid_19_time_series%23update-frequency
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Ct ¼ Ctjt�1 þ ptjt�1Zt
TEt

�1 yt � ZtCtjt�1 � dt
� � ð7Þ

pt ¼ ptjt�1 � ptjt�1ZtEt
�1Zt

Tptjt�1 ð8Þ
In equations (5), (6), (7), and (8) composes the Kalman fil-

ter. Substituting equation (5) in (6) and equation (7) in (8). We
got a single set equation involving Ct�1 and pt�1 to Ct and pt

respectively. For replication, primary values of Ct�1 and pt�1

or C0j�1

�
and p0j�1Þ are being used. The equations of the filter

i.e. (6) and (8) spread the state covariance matrix to define

covariance filter. The resultant equations that spread the

matrix p�1
t , gives data filter. A better advantage is that it sug-

gests a usual method to state whole unlikelihood about the

prime value of component of the state: The affirming diagonal
term can be set to zero in the data matrix. With the help of a
covariance filter, the equivalent variance can be set in p0j�1 to a

large number else verbose initialization can be used, a possibil-

ity is defined below.
Prediction results directly builds up the Kalman Filter into

mainframe code. The abovementioned just observed that sub-
sequent programs agonized after a mathematical improbability

[10]. Accumulation of fluctuating argument inaccuracies in Eq
(8) finally yield non-positive ptmatrices. Equation (8) more
expanded as below:

pt ¼ I�NtZtð Þptjt�1 I�NtZtð ÞT þNtMtNt
T ð9Þ

ANN is a scientific tool that have predictors layer and
response layers, and a hidden layer and has been usually used

for grouping and prediction problems. A grouping of distinct
hidden layers can choose a well fit MLP architecture network.
The hidden layers play a key role in various successful applica-

tions of neural networks. ANN is commonly used in the eco-
nomic and financial studies [18,31]. The number of hidden
layers depends upon the nature of the problem. (Zhang,

Patuwo, & Hu, 1998) used two hidden layers in finding better
model prediction accuracy. Xu et al., 2020 used 2� kþ 1;
where k is the number of predictors. For an ideal outcome
of ANN, trial and error method is applied determining the

number of hidden nodes. It is used in searching the architec-
ture having the least MAPE among the models (Güler &
Übeyli, 2005). In this study, there are four hidden layers and

8 neurons in the hidden layers is used for daily cases (death)
using test and retest technique with 10,000 iteration while 2
hidden layers and 4 neurons in the hidden layers for recovered

cases in similar pattern.
Long Short-Term Memory (LSTM) Neural Network is one

of the most advanced models to forecast time series data. The

prediction accuracy of LSTM model is better than the other
methods, as it permits more constraints to be learned. There-
fore, it is more powerful and widely used for forecasting and
prediction. Recurrent neural network (RNN) is an important

part of deep learning methods. RNN is used to find chronolog-
ical data relationships in time series prediction [24,35]. It con-
tains hidden layers that are spreader in chronological way that

able to forecast the upcoming events with high accuracy rate
than the other classical exponential smoothing methods
[33,38,42,47]. There is no ending rule of thumb to choose on

how many layers and nodes of the model. LSTM structure
composed of four units namely input gate (igÞ, forget gate

(fgÞ, output gate og
� �

and an activation function. We train

and test the model on the COVID-19 data for Pakistan, with
sound parameter features which provides well match to actual
data on trial and error based as shown in the Figs. 5, 6, and 7.
There are four number of blocks, with 100 epochs size is used.

The tanh activation function and ‘adam’ optimizer is used and
other functions are kept as defaults.

Support vector machines are capable devices for the fore-

casting of financial time-series as it practice a risk utility cov-
ering of the observed error and a standardized term which
results in fundamental risk minimization norm [20,39].

The Table 1, show the performance metrics for ANN and
KF. This table used to evaluate the methods performance
using test data.

4. Results

We measured confirmed, death and recovered cases from the

Pakistan COVID-19 dataset. The KF, ANN, LSTM and
SVM models were applied for daily confirmed, death and
recovered cases. The summary statistics is displayed in the
Table 1. In this study, we assess the analytical results of soft

computing models using five popular forecasting parameters,
i.e. Mean error (ME), root mean square error (RMSE), mean
absolute error (MAE), mean percentage error (MPE) and

mean absolute percentage error (MAPE) are presented in
Table 2, 3, 4, and 5.

In the Table 1, the minimum value of all the cases is zero

while the maximum value of confirmed, death and recovered
cases are 12073, 313 and 19,772 respectively. Similarly, the
mean and median for the number of confirmed, death and
recovered cases are 1929.56, 44.04, 1840.60 and 1592, 37 and

1282 respectively. While the first quartile value of daily con-
firm, death and recover cases are 665.5, 11 and 461.5 respec-
tively. The third quartile value of number of daily confirm,

death and recover cases are 2963.5, 66 and 2402 respectively.
Moreover, the standard deviation of confirm, death and
recover cases are 1674.98, 40.35 and 2132.76 respectively.

COVID-19 is initial as a viral disease and is a different set
of warning to the world. We calculate the five values of ME,
RMSE, MAE, MPE and MAPE in Table 2. In Table 2, the

Mean Error (ME) value of Kalman Filter, ANN, LSTM and
SVM for the daily confirm cases is 15.34, 15.09, 14.01 and
15.10 respectively. This indicates that ME value LSTM is
lower than KF, ANN and SVM. Similarly, the value of RMSE

and MAE value of Kalman Filter, ANN, LSTM and SVM are
744.98, 666.02, 500.76, 669.45, 541.09, 425.77, 399.03 and
469.32 respectively. Both these values revealed that LSTM is

better than Kalman filter, ANN and SVM. The MPE and
MAPE also indicate that the difference between the actual
and forecasted value of LSTM is more consistent as compared

to Kalman Filter, ANN and SVM. Comparing the five assess-
ment parameters of Kalman Filter, ANN, LSTM and SVM
models, it can be observed that LSTM performs better in terms
of small error rate among the rest of soft computing models.

In Table 3, the results of death cases show that performance
of LSTM in terms of RMSE, MAE, MPE and MAPE is better
than the Kalman Filter, ANN and SVM. While, the ME value

of ANN is better than KF, LSTM and SVM. The evaluated
parameters of Kalman Filter, ANN, LSTM and SVM models,
on average it can be showed that LSTM performs better in

terms of high accuracy rate among the other soft computing
models. Furthermore, LSTM is a better choice for prediction.



Fig. 1 Daily number of COVID-19 cases for Pakistan.

Fig. 2 Forecasting accuracy measures of KF, ANN, LSTM and SVM models for confirm cases.

Fig. 3 Forecasting accuracy measures of KF, ANN, LSTM and SVM models for death cases.
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In Table 4, the results of recovered cases show the values of
ME, RMSE, MPE and MAPE of LSTM are better than the

Kalman Filter, ANN and SVM. While, the value of MAE of
ANN is lower than the other methods. Therefore, LSTM is
better choice for prediction as compared to the two methods.
The evaluated five parameters of Kalman Filter, ANN, LSTM
and SVM models, it is indicates that LSTM is better in terms
of low error rate among the KF, ANN and SVM. Further-

more, LSTM is a better choice for estimating the number of
recovered cases of COVID-19 for Pakistan.

In Table 5, the results of confirmed cases used 80% training
and 20% testing parts. The values of ME, RMSE, MPE and



Fig. 4 Forecasting accuracy measures of KF, ANN, LSTM and SVM models for recovered cases.

Fig. 5 Actual and predicted values of KF, ANN, LSTM and SVM models for confirmed cases of COVID-19 of the 70% training and

30% testing set.

Fig. 6 Actual and predicted values of KF, ANN, LSTM and SVM models for death cases of COVID-19 of the 70% training and 30%

testing set.
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MAPE of LSTM are better than the Kalman Filter, ANN and

SVM. While, the MAE of ANN is better than Kalman filter,
LSTM and SVM model. So, LSTM is a better choice for pre-
diction. The parameters for the evaluation of Kalman Filter,

ANN, LSTM and SVM models are given in the Table 5, the
values indicates that LSTM is better in terms of low error rate
among the KF, ANN and SVM. It shows that LSTM is a bet-

ter choice for estimating the number of recovered cases of
COVID-19 for Pakistan.
The Diebold-Mariano test proposed by [11] define the test

of equality between the two forecasts under the null hypothesis
Ho : E dð Þ ¼ 0:The results show that there is difference between
all the methods in prediction. We can conclude that LSTM is

better than the other methods as in the performance metrics
Tables 3, 4, and 5. In the above Table 6, we included those
and compared those models that are statistically significant.

The performance of ANN, KF, LSTM and SVM in bar
chart is shown below.



Fig. 7 Actual and predicted values of KF, ANN, LSTM and SVM models for recovered cases of COVID-19 of the 70% training and

30% testing set.

Table 1 Forecasting performance metrics.

Criterion Formula

Mean error ME ¼ 1
n

Pn
t¼1 Yt � bYt

� �
Standard deviation

SD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

Yt�y
�ð Þ2p

n�1

Root mean square error
RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
t¼1

bYt � Yt

� �2
r

Mean absolute error MAE ¼ 1
n

Pn
t¼1jbYt � Ytj

Mean percentage error
MPE ¼ 1

n

Pn
t¼1

bYt�Yt

Yt

� 	
� 100

Mean absolute percentage error
MAPE ¼ 1

n

Pn
t¼1j

bYt�Yt

Yt
j � 100

Table 2 Descriptive statistics of COVID-19 daily confirmed,

death and recovered cases of Pakistan.

Confirms Deaths Recoveries

Min. 0 0 0

1st Qu. 665.5 11 461.5

Median 1592 37 1282

Mean 1989.73 44.04 1840.60

3rd Qu. 2963.5 66 2402

Max. 12,073 313 19,772

SD 1674.98 40.35 2132.76
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4.1. Discussion

The COVID-19 dataset, based from 22 January 2020 to 18
August 2021, used 70% training and 20% testing parts. In soft
Table 3 Daily confirmed cases using 70/30 percent training and tes

ME RMSE

Kalman Filter 15.34 744.98

ANN 15.09 660.02

LSTM 14.01 500.76

SVM 15.1 669.45
computing, we use COVID-19 data to find models pattern and
apply these learned models to forecast the different cases of
COVID-19. In Fig. 8, the daily new confirm cases are fore-

casted for the upcoming three weeks. The filter and smooth
model structures are able to produce epidemic bends that look
like sound through the chronological time series. ANN fits the

actual line throughout the series. While, LSTM fits an efficient
way of the actual data. There are highest spikes in the month
of July 2020 and the end of May 2021. Moreover, the ANN,

KF, LSTM and SVM show that, the next three weeks forecast
ahead showed that the number of confirmed cases are
increased.(SeeFig. 9.).

In Fig. 8, the number of daily confirmed cases is plotted. All
the four models captured the real pattern of the data. The daily
confirmed cases of COVID-19 for Pakistan is fluctuated with
respect to time. There is high number of daily cases showed

in the start of July 2020 and then again observed at the end
of June 2021.In addition, the daily confirmed cases are fore-
casted for the three weeks using the four models. All the mod-

els shows that the new confirmed cases will be increased and
then then decrease except SVM model at the end of last week.

In Fig. 10, the number of daily death cases is showed. The

filtered and smoothed Kalman follow the original shape of the
data. Similarly, the ANN and SVM follows the original data.
LSTM tracked the original observations in all the cases. The
highest number of cases were recorded at the end of November

2020, but after that, the number got reduced and then fluctu-
ated again. The forecast of the four methods for three weeks
indicates that daily death cases would increase in the upcoming

days in Pakistan.(SeeFig. 1.Fig. 2.Fig. 3.Fig. 4.).
In Fig. 11, number of recovered cases shown. Kalman Fil-

ter and ANN indicates fluctuations along time and captures

the original shape of the data. In the same way, SVM and
LSTM model also follow the real time line of the recovered
ting data.

MAE MPE MAPE

541.09 0.020 9.04

425.77 �1.96 8.30

399.03 0.009 8.24

469.32 0.0234 9.009

http://2021.In


Table 4 Daily COVID-19 death cases using 70/30 percent training and testing data.

ME RMSE MAE MPE MAPE

Kalman filter 0.263 23.05 17.03 0.010 0.356

ANN �0.005 0.030 0.004 0.011 0.020

LSTM 0.023 0.027 0.002 0.004 0.018

SVM 80.44 73.55 37.223 4.543 12.559

Table 5 Daily COVID-19 recovered cases using 70/30 percent training and testing data.

ME RMSE MAE MPE MAPE

Kalman filter 6.87 1191.63 799.21 �0.110 8.69

ANN 6.19 1349.84 796.09 �1.57 7.35

LSTM 5.65 1089.45 808.09 1.09 4.98

SVM 7.54 1454.32 897.33 2.14 8.55

Table 6 Daily COVID-19 confirmed cases using 80/20 percent training and testing data.

ME RMSE MAE MPE MAPE

Kalman filter �28.57 746.98 490.32 �0.018 19.05

ANN �35.04 718.09 458.32 �4.77 16.02

LSTM 26.98 687.54 485.08 3.43 14.98

SVM 28 709 499 2.012 9.04453

Fig. 8 Actual and three weeks ahead forecasted values of KF, ANN, LSTM and SVM models for confirmed cases of COVID-19 of the

70% training and 30% testing set.
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cases of COVID-19. The number of daily recovered cases in
Pakistan increases for the upcoming three weeks forecast for

all the methods.(SeeFig. 12.).
The predicted curve for the three weeks rises which is a

good signal to decrease and control the COVID-19. The main

results of the study are as under:

� The LSTM, Kalman Filter algorithm, ANN and SVM were

capable to follow the original data pattern in almost all the
situations in Pakistan.
� The LSTM, Kalman Filter, ANN and SVM forecast shows
that the number of confirmed, death and recovered cases
will increase in Pakistan in the next three weeks.

� LSTM provides better forecast almost in all cases as com-

pared to Kalman Filter, ANN and SVM for the short term.
Hence, policy makers may use LSTM for short term deci-
sion making.

Thus, the next three weeks summary of the confirmed,
death, and recovered cases is presented in the following

Table 7.(SeeTable 8..).



Fig. 9 Flowchart of algorithms for COVID-19 outbreak.

Fig. 10 Actual and three weeks ahead forecasted values of KF, ANN, LSTM and SVMmodels for death cases of COVID-19 of the 70%

training and 30% testing set.
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5. Conclusion

COVID-19 has shaken the world owing to its upsetting epi-

demic nature. Each and every country has to learn to live with
this pandemic and make the precautionary measures for it as
their part of life since this outbreak can occur for years to arise

and we cannot close all the things for so long as it also suffers
the economy of the country besides controlling the spreads of
the disease.

In this study, we used four soft computing models to exam-

ine the upcoming trend of COVID-19 in Pakistan to interpret
the complex trend in time series by verifying with performance
metrics, and finally, predicting the daily confirmed, death and

recovered cases for the next three weeks.
LSTM, ANN, Kalman Filter and SVM methods for the

time series fluctuations predictions give good results. LSTM,

ANN, Kalman Filter and SVM have better fluctuation in the
time series estimation. In this study, the LSTM, ANN, KF
and SVM is implemented to determine the trend of the pan-

demic COVID-19. In addition, LSTM, ANN, KF and SVM
methods were used to forecast the number of confirm, recov-
ered and death cases in Pakistan. COVID-19 was well tracked



Fig. 11 Actual and three weeks ahead forecasted values of KF, ANN, LSTM and SVM models for recovered cases of COVID-19 of the

70% training and 30% testing set.

Fig. 12 (a) Three weeks forecasted plots for confirmed cases of KF, ANN, LSTM and SVM.
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by LSTM, ANN, SVM and KF algorithms. The number of

confirm, recovered, and death cases in Pakistan for the upcom-
ing three weeks were predicted. LSTM, ANN, KF and SVM
algorithms are helpful in the short-term forecasting for coron-
avirus. In addition, LSTM, ANN, KF and SVM methods can

help decision-makers in formulating short term strategies
about the current number of disease occurrence. In this study,
all the methods showed that the COVID-19 cases are increased
in Pakistan based on 22 Jan 2020 to 18 August 2021 data. We

observed that it was because of government relaxation in lock-
downs, lack of awareness in the people, people didn’t stop their
jobs/duties because of poverty and many other factors. And
now, all the COVID-19 cases are decreased, as because of most

of the people are vaccinated.
In conclusion, the current study is the first comparative

study using the soft computing techniques for Pakistan to pre-



Table 7 Diabold Mariano (DM) test for the models.

Forecast Models DM values p-values

KF-ANN �3.085 0.00237

KF-LSTM 6.155 5.204e-09

KF-SVM 4.768 0.00065

KF-LSTM 5.769 4.65e-05

ANN-LSTM 2.391 0.01788

Table 8 Summary of the forecasts for the next three weeks.

Countries\Cases Confirm Recover Deaths

Pakistan Increase Increase Increase
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dict the future time line of COVID-19. Our study will come to
be useful for the country to take all preventive measurements

before receiving subjugated by COVID-19.

6. Limitations

We did not consider the vaccinated people and the number of
new dailies confirm death and recovered cases. Moreover, we
did not measure the number of lockdowns in the cities and

across the country during the pandemic.

7. Future work

Future work may focus on vaccinated persons and the daily
confirm deaths or recovered cases. Comparisons can also be
drawn between the types of viruses and the number of daily

confirmed, death and recovered cases. Moreover, we can use
some features selection techniques that might be useful in the
early detection of COVID-19. We can also study the total eco-
nomic destruction of the country during the COVID-19 in var-

ious economic sectors and create a suitable strategy to improve
it, which can support the country to grow up economy rate.
We design to estimate the possible COVID-19 cases for other

countries besides possible viral transmission of COVID-19 can
be proved.
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