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ABSTRACT: Anthropogenic nitrogen oxide (NOx) and volatile
organic compound (VOC) emissions in the United States have
declined substantially over the last decade, altering the NOx-VOC
chemistry and ozone (O3) production characteristics of many
areas. In this work, we use multiple air quality analysis tools to
assess how these large reductions in NOx and VOC have affected
O3 production regimes across the United States between 2007 and
2016. We first compare observed and modeled evolution of NOx-
limited and NOx-saturated O3 formation regimes using a day-of-
week (DOW) analysis. This comparison builds confidence in the
model’s ability to qualitatively capture O3 changes due to
chemistry and meteorology both within years and across periods
of large emission decreases. DOW analysis, however, cannot
definitively differentiate between emissions and meteorology impacts. We therefore supplement this analysis with sensitivity
calculations from the Comprehensive Air Quality Model with Extensions higher-order decoupled direct method (CAMx HDDM) to
characterize modeled shifts in O3 formation chemistry between 2007 and 2016 in different regions of the United States. We also
conduct a more detailed investigation of the O3 chemical behavior observed in Chicago and Detroit, two complex urban areas in the
Midwest. Both the ambient and modeling data show that more locations across the United States have shifted toward NOx-limited
regimes between 2007 and 2016. The model-based HDDM sensitivity analysis shows only a few locations remaining NOx-saturated
on high-O3 days in 2016, including portions of New York City, Chicago, Minneapolis, San Francisco, and Los Angeles. This work
offers insights into the current state of O3 production chemistry in large population centers across the United States, as well as how
O3 chemistry in these areas may evolve in the future.
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1. INTRODUCTION

Tropospheric ozone (O3), a respiratory irritant and green-
house gas that is harmful to human and environmental health,
is a secondary air pollutant formed from nitrogen oxides
(NOx) and volatile organic compounds (VOCs) reacting in
the presence of sunlight. O3 formation can be limited by either
precursor. In NOx-limited regimes, reducing NOx concen-
trations through emission control strategies will effectively
lower O3 pollution levels. However, highly concentrated NOx
emissions (e.g., power plant plumes or automobile traffic in
dense urban areas) or unconducive meteorology (i.e., lower
levels of solar radiation) can lead to NOx-saturated (also called
VOC-limited or radical-limited) O3 formation conditions.1,2

Under these conditions, reducing VOC concentrations will
effectively lower O3 pollution levels, while reducing NOx
concentrations may cause local increases in O3, although
these increases may be reversed with large enough NOx
reductions. Responsiveness to local NOx reductions is also
dependent on regional emission and transport patterns, for

example, areas downwind of large urban areas will experience
some O3 formation due to NOx outflow.
Anthropogenic NOx emissions in the United States have

decreased significantly since the 1990s due largely to emission
control policies enacted by the U.S. Environmental Protection
Agency (U.S. EPA).3,4 Total anthropogenic VOC emissions
have also decreased over this period,3,4 although trajectories
vary for individual VOC sources.5 In addition, biogenic sources
contribute the majority of VOC emissions in some locations.6

These large changes in precursor emissions have substantially
altered the relative abundance of NOx and VOCand
therefore the characteristics of O3 formationin some areas
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with persistent O3 pollution issues. Understanding the state of
O3 production chemistry across the country informs ongoing
air quality management efforts and emission control strategy
development at local, regional, and national scales.
Although O3 formation is and has historically been NOx-

limited across most of the United States,7−9 some urban areas
have exhibited NOx-saturated behavior because of a combina-
tion of high localized anthropogenic NOx emissions and
meteorology.10−12 While continued reduction of local NOx
emissions will eventually drive areas with NOx-saturated
behavior toward NOx-limitation,13,8 NOx-saturated conditions
dampen the responsiveness of local O3 formation to local NOx
emission controls in the near term, presenting complex
scenarios for air quality managers.14 Practical challenges
related to the cost of additional emission controls are also an
important consideration driving air quality control strategy
development. Initially, decreases in NOx emissions were largely
achieved from mobile sources and power plants (ref 3 and
references therein). As precursor emissions are reduced,
developing strategies to achieve the additional emission
reductions needed for some areas to comply with the O3
National Ambient Air Quality Standards (NAAQS) becomes
more of a challenge scientifically and financially.15

Substantial reductions in NOx and VOC emissions across
the United States over the last few decades and their
implications for O3 air quality have been an ongoing area of
research since these changes began to manifest in the
atmosphere.3,8,16−20 Day-of-week (DOW) analysis is a
commonly used approach for characterizing shifts in O3
production because of changes in NOx emissions, resulting
from weekly traffic patterns.21−29 Specifically, Marr and
Harley28,29 showed in California that while gasoline vehicle
traffic, which emits both NOx and VOCs, changed little on
weekends, diesel vehicle traffic, which chiefly emits NOx,
showed a marked decrease on weekends. This type of study
provides the opportunity to observe whether O3 increases or
decreases under real-world conditions, for which NOx but not
VOC emissions have a distinct weekly cycle. These studies
generally interpret O3 increases (as a result of NOx decreases)
on weekends versus weekdays, barring any systematic
meteorological differences, as an indication of NOx-saturated
chemical conditions. Conversely, when O3 decreases along
with NOx on weekends versus weekdays, it may be an
indication of NOx-limited chemical conditions.
One limitation of observationally based DOW analysis is the

inability to distinguish influences of changes in meteorology
compared to changes in emissions on O3 chemistry.30

Although air quality models are prone to uncertainties and
experience their own sets of limitations, these tools can more
clearly differentiate the relative effects of emissions and
meteorology on pollutant concentrations. For example, Koo
et al.31 used air quality modeling to characterize weekend O3
effects in the Midwestern United States during summer 2005
and, after accounting for meteorology, attributed the differ-
ences to lower NOx emissions on weekends. Air quality models
can also characterize O3 chemistry in areas not covered as
densely by surface monitors; for example, Jin et al.8 used the
GEOS-Chem global chemical transport model and satellite
data from the ozone monitoring instrument to assess changes
in O3 formation regimes from 2005 to 2015 across multiple
regions in China, Europe, and the United States.
Here, we build on Jin et al.8 and the other work mentioned

above by continuing to investigate how trends in precursor

emissions affect O3 formation regimes across the United States.
To this end, we use a high-resolution regional air quality model
implemented with the higher-order decoupled direct method
(HDDM) along with surface monitoring observations to
identify changes in O3 formation chemistry between 2007 and
2016. The HDDM tool allows for the calculation of O3
sensitivities to its chemical precursors in all grid cells
throughout a simulation. We first compare model-based
characterizations of O3 formation regimes derived from daily
modeled O3 concentrations at specific locations against
available surface observations through a DOW analysis. We
then use the HDDM sensitivities obtained from the model to
isolate the model-predicted impact of emissions alone on O3
formation chemistry and to estimate more broadly how O3
formation regimes have changed nationally between 2007 and
2016.

2. METHODS

2.1. CAMx HDDM Simulations

We applied the Comprehensive Air Quality Model with Extensions
(CAMx) v6.532 with a 12 km spatial resolution over the contiguous
United States for two full calendar years, 2007 and 2016, including a
10-day spin-up period that was not used in the analysis (e.g.,
December 22, 2015 to December 31, 2016). Anthropogenic emission
inputs came from the National Emission Inventory (NEI)-based
platforms for 200733 and 2016.34 Nationally, NOx emissions from
anthropogenic sources and fires decreased by 39% between the 2007
modeled inventory and the 2016 modeled inventory (Table S1).
Nationally, modeled VOC emissions changed little between the 2
years, but this was due to substantial heterogeneity at the state level
with some states estimated to have large increases in VOC emissions
and others estimated to have large decreases (Table S1).
Meteorological inputs, including horizontal wind speed and direction,
temperature, moisture, vertical diffusion rates, and rainfall rates, were
archived from the Weather Research and Forecasting model
(WRF)35,36 and implemented into CAMx. Initial and boundary
conditions were created using the GEOS-Chem model37 for 2007 and
the hemispheric version of Community Multiscale Air Quality
(CMAQ) modeling system38 for 2016. More details about specific
inputs and model configuration options are described in the reference
documentation for the 2015 (Chapter 4 Appendix)39 and 202040 O3
NAAQS reviews. Model performance evaluations were also previously
conducted for both 2007 and 2016 emission platforms as part of the
201539 and 202040 O3 NAAQS reviews, respectively.

CAMx was run using the HDDM tool, which calculates in-model
sensitivities of model outputs to an input or model parameter, for
example, O3 concentrations to NOx emissions, and is well suited for
source-oriented studies.41,42 HDDM has previously been applied in
regional air quality modeling studies by the U.S. EPA for policy-
relevant assessments.39,40 Both first- and second-order sensitivities
were tracked using the HDDM for the relationship between O3 and
U.S. anthropogenic NOx. First-order sensitivities were tracked using
the HDDM for the relationship between O3 and U.S. anthropogenic
VOC emissions. Emission sectors included as U.S. anthropogenic
were agriculture, commercial marine vessels, fugitive dust, onroad and
nonroad mobile, point sources, nonpoint, rail, and residential wood
combustion. Biogenicscalculated with the Biogenic Emissions
Inventory System43fires, and sources from Canada and Mexico
were not counted as U.S. anthropogenic emissions in this analysis.
HDDM sensitivities represent the change at the grid cell from both
local O3 production sensitivity and the transport history of the air
arriving at the grid cell.

2.2. DOW Analysis

A DOW assessment was undertaken to build confidence in the
model’s utility for characterizing O3 formation regimes. As discussed
above, differences in weekend versus weekday O3 values have
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previously been used to assess whether areas are NOx-limited or NOx-
saturated. In this assessment, we compare weekend/weekday patterns
between the model and the observations for the U.S. nonattainment
areas (areas designated nonattainment for the 2015 O3 NAAQS) and
examine the changes in these patterns between 2007 and 2016.
Maximum daily 8 h average (MDA8) O3 values were calculated

from 2007 to 2016 O3 monitor data available through EPA’s air
quality system (AQS), as described in 40 CFR Appendix P to Part 50
(https://www.ecfr.gov/cgi-bin/text-idx?tpl=/ecfrbrowse/Title40/
40cfr50_main_02.tpl). MDA8 O3 values were also calculated from
the gridded hourly 2007 and 2016 model results using the same
methodology. Modeled MDA8 O3 values were extracted for grid cells
that contained an O3 monitoring site. Modeled and observed MDA8
O3 values paired in space and time were used to compare DOW
patterns. For this analysis, we eliminate “transition” days between
weekends and weekdays in order to avoid multiday impacts that could
obscure differences between weekdays and weekends. To this end,
only Sundays were categorized as weekend days, and Tuesdays,
Wednesdays, and Thursdays were categorized as weekdays. For each
nonattainment area, weekend and weekday O3 distributions during
May−September were compared for modeled and measured MDA8
values in 2007 and 2016. Valid data from all monitoring sites within
each nonattainment area were included in the comparison with no
spatial averaging. We also explored using data from individual
monitors rather than aggregating across nonattainment areas, but
found that using single monitor data generally leads to insignificant
results due to small sample sizes.
Welch’s t-tests were performed on each set of data to determine

whether MDA8 values were statistically different (p < 0.05) between
weekends and weekdays. T-test p-values are valid even for very small
sample sizes.44 Welch’s t-test is also preferred for unequal sample
sizes, as is the case for the weekend vs weekday datasets in our DOW
analysis. However, Welch’s t-test can result in diminished statistical
power at lower sample sizes. We therefore have also included results
from a Monte Carlo analysis for several of the largest urban areas
(Atlanta, Chicago, Houston, and Los Angeles) in the Supporting
Information (Figures S1−S4) that shows our significance results are
robust against randomizing the observations of which are included.
We label areas with statistically higher distributions of MDA8 O3

on weekends as “NOx-saturated”. Conversely, we label areas with
statistically lower distributions of MDA8 O3 on weekends as “NOx-
limited”. Areas where the t-test returns a p-value >0.05 are labeled as
“mixed” sensitivity or transitional chemical regimes.

2.3. HDDM-Based Assessment of Chemical Sensitivity

CAMx HDDM results were used to calculate changes in MDA8 O3
that would occur with perturbations in the U.S. anthropogenic NOx
and/or VOC using eq 1.
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Equation 1 calculates the change in MDA8 (ΔMDA8) as a
function of fractional changes in NOx or VOC (dNOx or dVOC)
using sensitivity parameter (S). For this run, the HDDM was
configured to store first-order sensitivities for NOx and VOC (S(1)NOx,
S(1)VOC), second-order sensitivity to NOx (S(2)NOx), and the
interaction between NOx and VOC (S(2)NOx,VOC). Equation 1 is
applied for each monitor and day with day- and location-specific
sensitivity parameters from the HDDM. HDDM outputs hourly data
by default, which have been averaged over the 8 h MDA8 period for
each day and location. For VOC-only changes, the first, second, and
fourth terms are zero. For NOx-only emission changes, the third and
fourth terms are zero. As such, 20% reductions in either emission
independently can be simplified, as shown in eqs 2 and 3.
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Based on the results from Simon et al.45 (Figure 4), the calculated
ΔMDA8 scales linearly for emission reductions lower than 20%,
assuming that substantially larger emission reductions could introduce
nonlinearities.

ΔMDA8−20NOx and ΔMDA8−20VOC were used to characterize each
day and grid cell into three categories using criteria from Jin et al.:8

NOx-limited, NOx-saturated, and mixed:

• NOx-limited: ΔMDA8−20NOx < 0 and |ΔMDA8−20NOx| >
|ΔMDA8−20VOC|

• NOx-saturated: ΔMDA8−20NOx > 0
• Mixed: ΔMDA8−20NOx < 0 and |ΔMDA8−20NOx| <

|ΔMDA8−20VOC|

Here, “NOx-limited” does not necessarily imply lack of
responsiveness to VOC reductions, just stronger responsiveness to
NOx reductions. We define “NOx-saturated” regimes as showing an
O3 disbenefit to NOx. Finally, O3 in “mixed” regimes responds to
reductions of both NOx and VOC, but responds more strongly to
VOC than NOx. Chemical regimes were then mapped using varying
averaging periods and MDA8 O3 threshold values.

2.4. Development of O3 Isopleths
We developed O3 isopleth diagrams based on the HDDM results
described above for select locations. These diagrams allow for the
visualization of O3 isopleths as a function of VOC (x-axis) and NOx
(y-axis) concentrations. To build the O3 isopleths, eq 1 is applied to
calculate daily O3 isopleths for all days above a threshold value (e.g.,
MDA8 > 70 ppb) for a matrix of emission changes (−100 to +50%)
for NOx and VOC. The change in MDA8 for each day is added to the
original MDA8 to construct the O3 isopleths in total MDA8 space
instead of change. The daily O3 isopleths are then averaged to
produce a representative diagram.

The diagrams referred to here as O3 isopleths are similar to plots
associated with the empirical kinetic modeling approach (EKMA).
EKMA relates the initial VOC and NOx concentrations to levels of O3
production in one-dimensional (1D) kinetic box models.46 By varying
the initial conditions for the box model, O3 isopleths were created and
then related to observed (empirical) O3 maxima; these isopleths were
sometimes referred to as EKMA diagrams (e.g., ref 47). Our O3
isopleths relate daily maximum O3 concentration to domain-wide U.S.
anthropogenic NOx and VOC emissions using the HDDM). This
explicitly calculates the sensitivity of O3 to domain-wide emissions,
which has then been added to the original concentrations to generate
the isopleths. Plotting O3 concentration as a function of emission
levels48,49 (e.g., refs 48 and ref 49) rather than the more traditional O3
production as a function of precursor concentrations makes these
figures more directly applicable to air quality planning as it provides
information on what level of NOx and VOC emissions are necessary
to reach target O3 concentrations in an area.

We note that while O3 isopleths were constructed to show O3
values at NOx and VOC emission levels between 0 and 150% of the
modeled emission levels (−100%, +50%), past studies have suggested
that the HDDM estimates become increasingly uncertain when
applied to emission changes of more than 50%.45,50 We therefore
caution that O3 predictions displayed below 50% NOx, and VOC
emission levels are highly uncertain.

Additionally, the O3 isopleth diagrams do not assume a relationship
between the production of O3 and O3 levels. Instead, they calculate
the sensitivity of O3 levels to anthropogenic U.S. emissions based on
the HDDM results, which are calculated within the model by taking
partial derivatives of the governing equations. The HDDM
sensitivities for a specific grid cell and time-step therefore incorporate
the impacts of all modeled physical and chemical processes across the
model domain that have impacted that modeled O3 concentration
since the beginning of the model simulation. These diagrams,
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therefore, make no assumptions about where O3 is produced. Because
the O3 isopleths are derived from the HDDM applied at a national
scale, the changes in any location incorporate the impact of both local
production and O3 transport. The portion of the O3 isopleths that is
insensitive to emission changes inherently accounts for both the
lateral boundary conditions and the in-domain sources that are not
U.S. anthropogenic. When local O3 concentrations are meaningfully
above “background” concentrations, the local production will tend to
dominate the response. In cases where background sources dominated
the simulated O3, the isopleth would show little variability. We,
therefore, focus on MDA8 and the top 10 days. When these days are
insensitive to U.S.-NOx and U.S.-VOC, they may conceptually still be
sensitive to background sources.

3. RESULTS
We present results from the DOW analysis and HDDM
calculations for consideration as complementary pieces of
information, rather than opposing methods to be compared.
The DOW analysis provides an observationally based
characterization of O3 changes, as well as an opportunity to
evaluate the model-simulated DOW differences, but cannot
separate the influence of emissions and/or chemistry from
meteorological patterns. The HDDM results allow for the
explicit calculation of O3 chemical sensitivity, but cannot
confirm the real-world fidelity of these relationships.
3.1. DOW Analysis

We start by examining the observed and modeled weekend
versus weekday MDA8 O3 values for May through September
days. In Figure 1, we show distributions of MDA8 O3 on

weekends and weekdays in the Chicago nonattainment area
during 2007 and 2016. The Chicago nonattainment area
includes Cook County as well as the surrounding counties in
Illinois, Indiana, and Wisconsin. Welch’s t-test shows that the
mean observed MDA8 O3 concentrations on weekends are not
statistically different than the mean on weekdays in 2007 but
are statistically lower than the mean on weekdays across all
observed values in 2016. This suggests that that the Chicago
metropolitan area as a whole exhibited a mixed chemical
regime in 2007 and was NOx-limited in 2016. This metric
looks across all measured values and includes MDA8 O3 both
at locations inside and outside of the urban core and on

summer days with low measured O3 values. When looking only
at the 95th percentile observed MDA8 O3 values, Figure 1
shows lower MDA8 O3 on weekends than on weekdays in both
2007 and 2016, although it is not possible to quantify whether
this single value is statistically different. The modeled values in
the Chicago metro area are statistically higher on weekends
versus weekdays in the 2007 simulation and are statistically
lower on weekends versus weekdays in 2016. Therefore, while
both the modeled and the measured mean MDA8 O3 values in
Chicago are higher on weekends compared to weekdays in
2007, the difference is only statistically significant in the model,
suggesting that the simulated conditions in Chicago are more
strongly NOx-saturated than the observed conditions. Both
model and observations suggest a statistically significant shift
to NOx-limited conditions in 2016.
Spatial differences within the Chicago area are demonstrated

in Figures S5 and S6, which show monitor-level boxplots for
the suburban Northbrook monitor in Cook County, IL, and
another monitor in an industrial area of Indiana (Gary). The t-
test results for data from a single monitor are not statistically
significant at either of these sites, likely due to the smaller
sample size of data compared to pooling data from the entire
nonattainment area. Nonetheless, qualitative comparisons of
the plots are informative. For 2007, observed data at the
Northbrook monitor show higher mean MDA8 values on
weekends than weekdays, suggesting NOx-saturated condi-
tions. In contrast, 2007 observations at Gary show lower mean
MDA8 O3 values on weekends compared to weekdays,
suggesting NOx-limited conditions. In 2016, the ambient
data at both monitors have lower mean O3 on weekends than
on weekdays, suggesting a shift toward NOx-limited con-
ditions. In Section 3.3, we further investigate spatial
heterogeneity within both the Chicago and Detroit nonattain-
ment areas.
In Figures 2 and 3, we look more broadly across the United

States at the model’s capability of simulating both weekend−
weekday (WE−WD) patterns and the change in these patterns
between 2007 and 2016. Figure 2 focuses on changes in the
95th percentile MDA8 O3 with larger positive values
representing more NOx-saturated conditions and larger
negative values representing more NOx-limited conditions.
Here, we do not define a quantitative cut point to delineate
when the positive or negative WE−WD differences are
significantly different from zero. Whereas in Figure 3, we
look across all May−September days at all monitor locations
within each nonattainment area and use Welch’s t-test with p-
values <0.05 to characterize which nonattainment areas have
statistically different weekday and weekend MDA8 O3 values
as described in Section 2.2. We then plot how the measured
and modeled WE−WD differentials have changed by region
between 2007 and 2016. The data underlying Figure 3 and the
associated chemical regime category for each nonattainment
area based on Welch’s t-test results are provided in Table S2.
Figures 2 and 3 show that the model is generally skilled at
simulating relative weekend versus weekday differences as well
as changes in the weekend effect between 2007 and 2016.
Modeled chemical regime characterizations based on WE−WD
differences match monitor-based characterizations in 33 out of
49 nonattainment areas in 2007 and 40 out of 49 nonattain-
ment areas in 2016 (Table S2). All but one of the cases that do
not match involve either a model or observed characterization
of a “mixed” chemical regime. In other words, there is only a
single case (Los Angeles in 2016) where the model predicts

Figure 1. May−September weekday versus weekend MDA8 O3
concentrations in the Chicago nonattainment area for 2007 and
2016 based on monitored values (left panel) and on modeled values
in grid cells containing monitor locations (right panel). Boxes
represent the 25th−75th percentile, horizontal lines represent median
values, whiskers extend to 1.5× the interquartile range, dots show
outlier values, and triangles represent 95th percentile values. Boxplot
pairs that have statistically different mean values on weekends versus
weekdays are outlined in bold.
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NOx-saturated conditions and the monitor data predict NOx-
limited data (or vice versa). All other cases where character-
izations of chemical regimes do not match are due to the

difference being statistically insignificant in either the model or
monitor data.
The modeling presented here was conducted using 12 km

spatial resolution and is intended to represent a national-scale
domain. It is not surprising that 12 km modeling cannot fully
capture O3 formation regimes in Los Angeles, which is
impacted by large spatial gradients in emission sources as well
as complex terrain which generally requires a finer grid to
properly resolve. Although in this analysis the CAMx modeling
system was able to at least qualitatively capture observed WE−
WD transitions in other major urban areas across the country
like New York, Chicago, and Houston, this lack of fidelity at
the 12 km scale remains a limitation to fully resolving
atmospheric features in many of these other complex urban
landscapes as well.
At a national scale, both the observations and the model

suggest that the United States has moved toward more NOx-
limited O3 formation chemistry between 2007 and 2016, likely
due to substantial NOx emission reductions that occurred over
that time period. The observations suggest that 6 out of 49 of
the nonattainment areas were NOx-saturated in 2007, while
only 1 (San Francisco) was NOx-saturated in 2016. Similarly,
the model suggests that the number of NOx-saturated
nonattainment areas decreased from 11 in 2007 to 2 (San
Francisco and Dona Ana, NM) in 2016.
As mentioned above, the analyses shown in Figures 1−3 do

not capture spatial heterogeneity within each nonattainment

Figure 2. Absolute difference (ppb) in May−September 95th percentile nonattainment area MDA8 O3 values on WE−WD based on monitored
values (left panels) and modeled values (right panels) in 2007 (top panels) and 2016 (bottom panels). Each dot represents a single nonattainment
area. Data from all monitoring sites within each nonattainment area are pooled to determine the 95th percentile values. Note that the Uintah Basin
is not represented in this plot because high O3 values for this nonattainment area are not observed during May−September.

Figure 3. Measured vs modeled WE−WD differences in nonattain-
ment areas by region in 2007 and 2016. The size of the shape
corresponds to whether neither, one, or both values were highly
significant (i.e., p-value less than 0.01). See Table S2 for specific areas
and WE−WD values.
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area. Table S3 provides the DOW results for the monitor with
the highest 2016 O3 design value (the regulatory metric which
is calculated as the 3 year average of the annual 4th highest
MDA8 O3 concentration) within each nonattainment area (the
design value for meeting the 2015 O3 NAAQS (or O3

standard) in the United States is 0.070 ppm truncating the
thousandths place (i.e. < 71 ppb)). In cases where two
monitors within a nonattainment area have the same 2016
design value, both monitors are included in the table. When
looking only at data from the highest monitor in each area,
most areas are categorized as having a “mixed” chemical
regime. This is likely due to the substantially lower sample size
when only including data from a single monitor, leading to
decreased power of the significance test. Nevertheless, when
looking only at the highest monitor, the total number of areas
with higher weekend concentrations than weekday concen-
trations ignoring statistical significance is similar to that
determined when including all monitors within the area.

3.2. HDDM-Based Assessment of Chemical Sensitivity

In the previous section, we applied DOW methods for
determining O3 formation regimes, which do not account for
synoptic-scale changes in meteorology that can result in more
favorable O3 formation conditions on either weekends or
weekdays in any particular year,51 independent of DOW
emission patterns. The HDDM capabilities of the CAMx
model provide a more direct measure of O3 formation
chemistry within the model. Here, we look at changes in
MDA8 O3 predicted with 20% reductions of NOx and VOC,
respectively, to characterize O3 formation regimes at each grid
cell, as described in Section 2.3.

We start by examining changes in O3 formation regimes at
the national scale (Figure 4). Zoomed-in regional maps are
provided in the Supporting Information (Figures S20−S28).
The top panels show model-based O3 formation regimes on
days when MDA8 O3 was modeled above 70 ppb, and the
bottom panels show O3 formation regimes averaged over all
May−September days. Comparing top and bottom panels in
Figure 4 shows that the United States tends to be more NOx-
limited when looking at high O3 days than when looking across
all days in the O3 season, as demonstrated by more yellow and
orange coverage in the lower two panels than in the upper two
panels. This difference between O3 formation on high days
versus the seasonal average is most evident in 2007 in the
Eastern United States. This matches with the previous
literature that suggests that locations tend to be more NOx-
saturated on days with less solar radiation and therefore less
conducive meteorology for O3 formation (e.g., ref 12). Two
major patterns are evident when comparing modeled 2007 and
2016 O3 formation regimes. First, the number of high O3 days
(MDA8 > 70 ppb) has decreased between 2007 and 2016
across the country, as demonstrated by the increasing coverage
of white on the top two panels of Figure 4, especially in the
Eastern United States. Second, more locations in the United
States. have transitioned toward NOx-limited O3 formation
regimes. While much of the country exhibited primarily NOx-
limited behavior in 2007, even more of the country exhibited
NOx-limited behavior by 2016, as demonstrated by the
additional coverage of blue in the 2016 maps as well as shifts
from NOx-saturated (yellow) to mixed (orange) regimes.
There are only a handful of areas that demonstrate NOx-
saturated or mixed formation regimes in 2007, and in Figures 5

Figure 4.Modeled chemical sensitivity by category (see Section 2.3) on days with MDA8 above 70 ppb (top) and all days during May−September
(bottom) for 2007 (left panels) and 2016 (right panels).
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and 6, we more closely examine several of these locations in
the Eastern and Western United States, respectively.

In Figure 5, we examine O3 response in the Eastern U.S on
days with modeled MDA8 O3 > 70 ppb. Specifically, we focus

Figure 5. Chemical sensitivity on days above 70 ppb in select regions of the Eastern United States. in 2007 (left side) and 2016 (right side). Focal
urban areas: New York City/Boston (top), Baltimore/Washington DC (second), Detroit (third), and Chicago (bottom).
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on the regions around New York City, Washington DC,
Detroit, and Chicago, areas with historically high O3 values and

substantial changes in NOx and VOC emissions over the past
several decades. Based on the model predictions over this time

Figure 6. Chemical sensitivity on days above 70 ppb in select regions of the Western United States in 2007 (left side) and 2016 (right side). Focal
urban areas: Houston (top), Dallas (second), Denver (third), and Los Angeles/San Diego (bottom).
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period, the Northeast has shifted from having NOx-limited
conditions in suburban and rural areas and NOx-saturated
conditions in most urban areas in 2007 to having NOx-limited
conditions almost everywhere in 2016. On high O3 days, across
the Northeast corridor in 2016, there are only two grid cells,
both in New York City, that are still predicted to have NOx-
saturated conditions, while the Baltimore, Washington DC,
Philadelphia, and Boston metro areas are predicted to be
entirely NOx-limited. Both the transitional behavior simulated
for New York City and the broader regional patterns of NOx-
limitation are generally consistent with a previous study.10 The
changes in O3 formation regimes along the Lake Michigan and
Lake Erie shorelines show similar increases in the spatial extent
of locations predicted to be NOx-limited, although there are
several remaining NOx-saturated and mixed locations in 2016,
especially in the Chicago area.
O3 production in the Western United States shows similar

transitions over major metropolitan areas (Figure 6). High
days occurred across much of Texas in 2007 (shown by non-
white grid cells in Figure 6). By 2016, there were far fewer high
days and those that occurred were confined mainly along the
Gulf Coast and over the urban metro areas, likely due to the
continued influence of oil and natural gas and onroad vehicle
emissions in these locations. The Houston and Dallas urban
cores transitioned completely to NOx-limited behavior by
2016. This trend toward NOx-limitation in eastern Texas has
also been identified previously.52 The spatial extent of
locations with MDA8 O3 above 70 ppb in the Rocky Mountain
Front Range decreased substantially between 2007 and 2016,
with the model predicting that O3 formation regimes in the
Denver urban core shifted from NOx-saturated to a mixed
regime. Even Los Angeles/Southern California shows a
decreased extent of transitional/NOx-saturated behavior,
although high O3 days persist across the region, and the Los
Angeles urban core remains NOx-saturated in the model.
The general pattern displayed in Figures 5 and 6 is also

predicted in other regions of the United States. (Figures 4,
S20−28). In 2007, there were many urban areas with urban
core locations predicted to be NOx-saturated with most other
locations predicted to be NOx-limited on high O3 days. In
2016, the United States has shifted to being predominantly
NOx-limited with only a limited set of cities having any NOx-
saturated or mixed chemical regime locations on high O3 days.
The southeast (Figure S21) is predicted to have no locations
with NOx-saturated conditions on high O3 days in 2016. Cities
with a small NOx-saturated urban core area on high O3 days in
2016 include Sandusky Ohio, Chicago, Minneapolis, Omaha,
Seattle, San Francisco, and Los Angeles. Some other urban
areas are predicted to have some mixed sensitivity locations in
their urban cores but no NOx-saturated locations on high O3
days: Boston, Miami, Milwaukee, Detroit, Cleveland, Indian-
apolis, San Antonio, Denver, Sacramento, and San Diego. All
other U.S. cities are predicted to be entirely NOx-limited on
high O3 days. In the urban areas that are predicted to have
some remaining locations that are NOx-saturated in 2016, the
extent of the NOx-saturated regions has decreased substantially
to within a spatially limited core area, typically in the more
populous and/or industrialized portions of each area.
We also include figures in the Supporting Information

showing how the DOW analysis results quantitatively compare
with the HDDM sensitivities for 2007 and 2016 (Figure S41).
While the exact relationship varies by monitor, the model-
predicted change with a 20% cut in NOx is highly correlated

with modeled WE−WD O3 differences, and both methods
indicate that HDDM-DOW patterns shift toward NOx-limited
behavior between 2007 and 2016.

3.3. Case Studies: Chicago and Detroit

We next examine in more detail the chemical behavior of
Chicago and Detroit, the two complex urban areas in the
Midwest that exhibit predominantly NOx-limited behavior by
2016. We chose to examine Chicago and Detroit more closely
because of their large populationsthey represent the 5th and
14th most populated cities in the United States, respectively
and coverage during recent field campaigns (Lake Michigan
Ozone Study in 2017, Michigan−Ontario Ozone Source
Experiment in 2021).

3.3.1. Chicago. The Chicago nonattainment area is located
adjacent to southern Lake Michigan and consists of portions of
Illinois (IL), Indiana (IN), and Wisconsin (WI). High O3
episodes around southern Lake Michigan are characterized by
high precursor emissions and atmospheric temperature
inversions (stagnation) associated with regional high-pressure
systems and/or localized land-lake breeze circulations setting
up shallow mixing layers.53,54 Wind directions on high O3 days
tend to range from southerly to southeasterly and/or
southwesterly to westerly.53,55 Based on 1998−2002 data,
ground-based monitoring sites around southern Lake Michigan
displayed the weekend effect with lower daily NOx and higher
MDA8 O3 on Sundays compared to Wednesdays, an indication
of NOx saturation.

56 Wolff et al.57 observed urban areas across
the United States trending away from the weekend effect over
time, with the Chicago area weekend MDA8 10+ % greater
than weekday in 1997−1999 tapering down to ∼5−10% higher
in 2008−2010. Sensitivity simulations based on 2005
emissions by Koo et al.31 showed that weekend reductions in
NOx emissions in the Chicago area resulted in O3 increases
locally and immediately downwind, but O3 decreased farther
downwind. First-order DDM weekend NOx sensitivities were
negative in the urban center (NOx-saturated) and positive
outside the urban center (NOx-limited).
Figure 5 (bottom panels) shows the Chicago area MDA8

sensitivity in 2007 (left) and 2016 (right) based on the
response to a 20% anthropogenic NOx cut for May−
September days with modeled MDA8 greater than 70 ppb.
The relatively large zone of NOx saturation (yellow) in 2007
generally covers the urban and industrial centers. The spatial
extent of NOx saturation decreased in size by 2016. As
mentioned previously, Figure 1 shows a DOW boxplot analysis
for the area. The monitoring data show lower O3 on weekends
compared to weekdays for both 2007 (not significant) and
2016 (significant) when averaging all May−September MDA8
across the 16 monitoring locations with complete data which
were in operation in both years in the Chicago nonattainment
area. This includes both the urban core (relatively higher
precursor emissions and lower O3) and downwind (relatively
lower precursor emissions and higher O3) sites. The
corresponding model results show statistically significant
modeled mean differences of 2.6 ppb in 2007 and −1.9 ppb
in 2016, indicating a transition in chemical sensitivity from
NOx-saturated to NOx-limited when analyzing the area as a
whole. Substantial NOx emission reductions have occurred
during this time period (Table S1 listed by state and
nationwide total). For the counties in the Chicago tri-state
nonattainment area, specifically, the NOx reductions were
∼44%, going from modeled emissions of roughly 360 K tons
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per year (tpy) in 2007 to 202 K tpy in 2016. Similarly, de
Foy58 observed a 50% decrease in measured NOx concen-
trations from 2005 to 2016 when looking at 6 monitors in the
Chicago area, with the average weekend NOx reductions
stronger in more commercial areas (∼45% NOx reduction on
Sundays) than residential areas (∼30% NOx reduction on
Sundays).
While the area-wide mean weekend differences for 2016

presented here are statistically significant, none of the mean
differences at the individual monitoring locations are statisti-
cally significant, likely owing to the small sample size for one
monitor for 1 year (May−September). However, the
comparison at individual monitors (see locations in Figure
7) is useful for gleaning more specific DOW information for

various parts of the area, which is a relatively large
nonattainment area with varying spatial distribution of
precursor emission sources. Two downwind monitoring sites
with the measured design values above the standard in 2016
(Table 1) include the Kenosha WI (77 ppb) and Northbrook
IL (71 ppb) sites located 50 and 20 miles north of downtown
Chicago, respectively. Both sites were also above the standard

in 2020. At Kenosha (AQS ID: 550590019), the median
weekday O3 was roughly the same in 2016 as 2007, but both
the weekday 75th percentile and the overall weekend O3
decreased by 2016 (Figure S10). At Northbrook
(170314201), median weekday O3 increased in 2016
compared to 2007, but the weekday 75th percentile and the
overall weekend O3 decreased (Figure S5). The data
comparison between 2007 and 2016 suggests that both the
Kenosha and Northbrook sites may have switched from NOx-
saturated to NOx-limited; Kenosha switched from a positive
mean weekend difference to a negative mean weekend
difference, 0.02 to −3.9 ppb (modeled 2.5 to −2.5 ppb), and
the Northbrook mean weekend difference became more
negative, −0.5 to −3.1 ppb, and switched from positive to
negative in the modeled data, 3.4 to −2.6 ppb. Likewise, the O3
isopleths for Northbrook (Figure 8) and Kenosha (Figure S32)
each show a clear transition from NOx saturation to NOx-
limitation going from 2007 to 2016.
The O3 isopleths demonstrate how the changes in the

chemical regime at Kenosha and Northbrook have impacted
model predictions for control strategies. At both monitors, the
2007 O3 isopleths do not show a clear path for attaining the O3
standard using NOx emission reductions alone, although the
O3 isopleths are not expected to provide accurate O3
predictions for NOx emission changes larger than approx-
imately 50%. The 2016 O3 isopleths, which represent
conditions with much lower NOx emissions, indicate NOx
reductions in the range of 50% could bring average O3 at the
Kenosha and Northbrook monitors below 71 ppb on high O3
days. These O3 isopleths provide information about average O3
response on modeled days with high O3 but do not specifically
show how the regulatory metric (the design value or 4th
highest MDA8 averaged over 3 years) would respond to
emission reductions. At both sites, the 2016 O3 isopleths
suggest that anthropogenic VOC emission reductions would
reduce the total NOx reductions needed to bring O3 levels
down. As mentioned previously, these isopleths make no
assumptions about where O3 is produced. Since the O3
isopleths are derived from the HDDM applied at a national
scale, the changes in any location incorporate the impact of
both local production and O3 transport. Therefore, while not
shown specifically in the O3 isopleths, precursor emission
reduction upwind is also expected to benefit these downwind
sites.
Sites upwind of Kenosha and Northbrook include, but are

not limited to, the monitor just southeast of the O’Hare
International Airport (170311003), the Cicero IL monitor
(170314002), and the Lemont, IL, monitor (170311601),
none of which had design values above the NAAQS in 2016
(Table 1). Each of these sites (located on the map in Figure 7)
showed a trend toward NOx-limitation (i.e., a relative shift
toward more negative differences) going from 2007 to 2016 in
both monitoring and modeled data as well as the associated O3
isopleths (see Figures S5−S12 and S29−33), although the
trends were not as pronounced as those for the two downwind
monitors mentioned above. Additionally, as NOx emissions
decreased, the model predicted more high O3 days (>71 ppb
MDA8) at each of these sites in 2016 than 2007. The site near
O’Hare is ∼15 miles west and slightly north of downtown
Chicago. The DOW boxplot for this site showed a slightly
greater median weekday and roughly the same median
weekend O3 in 2016 compared to 2007, but the 75th
percentile for both weekdays and weekends and the 95th

Figure 7. Locations of Chicago and Detroit O3 monitoring sites.

Table 1. Design Values (DV)a at Chicago and Detroit O3
Monitoring Sites

Chicago Detroit

monitor
location

2016 DV
(ppb)

2020 DV
(ppb)

monitor
location

2016 DV
(ppb)

2020 DV
(ppb)

Kenosha 77 74 Port
Huron

73 71

Northbrook 71 77 New
Haven

72 71

O’Hare 69 73 Warren 67 68
Cicero 66 71 East 7

Mile
72 71

Morton
Arboretum

68 71 Oak Park 69 72

Lemont 69 71 Ypsilanti 67 67
Hammond 65 66 Allen Park 65 67
Gary 67 70

aDesign values are the 3 year average of the 4th highest MDA8 at
each site, the regulatory metric for determining whether the site is
meeting the O3 standard. The 2015 O3 NAAQS (or O3 standard) is
set at 70 ppb in the United States.
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percentile weekend O3 decreased by 2016 (Figure S7). Figure
S29 shows O’Hare with a transitional regime on high O3 days
in both 2007 and 2016. The Cicero site is ∼8 miles southwest
of downtown Chicago, just north of the Chicago Midway
International Airport, located in the vicinity of several rail
intermodal facilities, and surrounded by many industrial point
sources. While MDA8 O3 was often below 60 ppb at Cicero in
both years, O3 generally increased from 2007 to 2016 at this
site, with only the 75th and 95th percentile weekend O3
decreasing (Figure S8). Accordingly, the O3 isopleths show the
chemical regime at this site moving from NOx-saturated to
transitional as NOx emissions decreased (Figure S30). The
Lemont, IL, monitoring site is ∼24 miles southwest of
downtown Chicago, just south of the Argonne National
Laboratory and the Des Plains River, near several county forest
preserves, and surrounded by several highways and many
industrial point sources, which are predominately located along
the river. O3 decreased from 2007 to 2016 at this site (Figure
S9) and moved from a transitional chemical regime in 2007 to
a NOx-limited regime in 2016 on high O3 days (Figure S31).
Two additional upwind locations, the Hammond

(180892008) and Gary (180890022) monitors both located
in Lake County in northwest IN roughly 20 miles southeast of
downtown Chicago, near the Gary/Chicago International
airport, and in the vicinity of several major interstate roadways,

railways, railyards, and industrial point sources showed lower
O3 on weekends (not significant) with a weaker mean
difference going from 2007 to 2016. The measured mean
difference went from −1.4 to −0.9 ppb for Hammond (Figure
S11) and −3.8 to −1.7 for Gary (Figure S6). While this would
tend to indicate O3 sensitivity becoming relatively less NOx-
limiting for this portion of the nonattainment area based on
the weekend effect, the O3 isopleths for Hammond and Gary
show movement from NOx saturation toward NOx-limitation
(or transitional for days with modeled MDA8 > 70 ppb, see
Figure 9 for Gary and Figure S33 for Hammond). As
mentioned previously, the DOW analysis (measured or
modeled) does not account for meteorological differences in
weekends versus weekdays which may vary between years. The
specific meteorology for these shoreline sites in 2007 and 2016
may have played a role in the DOW differences between years.
In contrast, the HDDM analysis looks strictly at chemistry
feedback in the model and is not constrained by DOW
meteorological patterns. The change in HDDM-based O3
sensitivity was likely driven by the large decreases in modeled
NOx emissions for Lake County, IN, going from approximately
44,000 tpy (2007) to 24,000 tpy (2016), with decreases from
point and onroad sources accounting for most of this change.
While measured O3 generally decreased from 2007 to 2016 at
these sites, weekend values at the low end of the distribution

Figure 8. O3 isopleths in 2007 (left) and 2016 (right) for all MDA8 (O3 > 0) (bottom panels) and high MDA8 (O3 > 70 ppb) (top panels) for the
Northbrook, IL, monitor in the Chicago nonattainment area. Color bars indicate the corresponding O3 isopleth value. Dashed boxes are shown at
50 and 75% of original emissions, and hatching covers the area where large emission reductions (from 50−100%) are outside the domain of the
expected HDDM accuracy. The curved dotted line depicts locations in the O3 isopleth space that match 71 ppb MDA8 O3, below which the site
would not be modeling exceedances of the 2015 O3 NAAQS.
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(bottom whiskers in Figures S5 and S6) increased at both sites
from 2007 to 2016 (more pronounced for Gary than
Hammond). This pattern suggests that the previously
mentioned NOx reductions in this area may have resulted in
less titration during the transition away from NOx saturation.
However, because of the limited number of weekend days in
this analysis, it is difficult to draw definitive conclusions about
behavior at the extreme ends of the observed O3 distributions.
The DOW analysis using observations shows only one site in

the entire Chicago area (170436001 near the Morton
Arboretum in DuPage County, Figure S12) with higher
median (no Chicago area sites have higher 95th percentile O3
values on weekends than weekdays in 2016) O3 on weekends
than weekdays in 2016 (indicative of lingering local NOx
saturation). Similarly, the model predicts that the zone of NOx
saturation in Chicago decreased substantially from 2007 to
2016, although there are some small portions of the area still
exhibiting modeled NOx saturation (Figure 5). As mentioned
previously, NOx-saturated conditions dampen the responsive-
ness of local O3 formation to local NOx emission controls in
the near term, presenting complex scenarios for air quality
managers. Further investigations into O3 sensitivity across the
Chicago area and the impacts downwind may be helpful in
verifying these results and informing ongoing air quality
management efforts and emission control strategy develop-
ment at local and regional scales.
3.3.2. Detroit. The Detroit Michigan area shares an

international border with the Ontario Province of Canada,
following from north to south Lake Huron, the St. Clair River,

Lake St. Clair, the Detroit River, and Lake Erie. The
Michigan−Ontario airshed experiences high O3 episodes that
are influenced by high precursor emissions and local and
synoptic meteorology. Recent back-trajectories from the
Detroit area O3 monitors show air flow predominately from
the west, southwest, and southerly directions on high O3
days.55 The results of the 2007 Border Air Quality and
Meteorology Study (BAQS-Met) in southwestern Ontario
indicate that the nearby lakes influence local meteorology such
that local anthropogenic emissions have an impact closer to
populated source areas than would otherwise occur in the
absence of the lakes. This includes shallow inversions above
the cool lake water, which confine pollutants in a relatively
small volume, and recirculation of pollutants in both the
vertical (weaker synoptic flow) and horizontal (stronger
synoptic flow) dimensions. The spatial extent of the
boundary-layer features associated with these processes can
be small with narrow elongated lines along frontal convergence
zones, likewise, resulting in spatial heterogeneity of O3
impact.59 For instance, local O3 peaks were observed ∼30
ppb above the regional background. Such localized O3
enhancements may only be detected by a small number of
monitors or go undetected.59 Model sensitivity analyses
suggest that instantaneous O3 formation in southwestern
Ontario was VOC-limited in 2007,60 but MDA8 showed NOx-
sensitivity based on Sillman indicators.59

Several studies have observed changes in the Detroit area O3
regime over time. Jin et al.8 conducted a study of various areas
using GEOS-Chem modeling, OMI satellite data retrievals, and

Figure 9. The same as Figure 8 for the Gary, IN, monitor in the Chicago nonattainment area.
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formaldehyde to NOx ratios, finding the Detroit area trending
toward NOx-limitation going from 2005 to 2015. Wolff et al.57

observed urban areas across the United States trending away
from the weekend effect over time, with Detroit area weekend
MDA8 ranging from 5 to 10+ % greater than weekdays in
1997−1999 and tapering down to the range of 5% higher to
5% lower compared to weekdays in 2008−2010 at several
monitoring sites.
Pierce et al.30 observed and modeled a less pronounced

weekend effect at Detroit area monitoring locations when
going from 1988−1993 to 2000−2005. The Pierce et al.30

CMAQ modeling also indicated a general transition away from
NOx saturation toward NOx-limitation when comparing the
ratio of modeled O3 to modeled NOz (NOy−NOx) for these
same two sets of time periods in the Detroit area.
Figure 5 (the second row from the bottom) shows the

Detroit area O3 sensitivity in 2007 (left) and 2016 (right)
based on the response to a 20% cut in anthropogenic NOx for
May−September with modeled MDA8 greater than 70 ppb.
The zone of NOx saturation (yellow) in 2007 includes a
portion of the area generally covering urban and industrial
centers nearest the lake, whereas the rest of the area is
generally NOx-limited (blue). This is consistent with the Koo
et al.31 CAMx simulation for 2005, in which the Detroit urban
center was NOx-saturated and the surrounding areas showed
NOx-sensitivity. In the present study, the geographic zone
(spatial extent) of NOx saturation disappeared completely by
2016. Figure 10 shows a DOW boxplot analysis for the Detroit

area. The monitoring data show lower O3 on weekends with a
mean difference of −5.8 and −3.2 ppb (both statistically
significant; p-value <0.01) compared to weekdays for 2007 and
2016, respectively, when averaging May−September MDA8
across the monitoring locations with complete data which were
in operation in both years in the current Detroit nonattainment
area. The corresponding model results show a mean difference
of −1.3 ppb in 2007 (not statistically significant; p-value =
0.31) and −3.7 ppb in 2016 (statistically significant p-value
<0.01), indicating that the area has generally been NOx-limited
over time. The modeled and observed weekend effects are
both about −3 ppb in 2016; however, the model suggests a
stronger weekend effect in 2016 relative to 2007, whereas the
observations suggest a weaker effect (increasing to −3.2 ppb in

2016 from −5.8 ppb in 2007). This example highlights both
the potentially confounding influence of year-to-year meteoro-
logical variability in this type of analysis, as well as the
challenges in resolving air pollution chemistry using photo-
chemical models in complex urban areas with evolving local
emissions.
A comparison at individual monitors (Figure 7 and Table 1)

shows New Haven (260990009) and Port Huron
(261470005), the northeastern-most monitoring sites and
generally the farthest downwind, both had measured O3 design
values above 70 ppb in 2016. These sites had lower measured
O3 on weekends, indicating NOx-limitation in both years: −8.4
and −8.1 ppb, respectively, (both significant) in 2007 and −4.1
and −4.7 ppb, respectively, (neither significant) in 2016
(Figures S13 and S14). Likewise, the modeled differences
show lower O3 on the weekends (not significant) for both sites
for both years. The O3 isopleths (Figures S34 and S35)
generally show NOx-limitation for both sites for both years,
particularly for days with MDA8 above 70 ppb. The New
Haven and Port Huron sites would have needed greater than a
50% reduction in NOx from 2007 modeled emission levels to
avoid high O3 days, but uncertainty in HDDM projections
beyond 50% prevent us from quantifying how much greater.
Anthropogenic NOx and VOC emissions in Michigan declined
by approximately 46 and 26%, respectively, between the 2007
and 2016 modeling simulations (Table S1). Both sites would
need a roughly 20% NOx reduction from 2016 levels on high
O3 days to obtain below 71 ppb MDA8 based on the O3
isopleths. Unlike the Chicago sites, discussed in Section 3.3.1,
the O3 isopleths presented here indicate that anthropogenic
VOC emission reductions would have little impact on O3
concentrations for these days and would not substantially
impact the NOx reductions needed for these sites.
Slightly upwind from New Haven and Port Huron is a

cluster of three monitors, including Warren (260991003), East
7 Mile (261630019), and Oak Park (261250001). Among
these, only the East 7 Mile site had a design value above the 70
ppb O3 standard in 2016, although the Oak Park monitor has
the highest design value for 2020 at 72 ppb (Table 1). While
none of the weekend differences were significant, each of these
monitors measured lower O3 on weekends than weekdays by
∼6 ppb in 2007 and ∼4 ppb in 2016 (Figures S15−S17). The
modeled differences for 2007 were 1.0 ppb higher, 1.3 ppb
higher, and 0.5 ppb lower on weekends for Warren, East 7
Mile, and Oak Park, respectively, and 3−4 ppb lower on
weekends in 2016. The O3 isopleths (Figures S36−38)
indicate that these three sites were generally NOx-saturated
in 2007 and flipped to NOx-limited by 2016. The 2016 O3
isopleths indicate a roughly 35% NOx cut would be needed on
high O3 days for the East 7 Mile site to stay below 71 ppb
MDA8 (Figure S37). Similar to the New Haven and Port
Huron sites, the 2016 O3 isopleths for the East 7 Mile monitor
indicate anthropogenic VOC emission reductions having little
impact on O3 levels on high days. The O3 isopleths for a fourth
site, the Allen Park monitor (261630001) (boxplot in Figure
S18), which is roughly 16 miles upwind of this cluster of three
monitors, showed a switch from transitional chemistry in 2007
to NOx-limited conditions in 2016 (Figure S39). A fifth site,
the Ypsilanti monitor (261610008), which is farther upwind
(roughly 30 miles from the clump of three monitors) also had
lower measured and modeled O3 on weekends compared to
weekdays (not significant) in both years (Figure S19). The

Figure 10. May−September weekday versus weekend MDA8 O3 in
the Detroit nonattainment area for 2007 and 2016 based on
monitored values (left panel) and modeled values in grid cells
containing monitor locations (left panel). Boxes represent the 25th−
75th percentile, horizontal lines represent median values, whiskers
extend to 1.5× the interquartile range, dots show outlier values, and
triangles represent 95th percentile values. A bold outline around a box
indicates a significant difference (p < 0.05).
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Ypsilanti O3 isopleths show a tendency toward NOx saturation
(all days) and NOx-limitation (high days) (Figure S40).
While the average behavior on high O3 days indicates NOx-

limitation, there may be individual days that remain NOx-
saturated. For example, at the Ypsilanti monitor, the model
predicted 9 days in 2007 and 3 days in 2016 with MDA8
greater than 70 ppb (Table S3). When applying the 2016
estimated emission reductions (45% in NOx and 25% in VOC)
to the 2007 O3 isopleths, 3 of those 9 days are predicted to
drop below 70 ppb MDA8. In addition, there were 2 days that
did not exceed 70 ppb MDA8 in 2007 but are projected to in
2016, one of which was in the original 9 days (70 to 71.7 ppb)
and the other increased from 69 to 74.9 ppb (not shown).
Overall, for days exceeding 70 ppb MDA8, the O3 isopleths
predicted that the 2007 average for those 9 days would drop
from 75.3 to ∼71 ppb. The top 9 days in the 2016 modeling
(with different meteorology) had an average MDA8 of 66.5
ppb. Despite several NOx-saturated days, the high-end of the
distribution still decreased as predicted by the average O3
isopleths for days greater than 70 ppb MDA8.
Further investigations into O3 sensitivity in the various

portions of this airshed during various high O3 episodes may
inform ongoing air quality management efforts and emission
control strategy development at a more local scale. This area
could also benefit from finer-scale modeling and intensive
measurements to analyze O3, precursors, and meteorology.

3.4. Limitations and Uncertainties

While the modeling results in this work generally agreed with
available observations and previous analyses, there are several
limitations to our approach. First, our conclusions about
changes and trends in O3 production chemistry are based on a
comparison of two specific years, 2016 and 2007. O3 formation
is very sensitive to meteorological factors that can vary greatly
from year to year; a more robust comparison would therefore
involve examining groupings of multiple years or a continuous
time series, as well as additional analysis to explicitly isolate
relative contributions of meteorology and emissions to O3
variations. Such an analysis using photochemical modeling
instrumented with the HDDM was computationally prohib-
itive for this assessment but would be of interest for future
work. We did examine WE−WD differences in temperature at
meteorological stations colocated with the AQS monitors for
2007 and 2016 (Figure S42) and found that eight areas
experienced statistically significant WE−WD temperature
differentials during one or both years. Given the understanding
that higher temperatures are often associated with higher O3
concentrations,61 the WE−WD temperature results cannot
explain the WE−WD results observed for O3 in the areas
examined. Several areas experienced a correlation between
higher temperatures and higher O3 on either WE or WD, but
in these cases, the WE−WD differentials for O3 were highly
significant (i.e., p-values less than 0.01), suggesting that the
observed WE−WD O3 patterns would also hold under
different temperature conditions. The exception was Denver,
an area where the correspondence of DOW patterns to
emission-driven O3 variations is inherently complicated by the
potential influence of stratospheric intrusions, as shown in a
previous study.62

The CAMx results presented in this analysis may be biased
for individual locations because of undiagnosed errors in
emissions, chemistry, or meteorology. Similarly, while our
modeling appears to have qualitatively captured the trend

toward NOx-limitation happening in most areas of the country,
it is not clear from our analysis how precisely the model
captures the timing of these transitions, for example, the model
may have already shown transitions toward NOx-limited
conditions in years prior to 2016 that were not present in
the observations, or vice versa. Also, despite capturing the
overall trend toward more NOx-limited conditions, the
magnitude of the model’s response to the WE−WD emission
changes does not always match the observed magnitude, both
within and across individual years. Finally, as mentioned above,
it is likely that CAMx and other regional air quality modeling
tools at ∼12 km spatial resolution may not fully capture hyper-
local features in emissions and/or meteorology that govern O3
formation in complex urban areas, including those located
along land-water interfaces.
Continuing to evaluate and monitor the responsiveness of

O3 formation to precursor emission changes across the United
States will be an ongoing need for air quality managers moving
forward as emission distributions continue to evolve. Given the
limitations mentioned above, other modeling techniques and
analysis tools will continue to be an informative complement
to air quality modeling-based assessments. For example, Jin et
al.7 combined long-term observations from satellites with
surface measurements to characterize trends in summertime
O3 chemistry over the United States, demonstrating the
potential utility of space-based approaches for understanding
local-scale O3 chemistry relevant for air quality. These
limitations also highlight a need to improve our ability to
characterize fine-scale environments with regional-scale mod-
els. New data from recent field campaigns such as the Long
Island Sound Tropospheric Ozone Study (LISTOS), the Lake
Michigan Ozone Study (LMOS), and the Michigan−Ontario
Ozone Source Experiment (MOOSE) offer exciting oppor-
tunities to rigorously evaluate our suite of existing modeling
tools in complicated urban environments. For instance,
Vermeuel et al.63 were able to develop observationally based
indicators to characterize complex urban plume dynamics and
influence on local O3 production chemistry across the Chicago
area based on data from the LMOS campaign.

4. CONCLUSIONS

In this work, we used ground monitoring data and high-
resolution regional air quality modeling to characterize the
state of O3 production chemistry across the United States. Our
goals were twofold: (1) assess how well modeling tools used
for policy and regulatory assessments compare to ambient
observations and similar analyses from the broader scientific
community, and (2) better understand the state of O3
production chemistry in different regions of the country that
experience a range of emission sources and meteorological
conditions. The DOW analysis using ambient and modeled O3
values produced broadly consistent results within and between
individual years. The one location where conclusions derived
from our modeling results showed fundamental discrepancies
with the observations was Los Angeles/Southern California, a
complex metropolitan area that could likely be better resolved
at finer spatial resolutions than the 12 km domain applied here.
At a national scale, both our DOW and HDDM analyses show
trends toward NOx-limited conditions across most of the
United States, although some areas remain complex (i.e.,
exhibit transitional behavior, specifically a handful of urban
areas in California and the Upper Midwest).
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This broad pattern toward NOx-limitation is consistent with
previous studies.7,8,64 The general agreement with surface
monitor observations through DOW analysis provides support
for the continued use of existing air quality modeling tools for
such assessments. Our assessments of Chicago and Detroit also
highlight the spatial variability in O3 chemistry that can occur
within a particular urban area, emphasizing the need for
continued development of tools and approaches for character-
izing O3 responsiveness to emission reductions at local scales.
The model maps show that NOx saturation still occurs in

select urban cores. However, the areas surrounding these NOx-
saturated spots are NOx-limited and are affected by upwind
urban NOx emissions. This highlights the continued need for
NOx reductions. As NOx is reduced, even the NOx-saturated
areas will become more NOx-limited. In the short term, VOC
reduction strategies may be paired with NOx reductions to
ensure O3 mitigation in urban cores as well as the surrounding
areas. The Houston area highlights the potential successes
associated with targeted VOC reductions. The 2007 period
showed NOx saturation around the ship channel in both the
DOW and HDDM analyses, but by 2016 has transitioned to
NOx-limitation only. Over that same period, both VOC and
NOx controls were put in place to separately address localized
highly reactive VOC releases and the broader NOx
problem.65,66

Our results support previous findings that most of the
United States is transitioning or has already transitioned to
NOx-limited chemistry during the summertime high O3
season, supporting the need for continued NOx emission
reductions to further mitigate O3 pollution. However, it is
important to note that many VOC compounds are classified as
hazardous air pollutants.67 Some VOCs are also precursors for
secondary particulate matter formation.68 Emission controls
for these VOC compounds would consequently be beneficial
for public health beyond their impact on O3. For this study, we
define NOx-limited conditions as those for which NOx
emission reductions are more effective at reducing O3 than
VOC emission reductions; however, anthropogenic VOC
reductions may still reduce O3 for these areas. Further
reductions in VOC concentrations for the purposes of
minimizing public exposure to air toxics and particulates may
therefore result in O3 cobenefits despite prevailing NOx-
limitation.
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