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abstract

It is without question that the Internet has democratized access to medical information, with estimates that 70%
of the American population use it as a resource, particularly for cancer-related information. Such unfettered
access to information has led to an increase in health misinformation. Fortunately, the data indicate that health
care professionals remain among the most trusted information resources. Therefore, understanding how the
Internet has changed engagement with health information and facilitated the spread of misinformation is an
important task and challenge for cancer clinicians. In this review, we perform ameta-synthesis of qualitative data
and point toward empirical evidence that characterizes misinformation in medicine, specifically in oncology. We
present this as a call to action for all clinicians to becomemore active in ongoing efforts to combat misinformation
in oncology.
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INTRODUCTION

Approximately 72% of the population of the United
States engages in at least one type of social media.1

The 2018 Health Information National Trends Survey
found that 70% of US adults have accessed health
information online,2 with cancer being one of the most
frequently searched health terms.3,4 However, what is
reliable and what is not continues to be a significant
issue.5 In this area of uncertainty, trust in health care
professionals continues to be stable, with 94% of
Americans trusting clinicians compared with 64%who
trust what is found on the Internet.6

The Internet has democratized access to medical
information, and consumers with varying degrees of
health and scientific literacy flock to various sources,
platforms, and social media. Unfortunately, this has
led to the rise of health misinformation, defined as any
health-related claim of fact that is false on the basis of
current scientific consensus, which can have negative
and detrimental consequences.7 Understanding how
the Internet has changed engagement with health
information and facilitated the spread of misinforma-
tion is an important task and challenge for cancer
clinicians. This review presents a meta-synthesis of
qualitative data that addresses the origin, spread, and
scope of misinformation in oncology.

HEALTH MISINFORMATION ON THE INTERNET: WHAT
IS IT?

In addition to the above definition, the US Surgeon
General’s Advisory on Building a Healthy Information
Environment defines misinformation as information
that is false, inaccurate, or misleading according to the
best available evidence at the time.8 Misinformation
can include information that is no longer current or
information derived from an unreliable or irrelevant
source.9

Misinformation is not the same as disinformation,
which is defined as a coordinated or deliberate effort
to circulate misinformation knowingly to gain power,
money, or reputation.9 Simply put, disinformation is
intentional misinformation for secondary gain. Al-
though the notion that sugar causes hyperactivity in
children constitutes an example of misinformation,
the deliberate effort of a pharmaceutical company to
hide the addictive nature of opiates constitutes an
example of disinformation.10 These distinctions are
not static concepts, especially given the evolving
nature of medical knowledge as new data are re-
ported. This remains especially true in the context of
cancer, where knowledge and information are con-
stantly changing.
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CHALLENGES WITH EVALUATION AND VALIDATION OF
ONLINE INFORMATION

Social media users are more likely to believe that infor-
mation is correct if it is posted by a credible source,9 and in
the case of medical information, it will typically be someone
with health care–related credentials. However, there is no
online verification of credentials for social media accounts,
and anyone can engage in social media without providing
credentials or by reporting false ones. In addition, there is a
lack of incentive for social media companies to limit its
spread.

Another challenge is defining fake scientific news, here
defined as providing false or misleading information that is
presented as scientifically believable and valid. Because
fake news often has some basis in reality, it can be chal-
lenging for a layperson to distinguish it from what is sci-
entifically valid and informed by current evidence. The
most frequently cited example is a study published in The
Lancet in 1998 linking the measles, mumps, and rubella
vaccines to autism.11 Although this study has been used to
support the belief that preventive vaccines cause serious
and chronic health conditions, this seminal article was
ultimately retracted in 2010 and the lead author stripped of
his medical license.12,13 The false association persists
despite the retraction, promoted in part by celebrities and
others with large social media followings that claim personal
experiences as proof.

Oncology is not immune to this type of misinformation.
Haber et al demonstrated that 58% of the media articles
covering the 50 most shared academic articles in 2015
inaccurately reported the question, results, methodology,
or population of the study. There is a large disparity be-
tween the strength of the language presented in the media
to the consumer and the underlying strength of causal
inference.14 For example, the media coverage of a study
evaluating coffee consumption and melanoma risk used
stronger language than the language used in the scientific
article.14,15

Boutron et al evaluated the impact of spin on abstract
results from randomized controlled clinical trials in on-
cology. Clinicians who assessed an abstract with spin rated
the experimental treatment as being more beneficial than
those assessing an article without spin.16 Although this
study was conducted in the scientific community, the re-
sults have implications for the way oncology research is
presented and interpreted in the media and public opinion.

The burden and challenge of evaluating content falls on the
user, yet there are no clear methods or guidelines to verify
the validity of the information posted on social media. Those
with limited health literacy and/or experience may not be
able to distinguish legitimate sources from questionable
ones. Trivedi et al conducted a study of 53 social media
users looking at 16 target posts focusing on human pap-
illomavirus (HPV) vaccination or sunscreen safety. Users

with adequate health literacy were able to correctly rate
evidence-based posts as more believable than non–evi-
dence-based posts, whereas users with limited health lit-
eracy were not. Those with limited health literacy spent
more time on the source of the message than users with
adequate health literacy. These users may tend to be more
likely to believe in false news if the message comes from
what they consider to be trusted sources on social media.17

WHAT ACCOUNTS FOR THE SPREAD OF MISINFORMATION

The psychology of why misinformation spreads goes be-
yond the scope of this paper and we point the reader toward
excellent resources.18-20 For the purpose of this discussion,
we focus on the role of cognitive bias that influence our
thinking and lead to errors in processing information. Two
examples prevalent on social media are confirmation bias
and the echo chamber effect. Confirmation bias refers to
seeking information that supports a person’s own hy-
pothesis while ignoring information that deviates from
it.21-23 It is a phenomenon common on closed social net-
works, most notably on Facebook, and is associated with
the amplification of misinformation.20,24,25 An echo
chamber refers to a situation in which users interact with
other users who share their own viewpoints and avoid those
with whom they do not agree.26 For example, a study of
breast cancer retweeting behavior on Twitter demonstrated
that messages written by users who had a higher number of
followers, higher levels of personal influence over the in-
teraction, and closer relationships and similarities with
other users tended to be retweeted.27 These influences can
lead to potential confirmation bias if users are exposed to
messages from similar others. Similarly, in a study exam-
ining online HPV vaccine content, users who were more
often exposed to antivaccine messages were more likely to
have a negative opinion about the HPV vaccine in sub-
sequent tweets.28 The combination of being susceptible to
being influenced by others and the ease of access to in-
formation that confirms a person’s bias makes it less likely
that users will question the credibility of sources.24

The role of confirmation bias and the echo chamber effect
has been clearly demonstrated in discussions around
vaccine hesitancy (in general), which predated the COVID-
19 pandemic (and the issues surrounding COVID-19
vaccines specifically, which are outside the scope of this
paper). Schmidt et al29 performed a quantitative analysis of
more than 2.6 million Facebook users around vaccine
hesitancy and discovered that users consumed information
either in favor or against vaccination, but not both, which
over time resulted in highly polarized communities. Another
study demonstrated that the social media content of users
characterized as vaccine-hesitant was rarely shared be-
tween those in the mainstream community.30

It is important to understand who is more susceptible to
online misinformation. In one study that included 923
Facebook participants, the accuracy of true and false social
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media posts on statin medications, cancer treatment, and
the (HPV) vaccine was evaluated.31 People who believed in
misinformation about the HPV vaccine were also likely to
believe in misinformation about statins and cancer treat-
ment. Individuals with less education and health literacy,
less trust in the health care system, and more positive
attitudes toward alternative medicine were more likely to
believe in health misinformation. By contrast, health-
related conditions that made the information more per-
sonally relevant, such as cancer or high cholesterol or
cancer, did not predict misinformation.

However, when medical science does not have all the
answers and the expectation of a clinical benefit from
evidence-based therapies is low, it may be easier to see the
appeal of an unproven treatment, even if it defies logical
reasoning.32 Fear and doubt can further increase sus-
ceptibility to misinformation.33

In the case of people living with cancer, it may well be the
existential threat of death and/or the occurrence or fear of
severe side effects of standard treatment that drives people
to search for any intervention that provides a source of hope
and empowerment. Although data evaluating this possi-
bility are lacking, the use of complementary and alternative
medicines (CAM) in people with cancer has been noted.
For example, in one survey of Polish patients with gyne-
cologic cancer, CAM use was significantly associated with
educational status and recurrent disease.34

ONLINE HEALTH MISINFORMATION IN ONCOLOGY

Oncology-related healthmisinformation on social media is a
pressing concern. Loeb et al35 reported a significant neg-
ative correlation between scientific quality and viewer en-
gagement among prostate cancer informational videos on
YouTube. Users were more likely to view poor quality or
biased videos rather than higher-quality information. Un-
fortunately, this suggests that medical misinformation can
spread quite rapidly (or go viral), particularly because most
social media platform algorithms push content with more
views or engagement.36 In a separate study, Loeb et al37

reported that almost 70% of bladder cancer content on
YouTube was judged to be of moderate to poor quality.
Johnson et al reviewed 50 of the most popular social media
articles on each of the four most common cancers (breast,
prostate, colorectal, and lung) posted on Facebook, Reddit,
Twitter, or Pinterest between January 2018 and December
2019. Nearly one third of these articles contained misin-
formation, and 76.9% contained harmful information that
could lead to adverse consequences such as treatment
delays, toxicity of recommended tests or procedures, and/
or adverse interactions with the current standard of care.
The role of misinformation and how it might relate to the
standard of care was suggested in the study cited regarding
people with gynecologic cancer: 26% received information
about CAM from the Internet and 52% read other sources,
whereas , 3% discussed its use with their doctors.4

Despite this, CAM use was 2.3-fold higher among those
being treated with standard chemotherapy (v other ther-
apies). Although not specifically addressing misinforma-
tion, this study informs people with cancer of role of
alternative sources of information and suggests that they
may still undergo standard treatment.

It is clear that online cancer information is inconsistent and
sometimes at odds with published data and expert opin-
ions. It is no wonder that patients may become confused
and unsure where to turn and who to trust.16

THE ROLE OF HEALTH CARE PROFESSIONALS ON SOCIAL
MEDIA AND A CALL TO ACTION

We are just beginning to understand how to respond to
misinformation, especially in the field of oncology.9 How-
ever, steps to address this have been proposed by the
National Academies of Sciences, Engineering, and Medi-
cine in a 2020 roundtable on health literacy (Table 1).38

Calling out those who spread misinformation for secondary
gain (eg, financial profit or Internet fame) is a means by
which we can induce skepticism toward those who create
or spread misinformation. A contemporary example was
published in 2005 to expose the extent to which the to-
bacco industry was involved in the review of sudden infant
death syndrome and secondhand smoke.39 The authors
noted that themain author had financial conflicts of interest
and that tobacco industry executives were directly involved
in the preparation of the review.

There are many credible sources for cancer-related news
and information, including multiple patient advocacy,
nonprofit organizations, and university- and hospital-based
websites. Social media users are in a unique position to
counter misinformation by pointing followers in their di-
rection so individuals searching for information can access
more credible data.

Because scientific literacy is not only a contributor to the
spread of misinformation but also a significant problem in
the United States, health care providers should view the
Internet as a collaborative tool that has the potential to assist
patients and care partners in better managing their illness,
especially when we use it to speak in plain language to our

TABLE 1. Proposed Communication Strategies to Address
Misinformation

Induce skepticism toward agents promoting misinformation

Use tools to identify and access credible information and sources

Cultivate scientific literacy

Partner with trusted social media persona, advocates, and trusted
professionals

Mobilize the greater community

Proactively monitor for and flag misinformation for removal

Adapted from: Addressing Health Misinformation with Health
Literacy Strategies: Proceedings of a Workshop—in Brief.38
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own constituents, thereby making complicated studies
more accessible. In turn, health care organizations need to
prioritize the dissemination of scientifically vetted and
practical health information by providing resources and
training of health care professionals in health communi-
cation and social media use.40-42

Our ability to fight misinformation cannot be accomplished
alone, especially given the rapid global flow of information. It
will take collaboration with all affected by its spread. Stake-
holder engagement is critical to doing this, both by presenting
unified messages that are accessible to as wide an audience
as possible and by disseminating accurate information across
multiple platforms. We should not forget that the majority of
the public believe in science and medicine. This is evident
even during the COVID-19 pandemic, where despite the
havoc caused by vaccine misinformation, the majority of the
public have accepted vaccination.43

Our role on social media is to collectively monitor and flag
misinformation when we encounter it, regardless of the
platform. Cancer professionals should proactively raise
awareness of low-quality information (or egregiously false
information) and educate and share high-quality informa-
tion. Adding clinician engagement can aid in appropriate
information provision and dissemination, as shown through
the #BCSM (breast cancer social media) community, which
was the first cancer support community established on
Twitter and founded in 2011 by two breast cancer
survivors.44,45 We must be careful not to devalue and judge
patient experiences and beliefs, both in person and online.

In the current social media landscape, the responsibility is
to identify what is accurate and what misinformation falls on
the user consuming the information. On a larger scale, we

encourage social media platforms to focus on vetting ac-
counts, fact-checking, and supporting verification efforts
for health information. This will help users who cannot
distinguish accurate information from misleading infor-
mation on the basis of the message or post content alone.
Currently, a blue verified badge on Twitter denotes that a
public interest account is active, authentic, and notable.46

Verified accounts tend to have greater credibility and tend
to be shared and promoted more widely. Setting criteria for
verification that focus specifically on health and science
information accounts is imperative to begin to combat
misinformation and help users better differentiate accurate
information from misleading information.

In conclusion, misinformation has a pervasive impact on
oncology. We anticipate that the rapid evolution of new
communication technologies and social media will continue
to raise new challenges and dilemmas, while at the same
time, offer new opportunities for social connection and
accessing information. Health care professionals need to be
engaged in research to better understand misinformation,
how to work to combat it, and reach the population most
affected by online health misinformation. Interventional re-
search in this area is in its infancy; however, some data
suggest that it can be effective. Indeed, a 2021meta-analysis
concluded that social media interventions can produce a
significant and positive impact, with effectiveness tied to the
involvement of stakeholders and dissemination by news or-
ganizations and experts.47 These data suggest that our tra-
ditional methods for conducting scientific research require
greater collaboration, from their design to implementation to
analysis. Together, we can find new approaches to decrease
the abundance of misinformation about cancer.
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