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ABSTRACT In multicellular organisms, nucleosomes carry epigenetic information that defines distinct patterns of gene
expression, which are inherited over multiple generations. The enhanced capacity for information storage arises by nucleosome
modifications, which are triggered by enzymes. Modified nucleosomes can transfer the mark to others that are in proximity by a
positive-feedback (modification begets modification) mechanism. We created a generic polymer model, referred to as
3DSpreader, in which each bead, representing a nucleosome, stochastically switches between unmodified (U) and modified
(M) states depending on the states of the neighbors. Modification begins at a specific nucleation site (NS) that is permanently
in theM state, and could spread to other loci that is dictated by chromatin dynamics. Transfer of marks among the non-nucleation
loci occurs stochastically as chromatin evolves in time. If the spreading rate is slower than the chromatin relaxation rate, which is
biologically pertinent, then finite-sized domains form, driven by contacts between nucleosomes through a three-dimensional
looping mechanism. Surprisingly, simulations based on the 3DSpreader model result in finite bounded domains that arise
without the need for any boundary elements. Maintenance of spatially and temporally stable domains requires the presence
of the NS, whose removal eliminates finite-sized modified domains. The theoretical predictions are in excellent agreement
with experimental data for H3K9me3 spreading in mouse embryonic stem cells.
SIGNIFICANCE Epigenetic spreading and maintenance play an important role in cellular differentiation and disease. A
number of factors contribute to spreading mechanisms, which makes it difficult to enumerate all the possibilities using
experiments alone. We created a generic computational model, accounting for chromatin dynamics and stochastic
enzyme-catalyzed modifications of the epigenetic states. The enzyme reactions that modify and erase the epigenetic
marks on the nucleosomes are modeled using reversible two-state kinetics. We find that discrete epigenetic domains are
formed around the nucleation sites, which act as a source of epigenetic modifications. Surprisingly, finite heterochromatin
domains form spontaneously by a looping mechanism without the need for boundary elements. We reproduce several
experimental findings, including domain sizes in mouse embryonic stem cells.
INTRODUCTION

The inheritance of distinct phenotypes that are not encoded in
the DNA sequence has been demonstrated in multicellular or-
ganisms. The resulting distinct morphological characteristics
are maintained over multiple cellular divisions (1,2). Alter-
ations in the epigenome, leading to distinct gene expression
and subsequent phenotype variations, without any change to
the underlying DNA sequence, are referred to as epigenetic
modifications, which are carried over multiple cell divisions.
As a consequence, some aspects of cellular memory are often
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associated with the term epigenetics (3–5). The study of the
establishment and inheritance of genetic patterns is a burgeon-
ingfield, especiallybecause epigeneticmisregulation is impli-
cated in aging and cancer. In eukaryotes, DNA condenses to
form chromatin by wrapping around histone proteins. The
physicochemical mechanisms governing genetic activity
constitute a myriad of strategies that change the structure
and organization of chromatin. These include chemical
tagging of DNA (6,7) and histones (8), as well as regulation
of transcription factors (9), RNA interference (10), chromatin
remodeling proteins (11), and nuclear architecture (12). The
epigenetic landscape emerging from these alterations enables
the storage of more information than is possible using
sequence alone and represents a powerful force in cellular dif-
ferentiation and environmental adaptation (13).
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The intricacies of initiation, spreading, and maintenance
of histone modifications are unclear because of the involve-
ment of several factors whose roles have not been quantita-
tively elucidated. Upon DNA replication, histones are re-
distributed in roughly equal proportions to the template
and nascent DNA (14). Subsequently, nascent histones
must re-establish the appropriate epigenetic attributes ac-
quired before cell division (‘‘memory’’). Studies on chro-
matin inactivation have revealed important elements
necessary for gene silencing, such as nucleation elements,
which are specific DNA segments that bind protein com-
plexes either directly or via RNA interference, and his-
tone-modifying proteins, such as methyltransferases,
which covalently modify histone tails (1). Although molec-
ular identities of these mediators differ across eukaryotic
species, certain unifying principles seem to underlie the
observed homology between proteins that moderate them
in yeasts, humans, mice, and flies (15,16). Experiments
and theoretical studies suggest that a positive-feedback allo-
steric mechanism is important for the spreading of modifica-
tions, whereby the molecular complex binding to the
nucleation site (NS) has an enhanced propensity to bind to
nucleosomes that are already marked by an appropriate
enzyme. The bivalent binding is thought to be the basis of
the cooperative effect in spreading of the modifications (1).

Because of the involvement of several molecular compo-
nents and inherent stochasticity in the modification process,
a variety of mathematical models, which have provided in-
sights into the formation of epigenetic domains and their
self-perpetuation, have been proposed (2,17–26). Some
models may be classified as one-dimensional (1D), in which
spreading occurs along a lattice representing the chromatin
with built-in implicit positive-feedback mechanism (21,22).
Other models consider the possibility of spreading beyond
near neighbors of a modified nucleosome, which implicitly
accounts for long-range contacts (19,20) along the genomic
length. More recently, models that consider the polymeric
characteristics of chromatin explicitly (17,18,25,26) or
implicitly (20) have been investigated.

We surmise that chromatin organization is strongly
related to the spreading of histone modification, as shown
by the strong correlation between the epigenetic states and
the compartments observed in the Hi-C contact maps (27).
To explore the interplay between chromatin structure and
dynamics on the spreading of epigenetic marks, we intro-
duce a polymer-based model that accounts for the kinetics
of modifications, thereby coupling chromatin dynamics
with stochastic chemical kinetics. The model captures the
conformational dynamics of chromatin as well as the
biochemical mechanism of spreading, implemented through
distinct rules under which the enzyme reactions take place.
The aim is to test the extent to which conformational dy-
namics influence the formation of epigenetic domains, and
whether the spreading of epigenetic marks is achieved along
the chromatin thread, or is controlled by non-adjacent nucle-
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osomes (see Fig. 1). Our model, with a minimal number of
parameters, shows that stable epigenetic domains emerge
without explicit boundaries when the conformational rear-
rangement of chromatin dictates the spreading of epigenetic
modifications.

Wefind that theNS acts as a positional signal that facilitates
spreading to its surroundings. The bi-directional spreading
from the NS was previously explored without considering
chromatin conformation explicitly (20) or under conditions
in which the formation of an epigenetic domain relies on
attractive interactions between similarly modified loci
(18,26). As a consequence, partial collapse of chromatin is
required for epigenetic spreading. In our model, the coopera-
tive effect of the writing and erasing processes, by which the
probability of modification of a locus depends on epigenetic
states of the neighbors, provides the sole positive reinforce-
ment for spreadingwithout the need for global conformational
change of the chromatin. We show that finite modified do-
mains cannot form without a looping mechanism, which
brings nucleosomes that are well separated along the genome
into proximity. The excellent agreement between the simula-
tions and experiments on H3K9me3 spreading in mouse em-
bryonic stem cells validates the proposed mechanism.
METHODS

Model

Based on the modification mechanisms sketched in Fig. 1, we used a poly-

mer with N ¼ 300 nucleosomes to probe epigenetic spreading. Each mono-

mer of size s represents 200 base pairs (bp), modeling one nucleosome and

a linker DNA. Following our previous study (28), we choose the simplest

bead on string model. Although features such as DNA linker length, nucle-

osome shapes, and orientations are important for the chromatin fold (29),

we concentrate on the interplay between chromatin dynamics and enzyme

kinetics on epigenetic spreading. The 300-monomer chain models 60 kb of

DNA. The choice of chain length allows us to efficiently explore the

spreading mechanism for a range of parameters. The effects of changing

N are discussed in the supporting material. The modified and unmodified

states of the nucleosome are denoted asM and U, respectively. The present

model is a generalization of the chromatin copolymer model (CCM), which

successfully predicted the organization and dynamics of interphase chro-

mosomes (28).

The energy function used to simulate chromatin dynamics is described in

the supporting material. The connectivity of the chain is modeled using the

harmonic potential (see Eq. 1, Section 1 in the supporting material). A

Kratky-Porod angular term (Eq. 2 in Section 1 in the supporting material)

is used to define an angle potential between three successive nucleosomes.

The persistence length lp is defined through the parameter lk¼ 2lp. The non-

bonded interactions are described using Lennard-Jones potential (Eq. 3 in

Section 1 in the supporting material), where the parameter ε determines

the strength of non-bonded interactions. The parameters in the model are

given in Table S1 in the supporting material.
Physical properties of the chain

The value of ε determines whether the polymer adopts a random coil or is

collapsed (see Section 6 in the supporting material for a detailed discus-

sion). We first simulated chromatin in a good solvent using a fixed ε value

that does not depend on the modification state of the nucleosome. This



FIGURE 1 Transitions in the kinetic model. (A)

The forward and backward reactions are shown on

the left and right, respectively. The left depicts the

enzyme-induced modification, U/M, at the ith

nucleosome. The right sketches the removal of the

mark, M/U, from the jth nucleosome. Modifica-

tions to unmarked (U) nucleosomes and removal

of marks from the M-type nucleosomes are shown

by arrows. Important mediators relevant to the

spreading processes are shown in color: the nucle-

ation site (NS) is in green, and U (M) nucleosomes

are shown in yellow (red). Some or all elementary

transitions are considered simultaneously, repre-

senting four separate spreading mechanisms (see

Fig. S1). The forward reaction occurs if an un-

marked nucleosome i has a neighbor nucleosome

in the modified state with a probability Pþ
1DðiÞ (orange arrow) or with a probability Pþ

3DðiÞ if it is in the spatial vicinity of an NS/modified nucleosome (purple

arrow). The backward reaction can always proceed with a probability PN(j), indicated by a black dashed arrow. TheM/U reaction may also depend on the

presence of other unmarked nucleosomes. In such cases, neighbor nucleosomes might induce the M/U transition in nucleosome j with a probability

P1D
�ðjÞ (cyan arrow), whileU nucleosomes in the spatial vicinity of jmay induce the reverse reaction with probability, P3D

�ðjÞ (magenta arrow). (B) Asym-

metric spreading from the NS (green) and non-NS sites (red). The forward rate for the non-NS sites is scaled by a factor of a compared with that for the NS

site. Typically, we use a � 1 in this study, which means that the ability of spreading of a non-NS site is much smaller than that of the NS site. To see this

figure in color, go online.

Looping controls finite-sized domains
scenario, with εMM ¼ εUU ¼ ε, explores the case where chromatin dy-

namics directly affects spreading but not vice versa. To explore the two-

way coupling of chromatin dynamics and epigenetic spreading, we also

simulated the spreading process by taking εMMsεUU.

Of particular relevance for epigenetic spreading is the persistence length

of lp, because it affects the kinetics of loop formation, which in turn controls

three-dimensional (3D) spreading through the looping mechanism (25).

The persistence length could vary depending on many parameters,

including the organism type, chromatin length scale, and the epigenetic

state. Flexible polymer models have been successful in reproducing exper-

iments (30–32). We explored the impact of varying lp on the spreading pro-

cess (see the supporting material for details). Note that the chromatin

dynamics and looping is not only determined by the lp but also by ε. The

results shown in this study is focused on the case that lp ¼ s because we

aim to create a generic model, not adapted to a particular organism, but

rather one that is used to explore different scenarios.
Epigenetic modifications

We denote theU state to represent the active chromatin, which transitions to

the markedM state, inactive chromatin, in a single-step reaction U%kþ
k � M,

where kþ and k� are forward and backward enzyme rates, respectively. The

forward reaction is a caricature of chemical modifications of histone 3 (H3)

lysine 9 (K9) with methyl groups (me2/3), referred to as H3K9me2/3, a hall-

mark of inactive chromatin (15). The modification is catalyzed by Clr4 in

Schizosaccharomyces pombe and Suv39h in humans (15,16). The reverse re-

action takes into account the removal of markers corresponding to histone

turnover. In addition,U can reverse the state ofM nucleosomes in their vicin-

ity, thus introducing the cooperative effect in the reverse reaction. The latter

process may mimic the activity of enzymes that remove histone modifica-

tions (for example, Epe1 in S. pombe (33)). Both the two-state model

(20,24) and three-state models (active, inactive, and unmarked) (17–19,26)

have previously been used to study transitions between epigenetic states.

The modifications achieved by specific DNA binding enzymes are

modeled as stochastic events. We evaluate the transition probabilities be-

tween the two states at each time step (see Section 2 in the supporting mate-

rial). The important parameters that determine the probability of spreading

are r ¼ kþ/k� and b ¼ kþtr , where tr, the relaxation time of the chromatin

is a characteristic time that is used to measure the spreading rate. In addition,

we introduce the parameter a (Eq. 7 in supporting material), which rescales
the forward rate. We use a ¼ 1 for spreading from the NS (Fig. 1). The a

parameter is introduced to account for the possibility that spreading from

the NS and frommodified nucleosomes does not represent the same sequence

of molecular events. A transition can occur only if at least one of the

following five conditions is satisfied, shown schematically in Fig. 1:

1. 1D: U/M transition may occur only if at least one nucleosome at i51

is in the M state.

2. 3D:U/M transition may occur only if there is a minimum of one nucle-

osome, j, in state M that satisfies the criteria jj � ijR 2 and the distance

rij to ith nucleosome is less than the threshold, rc.

3. Noise: M/U transition could occur at any nucleosome independent of

the identity of all others.

4. 1D: M/U transition may occur only if least one nucleosome at i51 is

in the U state.

5. 3D:M/U transition may occur only if there is a minimum of one nucle-

osome, j, in state U that satisfies jj � ijR 2 and rij < rc.

Because we are interested in epigenetic spreading, we do not consider the

spontaneous stochastic U/M transition (the analog of the third transition

listed above). These transitions are allowed with probabilities given in Eq. 7

in the supporting material. Since multiple elementary steps could contribute

to an epigenetic transition at each time step on a single nucleosome, the

overall probability of changing the epigenetic state depends on the epige-

netic states of its neighbors, except for the elementary transition 3, whose

contribution is constant. We specifically explore two cases: 1) Scheme I:

linear spreading model that includes elementary transitions 1, 3, and 4;

and 2) Scheme II: linear and 3D spatial spreading model that includes all

the listed elementary transitions 1–5. The details of the schemes are in

Fig. S1 a and we mathematically formalize the overall forward (Pþ(t))
and backward (P�(t)) probability at each time step in Fig. S1 b.

At t ¼ 0, all the nucleosomes are unmarked, except for the NS (shown in

green in Fig. 1), chosen arbitrarily to be in the middle of the polymer. We

also investigated the effects of altering the location of the NS (see Section

11 in the supporting material). Spreading starts at the NS, which enables bi-

directional spreading along the nucleosomes, emanating outward from its

location. A spreading trajectory is generated by stochastic changes in the

nucleosome states, as outlined above in the five steps.

Since we consider only two epigenetic states, the nucleosome states can be

characterized using Ising spin variables, s(U)¼�1 and s(M)¼ 1 (34), except

that the spinvariables change stochasticallywith timedependingon the instan-

taneous chromatin conformation. In such a system, there could be a
Biophysical Journal 121, 2895–2905, August 2, 2022 2897



FIGURE 2 Visualization of single trajectories in the fast (A) and slow (B) spreading regimes. In the former case, the spreading occurs fast and indepen-

dently of chromatin configuration, while in the latter case, the pattern of spreading may be determined by the dynamic rearrangement of the chromatin, as

explained in the main text. The kymographs show the epigenetic identity of each nucleosome (marked/M/red, unmarked/U/yellow, NS/green) for a single

trajectory, in both (A) and (B). Three distinct simulation time steps are chosen, marked with a symbol on the kymograph, and we extract polymer confor-

mations with epigenetic identities of the nucleosomes to graphically represent them. For clarity, the size of the NS is enhanced. Accompanying Videos S1 and

S2 are available online. To see this figure in color, go online.

Katava et al.
cooperative transition in the spin states as chromatin evolves. The positive

feedback, as the basis of cooperativity, arises because the probability ofmodi-

fying a nucleosome increases if nucleosomes in the vicinity are already modi-

fied. This mimics the ‘‘reader-writer’’ model associated with the epigenetic

spreading process, where modifying enzymes such as methyltransferases

has a reader domain that binds to the previously modified nucleosome, and

subsequently write the same modification to another nucleosome (35).
Epigenetic clock

The probabilities associated with epigenetic transitions in the model are

coupled to the chromatin dynamics. The time that determines 3D spreading

is associated with the lifetime of contact between two nucleosomes i and j

with |i�j|R2. There is a spectrumof lifetimes associatedwith loop formation

depending on |i�j|. Our goal is to elucidate how chromatin dynamics are

coupled to the enzyme-catalyzed reactions that modify the U state or erase

the mark in the M state. Therefore, we chose the polymer relaxation time,

tr, calculated from the time-dependent decay of the structure factor F(q,t),

evaluated at the wave vector q ¼ 2p/rc (see Section 5 in the supporting ma-

terial), to set the overall time scale (time unit of the epigenetic clock). We

show inFig. S5 that tr is a reasonable surrogate for themean contact lifetimes

during which modifications could occur by the looping mechanism. The

dependence of the spreadingon lp and chain lengthN are described in the sup-

porting material (Sections 9 and 10, respectively). Note that, in contrast to

previous polymermodels, there is an explicit connection between chromatin

relaxation time (tr) and the dynamics of spreading. We set tr as the unit of

time, and all other times are measured relative to tr.
Spreading rates

The limit of slow spreading (SS) is achieved by choosing kþtr ¼ b � 1. In

the SS limit, chromatin undergoes multiple cycles of relaxation, which im-
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plies that nucleosomes separated by large genomic distance have a substan-

tial probability of being in proximity for spreading to occur by the looping

mechanism.With our choice of b¼ 0.01, we find numerically that spreading

by the 1D mechanism is not as important. We introduce the parameter g in

order to control the contribution of 1D spreading mechanism. In this case,

the probability of spreading is given by Pþðt ¼ gtrÞ. In the steady-state

limit, the value of g has no bearing on the results of the simulations because

it is a 3D dominated mechanism. Thus, by changing b, one can examine a

range of possibilities for epigenetic spreading. Based on the estimation pro-

vided in the discussion section below, we believe that the SS limit is biolog-

ically relevant, and we show these results in the main text.

For completeness, we also explore the opposite limit, fast spreading (FS).

The results are shown in the supporting material. In the FS limit, kþtr ¼
b[ 1, which implies that modification occurs on time scales that are

much shorter than tr, the chromatin relaxation time. In this limit, spreading

occurs predominantly by a linear or 1D mechanism with the looping mech-

anism playing a less significant role. To achieve this limit in the simulations,

g (Fig. S1) is chosen so that Pþðt ¼ gtrÞ is large. In the FS limit, this is

achieved by choosing bg>Cðz3� 4Þ.
Implementation

We start from an equilibrated conformation of the chromatin polymer with

all the nucleosomes in the U state at t ¼ 0. The simulations were also

repeated with all nucleosomes in the M states in order to show that the

steady-state behavior is independent of the initial conditions, which is

assured because the chromatin is epigenetically ergodic (see Section 8 in

supporting material for details). In addition, the simulations were per-

formed for times that exceed tr by several orders of magnitude, so that

the chromatin conformation is well sampled.

The conformation of the polymer is evolved by integrating the Langevin

equations by choosing a suitable time step (described in Section 3 in the

supporting material). At each time step, marking or unmarking of all the
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nucleosomes is attempted with probabilities given in Fig. S1 b. A graphical

representation of the modification algorithm is provided in Fig. 2 in the sup-

porting material. A pictorial representation of the simulated trajectories for

FS and SS limits are shown in Fig. S2, and in Videos S1 and S2.
Global epigenetic state

We use simple measures to characterize the global epigenetic state of chro-

matin as well as the modification state of the individual nucleosomes for

both the FS and SS scenarios. By examining the dynamics in detail, we

can quantitatively assess the contributions from 1D and 3D spreading sepa-

rately for the two extreme cases. We determine the epigenetic state of chro-

matin using,

CSD ¼ 1

Ntraj

1

T

X

j

X

t

njmðtÞ � njuðtÞ
N

; (1)

where njm (nju) is the number of modified (unmodified) nucleosomes at time t

in the jth trajectory, and N is the total number of nucleosomes. The quantity

ðnjm � njuÞ=N is averaged over time T and Ntraj. Unless otherwise stated, all

the relevant quantities are calculated using Ntraj ¼ 10, where each trajectory

starts with a different initial chromatin conformation.
Average epigenetic state of the nucleosomes

We also determined the average, CsiD, of each nucleosome, which is calcu-

lated using,

CsiD ¼ 1

T

1

Ntraj

X

t

X

j

sjiðtÞ; (2)

where sjiðtÞ is the epigenetic state of locus i in trajectory j at time t.

The fraction of time each nucleosome is modified is measured by fim,

fim ¼ 1

T

1

Ntraj

X

j

X

t

d
j
si ;þ1ðtÞ; (3)

where djsi ;þ1 counts the number of occurrences of nucleosome i in stateM in

trajectory j, while T is the total number of simulation snapshots taken into

account.
RESULTS

Chromatin topology drives domain formation

We explored the SS case by choosing kþ ¼ 0:01=tr. In this
limit, the chromatin polymer could form the allowed con-
tacts through the looping process multiple times on the
time scale z1=kþ, which would allow for 3D as well as
1D spreading. Consequently, the inactivation profile would
be determined by the contact probability between the nucle-
osomes separated by |i�j|R2 (Fig. S6).

These expectations are tested by computing the epige-
netic states of the nucleosomes as well as the associated
inactivation profiles. We fixed kþ and varied k� to improve
the odds of spreading, deciding finally on the choice k� ¼
kþ/10,000. For the chosen parameters, domain formation
by the linear mechanism does not occur (Fig. 3, Scheme
I). This is because the probability of linear spreading to
neighboring nucleosomes, even away from the NS, is
extremely low (z6,10� 5) at each time step. Thus, we sur-
mise that spreading must occur exclusively through the for-
mation of 3D contacts. This is borne out in the panels for
Scheme II in Fig. 3, which show clearly that the 3D
spreading mechanism results in the formation of stable do-
mains around the NS. It is worth noting that stable domain
formation (z 60 nucleosomes centered around the NS) does
not require collapse (17) or partial collapse (18) of the chro-
matin polymer.

The spreading profile in the right panel of Fig. 3 for
Scheme II shows that the peak in the fim profile is localized
around the NS. The boundary (or the interface) between the
active and inactive domains is relatively soft (36), indicated
by a continuous decrease of fim, rather than by a step-like
drop to 0, which would occur if the boundary were sharp.
Thus, the percentage of inactive loci in the interface region
between the active and inactive nucleosomes could indicate
whether the boundary is efficient in preventing modified nu-
cleosomes from spreading distally of its position.

An important finding in our work, with potential biolog-
ical importance, is that, even without an explicit boundary
element, the epigenetic domain size is finite, and is localized
around the NS. The distribution of modifications around the
NS is governed by the contact probability of the NS with
surrounding residues, which depends on the chromatin
conformational dynamics. Furthermore, the shape of the
epigenetic domain shown in the right panel of Fig. 3 and
the boundary formation is due to the asymmetry in the
spreading rates from the NS (kþ) and the modified nucleo-
somes (akþ with a less than unity). This asymmetry is
required for the formation of discrete domains without
explicit boundary elements to halt the spreading process,
and points to the importance of the NS that we explore
further (see below).
DNA replication and the NS

Next, we address the role of the NS in a pre-formed epige-
netic domain and the impact of DNA replication. In our
model, the NS is the only element whose epigenetic identity
is unchanged, and functions as a reservoir for modifications.
We performed simulations in which the conditions change
over time. First, we performed simulations with NS present.
At t ¼ 301,205tr, we removed the NS by changing it to a
non-NS nucleosome in the M state, and continued running
simulations in this condition for another t ¼ 301,205tr.
With this alteration, the identity of theM state could change
stochastically as the chromatin evolves. At t ¼ 602,410tr,
we mimic DNA replication by randomly assigning the
active state to half of the nucleosomes, repeating this assign-
ment every 150.6tr. Note that the end-to-end distance of the
polymer relaxes in about 602.4tr, indicating that the DNA
replication time (150.6tr) is shorter than the polymer relax-
ation time. We note parenthetically that the time for finite
Biophysical Journal 121, 2895–2905, August 2, 2022 2899



FIGURE 3 The formation of the epigenetic domain is determined by SS kinetics with kþ ¼ 0:01=tr for Scheme I, where spreading occurs only through

1D, and Scheme II, where 3D spreading dominates. (Left) Average (over an ensemble of trajectories) states of nucleosomes as a function of time. (Right)

Mean values of the spin states of the nucleosomes. These are the profiles that show the extent of inactive domain formation. The value of kþ/k� ¼ 10,000 in all

simulations, while a(I) ¼ 2.23,10�4 and a(II) ¼ 2,10�4. To see this figure in color, go online.
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domain formation is roughly 50 times greater than the repli-
cation time (see Fig. 3). This implies that in our model it
takes roughly 50 generations to establish finite domains. Ex-
periments have shown that, in certain species, establishment
of stable domains occurs in about 20 generations (37,38).
We could have altered the DNA replication time in our sim-
ulations to reduce the number of generations needed for es-
tablishing stable domains. Nevertheless, our results are in
qualitative agreement with experiments.

We follow the epigenetic identities of all the nucleosomes
at all time steps and show them as a kymograph in the left
panel of Fig. 4. We also calculate the inactivation profile
of the chromatin for two distinct parts of the trajectory: 1)
portion of the trajectory without NS (red curve in the right
panel of Fig. 4), and 2) portion of the trajectory where
DNA replications are repeated periodically (magenta curve
in the right panel of Fig. 4). We define epigenetic domain to
exist in the region above the level fim>0.5. Fig. 4 shows the
results for Scheme II in the SS regime. The figure shows that
the finite-sized domain cannot be maintained once the NS is
deleted (red curve). Stable, bounded domains that are main-
tained during DNA replication would only occur if the loop-
ing mechanism for modification is allowed and the NS does
not change. Thus, the results in Fig. 4 show that the NS is
required for domain maintenance, and even more so if
DNA replication is permitted (magenta curve). Experi-
mental evidence on S. pombe (39) does suggest that some
line) by stochastically replacing approximately 50% ofMmarks with U marks, m

cation. Replications are repeated every 150.6tr. (Right) The presence of epigene

locus is > 0.5. The red curve is computed from the trajectory between the NS re

jectory after the DNA replication. The horizontal dotted red line represents the 5

online.

2900 Biophysical Journal 121, 2895–2905, August 2, 2022
nucleation events needed for heterochromatin formation
are triggered at each cell cycle, indicating that maintenance
requires the nucleation event.
Finite domain formation in an initially condensed
or partially condensed chromatin

The results presented so far were obtained by setting
εMM ¼ εUU ¼ 0:1kBT. This choice places the chromatin
in a good solvent, which could mimic the behavior in fission
yeast (40). However, in some other eukaryotes, the hetero-
chromatin is denser than euchromatin. In the context of
our model, it would imply that the effective interaction
εMM > εUU. To account for the higher chromatin density,
we set the interaction strength εMM ¼ 3εUU, which implies
that, due to dynamical changes in the epigenetic landscape,
the effective interactions between the nucleosomes are
modified as in the previous polymer-based studies
(17,18,26). We set εUM to the geometric mean,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εMMεUU

p
.

Since linear spreading does not depend on the solvent qual-
ity, we only explored Scheme II, where looping determines
the outcome of the spreading process. We simulated the SS
case (kþtr ¼ b ¼ 0:01).

To fully explore the range of solvent conditions, we
considered two cases. In both, we chose εMM ¼ 3εUU.
Let us first consider εUU ¼ 0:1kBT and εMM ¼ 0:3kBT.
For a homopolymer, εMM ¼ 0:3kBT is close to but slightly
FIGURE 4 Role of nucleation in establishing

and maintenance of epigenetic spreading for

Scheme II in the SS regime. (Left) The state of

each nucleosome in a trajectory, CsiD (Eq. 2 in sec-

tion ‘‘methods’’). The trajectory is divided into

three parts with distinct simulation conditions,

whose transition is marked by two horizontal lines.

Initially, the simulation starts with the NS present.

Subsequently, the NS is removed (marked by a red

horizontal line). After removing the NS, a new

steady state is achieved. Thereafter, we introduce

DNA replication (marked by magenta horizontal

imicking equal redistribution of parent histones to both strands upon repli-

tic domains provided the fraction of trajectory in the marked state for each

moval and DNA replication. The magenta curve is computed from the tra-

0% mark. kþ/k� ¼ 10,000 and kþ ¼ 0:01=tr . To see this figure in color, go
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below theQ point (see Fig. S4 in Section 6 in the supporting
material), whereas for εUU ¼ 0:1kBT chromatin behaves as
disordered random coil. With this particular choice, we find
(upper panels in Fig. 5) that the results are qualitatively
similar to the case with εMM ¼ εUU ¼ 0:1kBT (Fig. 3). In
particular, the domain size is bounded, as discovered in ex-
periments on mouse stem cells and fibroblasts (36). This is
outlined both by the pattern formed around the NS on the
kymograph (upper left panel) as well as in the activity pro-
file of the domain (upper right panel). Since the epigenetic
spreading in this regime is mostly due to contacts between
the NS and spatially nearby nucleosomes, spreading is
localized.

The εMM ¼ 3εUU with εUU ¼ 0:1kBT corresponds to a
mixed case in which a fraction of modified nucleosomes
experience moderately poor solvent conditions, whereas
the U nucleosomes are in good solvent (see Fig. S4 in Sec-
tion 6 in the supporting material). We then investigated the
case when the modified nucleosomes are in bad solvent con-
ditions and unmodified nucleosomes are close to but slightly
below theQ condition by choosing εMM ¼ 3εUU ¼ 0:9kBT
while keeping the ratio εMM=εUU ¼ 3 as before. The results
in the lower panels in Fig. 5 are dramatically different from
those in the upper panels. The spreading of the marks is
centered around the NS as before. However, modification
occurs without bound with the probability of the ith nucleo-
some to be in the M state is z0:7 as the genomic length in-
creases or decreases from the NS. In contrast to the results in
Fig. 4, which shows that probabilities of being in the M or U
state away from the NS are z0:5 (except for the ends), the
results in the lower panels demonstrate a substantially
higher probability of being in the M state. Taken together,
FIGURE 5 Effect of solvent quality on the spreading of epigenetic modificatio

and εMM values of each are shown. For all simulations, kþ/k� ¼ 10,000 and kþ ¼
displayed on the right. To see this figure in color, go online.
the results in Fig. 5 suggest that εMM=εUU is not as important
as the solvent quality for predicting the outcome of the
spreading dynamics. Although εMM=εUU ¼ 3 in Fig. 5,
the initial conformation of the chromatin is a disordered
coil in the upper panel, whereas in the lower panels it is
more compact. The final epigenetic state of chromatin can
be anticipated by the quality of the solvent that the chro-
matin is in at the initial state, especially in the SS limit,
where spreading occurs predominantly by the 3D
mechanism.
Comparison with experiments on mouse
embryonic stem cells

We explored the biological pertinence of our results by
comparing them with the H3K9me3 enrichment profiles re-
ported elsewhere (see Fig. 6 in (36)). In this study, the au-
thors investigated the propagation of HP1a-induced
H3K9me3 modification in the 10-kb Oct4 locus in embry-
onic stem cells (36), and found that H3K9me3 propagated
symmetrically to produce finite spatial domains. To ratio-
nalize the observations, they proposed a 1D model (24,36)
in which spreading occurs with finite probability to the
neighboring sites from an already modified nucleosome.
The enrichment in H3K9me3 marks can be partitioned
into two groups by using clustering (41); small domains
that encompass 77.1% of the data (Fig. 6, left panel) and
large domains that account for the rest (Fig. 6, right panel)
(36). Since the enrichment profiles are equivalent to inacti-
vation profiles reported throughout this paper, we make a
comparison between the two in Fig. 6.
ns using Scheme II, in which looping affects the spreading process. The εUU
0.01/tr. The initial and the final conformations from a single trajectory are
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FIGURE 6 Comparison between simulations

performed using Scheme II in the SS regime at

different kþ/k� values with experimental data for

H3K9me3 domains in embryonic stem cells (41).

The experimental data were divided into small

and large domains by clustering. These domains

differ in the size of the genomic length they cover,

and we fit them using different kþ/k� ratios that

control the spreading process. We show that the

small experimental domains correspond to a range

of kþ/k� parameters in our model (left), while a higher (kþ/k� ¼ 1000) value is needed to account for the larger domain size shown on the right. The pa-

rameters are chosen to be kþ ¼ 0:01=tr and a ¼ 2k�/kþ. To see this figure in color, go online.
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To assess if our model, which involves an interplay of 1D
and 3D spreading, could be used to reproduce the reported
H3K9me3 enrichment profiles described above, we per-
formed calculations using Scheme II. Using kþ ¼
0:01=tr, we find that, for a range of k

þ/k� values, we obtain
good agreement with the enrichment profiles (Fig. 6) for
both small and large domains. The excellent agreement be-
tween our predictions and experiments shown in Fig. 6 al-
lows us to draw a few pertinent conclusions. 1) The
competition between the forward and the backward rate re-
mains crucial (36) when accounting for epigenetic domain
width, even when 3D spreading is possible. For example,
if kþ/k� is large, domains without bound form. 2) The
experimental data compare well with a model where the
NS is situated in every epigenetic domain. In our model,
the spreading rate from the NS is greatly enhanced
compared with spreading from non-NS-modified nucleo-
somes. NSs are sequence-defined DNA fragments to which
enzymes bind with high specificity and different conforma-
tional changes might arise by binding to different sequences,
thus modulating the enzyme activity. 3) Although a linear
spreading model can also reproduce the experiment curve
(36), our results show that 3D contacts are not inconsistent
with the experimental observation. Different mechanisms
might be operative in heterochromatin formation in different
species. The combination of 1D and 3D models, which in-
tegrates the rates of spreading and chromatin dynamics
created here, could be a step toward fulfilling this goal.
Indeed, there is experimental evidence pointing to the
importance of both linear (nearest-neighbor) (42) spreading
of H3K9me3 marks, as well as spatial spreading (43) of
H3K27 marks, showing that chromatin silencing could pro-
ceed by both mechanisms, as accounted for in Scheme II of
our model.
DISCUSSION

We developed a minimal polymer model to explore different
scenarios for epigenetic domain formation with a focus on
the coupling between chromatin dynamics and stochastic
switching in individual nucleosome states. In our model,
the interplay of the structural relaxation rate and the modi-
fication rates determines the efficacy of the spreading pro-
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cess. However, by setting our work in the context of the
modeling literature on epigenetic spreading, we conclude
that multiple scenarios for heterochromatin spreading are
possible because the domain formation is an interplay of
several time, length, and energetic scales. A similar picture
emerges from experimental studies, encompassing different
organisms and epigenetic modifications. It is only by
exploring various scenarios and analyzing their validities
against experimental data that we can determine the physics
underlying epigenetic spreading, initiated by the complex
enzymatic chemical reactions.

The main findings in our work are:

� In the SS limit, with the U/M modification rate that is
much smaller than the relaxation rate of the polymer,
finite domains are established on the time scales of
z10; 000tr. This time translates to about 50 generations,
which is big, but is in qualitative accord with experi-
mental results for silencing in certain species (37). The
domain size is about 60 nucleosomes or roughly 12 kb.
The width of the interface between the active and inactive
domains is soft, involving a small number of nucleosomes
(Fig. 3).

� The presence of the NS is essential for the formation of
the modified domains. An already established domain
cannot be maintained if NS is removed. It should be noted
that there is evidence for the NS in experiments (36). We
should add that one can envision other mechanisms where
finite domains could be established without explicitly
having NS in the model (25,26). However, it is gratifying
and maybe surprising that we are able to predict finite
domain spreading purely from SS of the marks in
conjunction with looping as a way to transfer the epige-
netic marks.

� An important finding in our work is that, in the limit of
SS, finite modified domains form without boundary ele-
ments that are known to stop the spreading process. We
find that finite domains form by mechanism II, which pre-
dominantly involves 3D chromatin looping. If the relaxa-
tion time associated with chromatin dynamics is shorter
than the spreading time, then finite domains form.
The formation of the finite domain does not depend on
the spreading cutoff, because the rate is determined by
the relaxation times associated with chromatin dynamics.



FIGURE 7 Scheme for the proposed experiment.

(A) The gene for the orange fluorescent protein

(OFP, in orange) is expressed if chromatin is un-

marked (yellow). The repression of the green fluo-

rescent protein gene (GFP) acts as a proxy for the

binding of epigenetic spreading initiators to the

NS, shown in a red circle with a black border.

Because the nucleation event has not occurred,

the GFPs and OFPs are produced. The presence

of fluorescent proteins (FPs) could be detected by

measuring fluorescence intensity at a given wave-

length. (B) The binding of epigenetic spreading ini-

tiators to the NS represses the GFP expression at

time t1, which could be measured. Subsequently,

epigenetic markers (red) spread until the OFP

gene is inactivated, resulting in the disappearance

of orange fluorescence at t2, which is measurable.

During spreading, chromatin can form loops but

need not have a permanent structure. The time dif-

ference, Dt ¼ t2�t1, could be measured for many

single cells to obtain the distribution P(Dt). This

represents the control experiment; a similar exper-

imental setup has been employed in (44). (C) A

permanent loop (blue) in chromatin structure may

be constructed so that the spatial proximity of the

NS and OFP gene is decreased for a given genomic

NS-FP distance. (D) Using the FPs as reporters for

spreading, only cells that lack green fluorescence

are taken into account, as it marks the successful

initiation of epigenetic spreading from the NS. If

the heterochromatin spreading from the NS is

strictly 1D, then P(Dt) should not differ from the

result in the control experiment. If 3D spreading is relevant, P(Dt) would differ compared with the control experiment. The same conclusions should be

achieved by placing the OFP gene at different genomic distances from the NS, for a given loop length. To see this figure in color, go online.

Looping controls finite-sized domains
It is possible to form finite domains using polymer models
(interactions between modified nucleosomes are attrac-
tive), which have many genomic bookmarks (GBMs)
that, in effect, are the boundary elements, which stop
epigenetic spreading (26). In this model, it was found
that finite-sized domains, with spacing that is given by
the genomic distance between the GBMs, form only if
the linear density of the GBMs exceeds a critical value.
The presence of a large number of GBMs is tantamount
to using many boundary elements, which we find is un-
necessary in the present model. It is only by quantitatively
analyzing specific experiments that we can assess the val-
idity of various models. We provide such experimental
validation of our model in this paper by showing quanti-
tative agreement with experiments.

� In an insightful article (25), it has been shown using a
polymer model that, once formed, finite domains can be
passed on to multiple generations upon DNA replication.
In their model, the initial methylation patterns were taken
from chromatin immunoprecipitation sequencing (ChiP-
seq) data, and the maintenance of the silencing pattern
is driven by heterochromatin protein 1 (HP1). Informed
by experiments that HP1 preferentially binds to methyl-
ated tails in the histones, they showed the initial methyl-
ation pattern from the ChiP-seq data is not only
maintained over nine generations but also spreads without
having an NS. The HP1-mediated silencing is not unre-
lated to the GBM used elsewhere (26). In the present
study, we were interested in exploring mechanisms for
the establishment of finite domains. We do find, however,
that the NS is necessary to maintain the finite domain
upon DNA replication. We believe that if we imposed
boundary elements, which would be the analog of prefer-
entially binding of HP1 to methylated regions (25) or the
use of GBM (26), there would not be a need to introduce
the NSs. The present and previous studies are exploring
different possibilities for spreading and maintenance of
epigenetic marks, and only future experiments can differ-
entiate between them.

� Amajor determinant of spreading is the solvent quality of
the initial (fully unmarked) epigenetic state, rather than
the relative strength of the U�U and M�M interactions.
If the initial epigenetic state of the chromatin is a coil,
contacts rarely form, resulting in localized spreading
around the NS, which leads to a discrete bounded domain
(upper panel in Fig. 5). If, initially, chromatin is poised to
be just below the Q point, we find that stable finite do-
mains form (upper panel in Fig. 5) even if the interactions
between the modified nucleosomes are attractive. On the
other hand, if the initial chromatin state is such that it is
Biophysical Journal 121, 2895–2905, August 2, 2022 2903
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partially condensed, we find that epigenetic domains form
without bound (lower panel in Fig. 5). Because the prop-
agation of heterochromatin without bound is biologically
untenable, our results suggest that either there ought to be
multiple boundary elements that stop the spreading of the
epigenetic marks or the environmental conditions for
the unmodified nucleosomes should poise them close to
the Q conditions.

The data can be generated using the in-house computer
code that has been deposited in Github. The URL is https://
github.com/Katamar/epigenetic.
Experimental prospects

To test the prediction that stable finite domains can be driven
by the 3D organization of chromatin without boundary ele-
ments, we propose an experiment based on fluorescent
probes, similar to the one previously reported (44). The dif-
ference would be that the nucleation element and position-
dependent fluorescent probe are placed within a permanent
artificially engineered loop. The proposed experiment,
shown schematically in Fig. 7, would help elucidate the
extent to which chromatin looping plays a role in the forma-
tion of epigenetic domains. More generally, it could clarify
whether epigenetic domain formation occurs by linear or
spatial spreading or a combination of both these mecha-
nisms, as is likely the case.
SUPPORTING MATERIAL

Supporting material can be found online at https://doi.org/10.1016/j.bpj.

2022.07.001.
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