
Open camera or QR reader and
scan code to access this article

and other resources online.

Structure Detection in Three-Dimensional Cellular

Cryoelectron Tomograms by Reconstructing

Two-Dimensional Annotated Tilt Series

XIANGRUI ZENG,1,{ ZIQIAN LIN,2,{ MOSTOFA RAFID UDDIN,1 BO ZHOU,3 CHAO CHENG,4

JING ZHANG,5 ZACHARY FREYBERG,6 and MIN XU1

ABSTRACT

The revolutionary technique cryoelectron tomography (cryo-ET) enables imaging of cellular
structure and organization in a near-native environment at submolecular resolution, which
is vital to subsequent data analysis and modeling. The conventional structure detection pro-
cess first reconstructs the three-dimensional (3D) tomogram from a series of two-dimensional
(2D) projections and then directly detects subcellular components found within the tomo-
gram. However, this process is challenging due to potential structural information loss
during the tomographic reconstruction and the limited scope of existing methods since most
major state-of-the-art object detection methods are designed for 2D rather than 3D images.
Therefore, in this article, as an alternative approach to complement the conventional process,
we propose a novel 2D-to-3D framework that detects structures within 2D projection images
before reconstructing the results back to 3D. We implemented the proposed framework as
three specific algorithms for three individual tasks: semantic segmentation, edge detection,
and object localization. As experimental validation of the 2D-to-3D framework for cryo-ET
data, we applied the algorithms to the segmentation of mitochondrial calcium phosphate
granules, detection of spherical edges, and localization of mitochondria. Quantitative and
qualitative results show better performance for prediction tasks of segmentation on the 2D
projections and promising performance on object localization and edge detection, paving the
way for future studies in the exploration of cryo-ET for in situ structural biology.
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1. INTRODUCTION

Cryoelectron tomography (cryo-ET) is an important tool for the study of macromolecular structures

in near-native states. Consequently, cryo-ET plays a key role in establishing structural cell biology as a

discipline by producing fundamental insights into cellular organization and ultrastructure (McIntosh et al.,

2005; Lu�cić et al., 2013). A cellular cryoelectron tomogram contains structural information of all the cellular

components inside the field of view through imaging the vitrified cell specimen from varying tilt angles

through electron microscopy.

The raw data, two-dimensional (2D) projection images, are processed and aligned to reconstruct the

three-dimensional (3D) tomogram. After a tomogram is reconstructed, semantic segmentation and object

localization methods can be applied to facilitate the discovery of various cellular components from large

ultrastructures such as mitochondria and nuclear membrane (Hagen et al., 2015) to macromolecular com-

plexes such as ribosomes and expressomes (OReilly et al., 2020).

Several computational approaches and software have been proposed for the computationally difficult

cryo-ET 3D reconstruction task. Basic algorithms that have been studied include backprojection algorithms

and iterative algorithms (Kupsch et al., 2016). Backprojection algorithms backward project each projection

separately and refine them with filters. In comparison, iterative algorithms transfer the reconstruction task

to a linear regression model and use iterative optimization methods to improve the reconstruction per-

formance. More advanced algorithms in popular software packages such as IMOD (Mastronarde, 2006)

and AuTom (Han et al., 2017) that involve both the alignment of projections and iterative reconstruction

have also been designed.

However, 3D cryo-ET data processing and modeling tasks face possible errors occurred in the 3D

reconstruction process related to the approach of generating the 3D image data. The 3D tomogram

is reconstructed by aligning a tilt series of 2D projection images. Nevertheless, the reconstruction

process may suffer from a number of inaccuracies caused by imperfect alignment, the instability

of sample structures during imaging, and the existence of missing values in the Fourier space (known

as the missing wedge effect) due to the limited tilt angle ranges (Kawase et al., 2007; Genc et al.,

2016).

Although the missing wedge effect can be partially compensated by optimization algorithms (Paa-

volainen et al., 2014; Yan et al., 2019; Moebel and Kervrann, 2020; Zhai et al., 2020; Liu et al., 2021),

the 3D reconstruction is never perfect. Therefore, it is beneficial to have the alternative approach of

annotating directly on the 2D tilt series. In addition, other related cryo-ET data analysis challenges

include (1) the quality of data: due to the imprecise alignment and missing wedge effects, the re-

constructed 3D tomogram may have less ideal structural details compared with 2D projection images,

especially for cellular tomograms with complex content and large sample thickness (Behrendt et al.,

2009; Irobalieva et al., 2016). (2) the quantity of data: suppose we need to train a convolutional neural

network (CNN) for a cryo-ET data analysis task, enough training data need to be obtained. A tomogram

is usually reconstructed by a tilt series of >100 projection images (typically –60� at 0.5–5� [mostly 1�]

tilt-angle step) (Hagen et al., 2017).

Therefore, the task of training on one labeled 3D tomogram sample could be decomposed to training

on >100 2D projection image samples. Moreover, a 3D tomogram is usually too large to be processed by

neural networks due to memory storage issues. (3) The scope of the existing techniques: most state-of-the-

art techniques are designed for 2D images (Girshick, 2015; Krizhevsky et al., 2012). To apply on a 3D

tomogram, there is a need to extend such methods to the 3D domain. In such case, the existing powerful

2D pretrained models (Tan and Le, 2019; Chen et al., 2021) cannot be applied.

In this article, we propose a 2D-to-3D framework to perform structure detection tasks on 2D projection

images and then reconstruct the results back to 3D tomograms. The 2D projection images contain all the

structural information of a tomogram without the aforementioned challenges: (1) a 3D tomogram is usually

reconstructed from more than a 100 projection images. If we train a neural network for semantic

segmentation, we could train on many 2D samples rather than just one 3D sample. (2) Two-dimensional

projection images have a relatively better structural details than reconstructed 3D tomograms partly due

to information loss during the reconstruction process. (3) Available 2D techniques can be readily applied.

We demonstrated the performance of the 2D-to-3D framework on three important cryo-ET data analysis

tasks: semantic segmentation, object localization, and edge detection.
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2. MATERIALS AND METHODS

In this section, we introduce the proposed 2D-to-3D framework for the three specific cryo-ET structural

detection tasks. We denote a task of 3D tomogram analysis as F3D(), and our backward projection algo-

rithm as G2D!3D. A tomogram V is reconstructed from a set of projections fProj(V‚ h)jh 2 Yg, where

Proj(V‚ h) indicates the 2D image of V projected at angle h. A structural detection task can be directly

performed on the 3D tomogram V. The 3D tomogram analysis task can be formulated as follows:

Y = F3D(V)‚ (1)

where Y is the output of task F3D on tomogram V. However, inspired by the potentially better properties

of 2D projection images, we propose an alternative approach. The 2D-to-3D framework will perform a task

on 2D projection images directly and reconstruct the results back, which is formulated as follows:

Y = G2D!3D � F2D(fProj(V‚ h)jh 2 Yg): (2)

Backward projection: The backward projection algorithm is a basic function in our 2D-to-3D frame-

work. We introduce it here that will be used in the three algorithms. It projects 2D images back to the 3D

tomogram and is formulated in the discrete domain for matrix operation. Although the back projection

direction is opposite to the forward projection direction, but for convenience, we define the back projection

direction the same as the forward projection direction. Also, in this article we only use binary backward

projection. Hence, we use backward projection to indicate the binary backward projection.

When using the annotated result, we refine the backward projection algorithm for binary backward

projection, that is, the 2D images to be backward projected are binary segmentation or object localization

maps with value 1 indicating structural regions and value 0 indicating background regions. First, assuming

the sample is in a 3D coordinate system, parallel to the coordinate axis and centered at the origin, we define

the backward projection angles as Figure 1: The vector of projection direction is a unit vector as formu-

lated as

nn�! = < nx‚ ny‚ nz > = < cos(/)cos(h)‚ cos(/)sin(h)‚ sin(/) > : (3)

We use S to denote the 3D sample in 3D XYZ coordinates and P to denote the 2D projection image in 2D

MN coordinate. Let the origin of XYZ coordinates face toward the origin of MN coordinate through nn�!.

The backward projection value of voxel (x‚ y‚ z) in 3D coordinate from pixel (m‚ n) in the projection image

can be computed as shown in Figure 1. The direction of forward projection vector is the opposite of

backward projection vector direction.

nN
�! =

nZ
�! · nn�!

jj nZ
�! · nn�!jj2

‚ nM
�! =

nn�! · nN
�!

jj nn�! · nN
�!jj2

‚ (4)

where nN
�! indicates the direction of N-axis of MN coordinate and nM

�! indicates the direction of M-axis

of MN coordinate in the XYZ coordinates, Where nM
�! indicates the direction of M-axis of MN coordinate

in the XYZ coordinates. Then we can find the voxels corresponding to pixel P(m‚ n). Let [] denote the

nearest integer function, these voxels are along a straight line where r 2 R.

FIG. 1. The direction of forward projection and its

corresponding angles.
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S([m � nM
�! + n � nN

�! + r � nn�!]): (5)

Unlike the continuous domain, different pixels in a 2D image may be backward projected to the same

voxel due to rounding. To deal with this problem, if one or more pixels with value 1 are backward projected

to the same voxel in the 3D image, this voxel will be set to 1.

2.1. Semantic segmentation

Semantic segmentation seeks to classify different cellular components voxel-wise in an image. Similarly,

we aim to segment out known cellular components in tomograms. As shown in Figure 2, the original

process reconstructs the 3D tomogram first and then performs the segmentation task. The proposed 2D-to-3D

framework performs segmentation on 2D projection images before 3D reconstruction.

2.1.1. Two-dimensional segmentation and reconstruction algorithm. We first apply a CNN

(Szegedy et al., 2017) to the 2D projection images to obtain a 2D binary segmentation map of a particular

structure. After training the 2D classification model using training data of projections, we can use the

trained model to predict 2D segmentation results on testing data of projections. Then, the 3D segmentation

result is reconstructed from the predicted results by our algorithm. The algorithm is mainly based on

backward projection. Using backward projection, we give each voxel in the tomogram a score from the 2D

segmented projections, and then we use an autocalculated threshold to decide whether it is in an object.

We use the backward projection defined to assign each voxel in the reconstructed 3D tomogram a binary

value. Algorithm 1 aims to optimize the Intersection over Union (IoU) between the 2D segmentation maps

and the forward projection images from the 3D segmentation map, which ensures the highest consistency

between a set of segmented 2D projection images and the reconstructed 3D segmentation map. We use

BP() to denote the backward projection function and FP() to denote the forward projection function.

Algorithm 1: 2D-to-3D framework for semantic segmentation

Input: Segmented projection tilt series fseg(V‚ h)jh 2 Yg
Initialization: M = zeros(L,W,H)

Procedure Backward projection

For each h 2 Y do

M = M + BP(seg(V‚ h))

end

Procedure Threshold autoselection

For each proposed threshold T(i) do

MT(i) = 1(M > T(i));

score(i) =
P

h2Y IoU(seg(V‚ h(i))‚ FP(MT(i)‚ h))

end

return segmented tomogram M3D = MT(i) with the highest score(i).

FIG. 2. 2D-to-3D framework for semantic segmentation. 2D, two-dimensional; 3D, three-dimensional.
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2.2. Edge detection

Although edge detection can be seen as a specific case of semantic segmentation, edge detection is

notably important in cryo-ET when applied to the detection of cellular membrane, microtubules, and actin

filaments structure (Martinez-Sanchez et al., 2014). Many edge detection-based algorithms have been

developed for the segmentation of membrane structures in cryo-ET. Therefore, we described edge detection

as a separate task in cryo-ET. To achieve the highest consistency between a series of backward projections,

we apply an iterative refinement process between backward projection of adjacent 2D projection images to

reduce the noise by summation and thresholding.

Assuming that we have obtained the edge detection results of projections, each labeled pixel in pro-

jections corresponds to a line in the 3D reconstructed image. To eliminate bias and noise, we propose the

iterative refine method to limit the line’s impact region to a reasonable range. In each iteration, the back-

projection of each projection is refined by adjacent projections, leading to better reconstruction. The algo-

rithm is shown in Algorithm 2.

Algorithm 2: 2D-to-3D framework for edge detection

Input: Projections with detected edges fedge(V‚ h)jh 2 Yg, threshold T

Initialization: B = zeros(jYj‚ L‚ W‚ H)

Procedure Backward projection

for each h 2 Y do

B(h) = BP(edge(V‚ h))

end

Refine B for m iterations;

return tomogram with detected edges E3D = 1([
P

h2Y B(h)] > T)

2.3. Object localization

Object detection is an important research area in computer vision. Compared with semantic segmen-

tation, it has the advantage of being more efficient and not requiring voxel-level dense training annotation.

Different from semantic segmentation that segments objects pixel-wise or voxel-wise, object localization is

a more general task that aims to localize objects with bounding boxes for further analysis or interpretation.

For localization of cellular ultrastructures, past studies employed Faster Regions with Convolutional Neural

Network features (Faster R-CNN) (Li et al., 2019) with labeled 2D projection images as training data.

Then, the trained Faster R-CNN was applied to 2D slices (breaking from the z-axis) of 3D tomograms to

detect the cellular mitochondria.

However, we note that the image intensity, missing wedge limits, and difference in structural details

between a 2D projection image and a 2D slice of a 3D tomogram will lead to low prediction accuracy. To

our knowledge, there is no existing studies that directly detect cellular ultrastructures in 3D tomograms

so far. Therefore, as an extension to the 2D cryo-ET object detection in Li et al. (2019), we propose to

FIG. 3. (a) An example 2D projection image and the segmentation map of mitochondrial phosphate precipitates. (b)

An example slice of the testing tomogram with predicted mitochondrial phosphate precipitates region highlighted

(none of the example images were high-pass or low-pass filtered).
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reconstruct 2D projection image bounding boxes results accurately on 3D tomograms as 3D bounding

boxes. The algorithm is shown in Algorithm 3.

Algorithm 3: 2D-to-3D framework for object localization

Input: Projections fProj(V‚ h)jh 2 Yg, threshold T

Initialization: U3D = zeros(L‚ W‚ H)

Procedure Backward projection

for each h 2 Y do

U2D(h) = fasterRCNN(Proj(V‚ h));
U3D = U3D + BP(U2D(h))

end

U3D = 1(U3D > T);

Compute the set of object bounding boxes {v} from U3D;

return {v}

We note that the algorithms can be easily extended to multiple classes. For edge detection, there is

typically just one class. For object detection, it is simple to run the algorithm multiple times for multiple

classes because the bounding box of different classes can have overlaps between them. For semantic seg-

mentation, the algorithm shown can be easily extended to segment multiple semantic classes as long as the

input 2D projection image segmentation map has multiple classes annotated.

3. EXPERIMENTS AND RESULTS

3.1. Semantic segmentation

Data set: We applied our 2D-to-3D semantic segmentation algorithm on two experimentally obtained

tomograms from the rat neuron culture (Guo et al., 2018). Our data consist of two aligned tilt-series pro-

jection image stacks and their corresponding reconstructed tomograms. Our target was to segment out cal-

cium phosphate granules in mitochondria (Malyala et al., 2019). Therefore, we manually segmented these

granules found within the mitochondrial matrix on both 2D tilt-series projection images and the 3D

reconstructed tomograms as the ground truth for evaluation. One tomogram was used for training the neural

network, and the other was used for testing purposes. For comparison between the conventional 3D seg-

mentation process and our proposed 2D-to-3D framework, we used IoU to measure the accuracy of the

results.

For the conventional 3D segmentation process, we trained a 3D CheXNet (Rajpurkar et al., 2017) on the

training 3D tomogram and predicted on the testing 3D tomogram. For our proposed 2D-to-3D segmentation

approach, we trained a ResNet (Szegedy et al., 2017) on the segmented projection images of the training

tomogram (Figure 3), predicted on the projection images of the testing tomogram, and reconstructed a 3D

segmentation map using Algorithm 1. The segmentation accuracy is measured by IoU compared with the

3D ground truth, the 2D-to-3D segmentation achieves an IoU of 0.523, improved from the 3D segmentation

IoU of 0.459.

3.2. Edge detection

For evaluation of the 2D-to-3D edge detection algorithm, we simulated a small tomogram (size: 100 ·
100 · 100 voxels) of an empty sphere structure similar to the cellular membrane with limited tilt angle

range from -50� to +50�. On the 2D projection images, difference of Gaussian (DoG) method was applied

to detect peaks of potential structural regions. Then, a threshold T is calculated based on the minimum and

maximum values of the peaks and applied to detect the membrane structure.

With projections with detected edges and threshold T, we use Algorithm 2 to detect edge structure in the

3D tomogram. As shown in Figure 4, the labeled membrane structure by DoG on 2D projection images can

be successfully reconstructed to the 3D tomograms. Regarding the different back projections of different

iterations, it can be observed that with adjacent information, the back projections became increasingly

precise. In other words, the precise back projections based on iterative refinement will result in precise edge

detection.
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In this study, we demonstrated edge detection on 3D tomograms through 2D-to-3D framework using

the results from the simplest edge detection method. Results from more advanced edge detection methods

(He et al., 2019; Mittal et al., 2019; Versaci and Morabito, 2021) can also be integrated into the framework.

In addition, the low electron dosage used in cryo-ET imaging results in the low Signal-to-Noise Ratio

(SNR) of edges. Denoising is usually a necessary preprocessing step in performing edge detection on 3D

tomograms. Similarly, our generic 2D-to-3D approach can also incorporate the denoising step before

performing edge detection on 2D projection images to optimize the final 3D results.

3.3. Object localization

We directly applied the 2D-to-3D objection localization method to the results from Li et al. (2019). They

predicted the bounding boxes of mitochondria on 2D projection images of nine tomograms of fibroblasts

from a patient with Leigh syndrome, a mitochondrial disease (Siegmund et al., 2018). We successfully

reconstructed their results to 3D bounding boxes. Example slices of localized mitochondria in three

tomograms are shown in Figure 5, demonstrating the utility of our 2D-to-3D framework in transforming

object localization results on 2D cryo-ET projection images to object localization results on 3D recon-

structed tomograms.

4. DISCUSSION

We propose a routine 2D-to-3D framework for conducting structure detection tasks in cellular cryo-ET.

Unlike performing directly on the 3D reconstructed tomogram, which is limited by the low SNR, the low

number of training samples, and the scope of existing techniques, the 2D-to-3D framework detects struc-

tures on the 2D projection images and reconstructs the results back to the 3D tomogram. We demonstrated

the framework on three important structure detection tasks: semantic segmentation, edge detection, and

object localization. We achieved better IoU accuracy and further extended an existing deep learning-based

study (Li et al., 2019).

Because the volume of a 3D tomogram is too large to be processed by a neural network, existing deep

learning-based cryo-ET annotation methods usually operate on 2D slices (Chen et al., 2017) or small 3D

FIG. 4. (a) Projection images with the detected edge. (b) Example slices with the predicted edge. (c) Iterative

refinement result for reducing backward projection noise.

FIG. 5. Example 2D slices of localized mitochondria (inside the bounding boxes) in three 3D tomograms.
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volume patches (Moebel et al., 2021). This will lead to inconsistencies at the border between predictions. In the

three algorithms, we optimize the IoU between the final 3D segmentation map or object bounding box and the

reprojections of the 2D annotations to minimize the inconsistency between different projections. In the future,

we will continue to test the 2D-to-3D framework on more tasks such as particle picking (Burt et al., 2021) and

saliency detection (Zhou et al., 2018) to obtain more quantitative validation of this framework.

Our proposed 2D-to-3D framework provides new insights into 3D segmentation and detection in cryo-ET. As

2D projection images are directly obtained from cryo-ET experiments and the quality of reconstructed

cryoelectron tomograms depends on the reconstruction algorithm, the prediction tasks conducted directly on the

2D projections before reconstruction show promising performances to complement the conventional 3D pre-

diction approach. Recently, unsupervised methods have been developed for cryo-ET tasks including sub-

tomogram clustering, subtomogram alignment, and tomogram denoising. Since subtomogram clustering and

subtomogram alignment are performed on the subtomogram level, our 2D-to-3D framework cannot be applied.

For tomogram denoising, it is feasible to directly extend state-of-the-art 2D denoising methods (Abdelhamed

et al., 2019; Thakur et al., 2019) and integrated with the 2D-to-3D framework by performing the denoising task

on 2D projection images and project the results back in a similar way as tomographic reconstruction. Hence,

designing new methods to integrate the prediction on 2D and 3D images has many important applications in

in situ. Admittedly, this is an interesting direction that is yet to be explored largely by the structural biology

community. Therefore, a substantial optimization on these algorithms can be done in the future.
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