S

ELS

Since January 2020 Elsevier has created a COVID-19 resource centre with
free information in English and Mandarin on the novel coronavirus COVID-
19. The COVID-19 resource centre is hosted on Elsevier Connect, the

company's public news and information website.

Elsevier hereby grants permission to make all its COVID-19-related
research that is available on the COVID-19 resource centre - including this
research content - immediately available in PubMed Central and other
publicly funded repositories, such as the WHO COVID database with rights
for unrestricted research re-use and analyses in any form or by any means
with acknowledgement of the original source. These permissions are
granted for free by Elsevier for as long as the COVID-19 resource centre

remains active.



Expert Systems With Applications 211 (2023) 118576

Contents lists available at ScienceDirect Eipert

Systems
wi
Applications %

Expert Systems With Applications

Eebtorin-Chiel
Binshon

journal homepage: www.elsevier.com/locate/eswa

Check for

ChestX-Ray®6: Prediction of multiple diseases including COVID-19 from chest  ['#&="
X-ray images using convolutional neural network @&
Md. Nahiduzzaman **, Md. Rabiul Islam ", Rakibul Hassan *

a Department of Electrical & Computer Engineering, Rajshahi University of Engineering & Technology, Rajshahi 6204, Bangladesh
b Department of Computer Science & Engineering, Rajshahi University of Engineering & Technology, Rajshahi 6204, Bangladesh

ARTICLE INFO ABSTRACT

Keywords: In the last few decades, several epidemic diseases have been introduced. In some cases, doctors and medical
Convolutional neural network (CNN) physicians are facing difficulties in identifying these diseases correctly. A machine can perform some of these
ChestX-Ray6 identification tasks more accurately than a human if it is trained correctly. With time, the number of medical
COVID19

data is increasing. A machine can analyze this medical data and extract knowledge from this data, which can

]C)Zﬁg[:f:lly help doctors and medical physicians. This study proposed a lightweight convolutional neural network (CNN)
Lung opacity named ChestX-ray6 that automatically detects pneumonia, COVID19, cardiomegaly, lung opacity, and pleural
MobileNetv2 from digital chest x-ray images. Here multiple databases have been combined, containing 9,514 chest x-ray
VGG19 images of normal and other five diseases. The lightweight ChestX-ray6 model achieved an accuracy of 80%
Pneumonia for the detection of six diseases. The ChestX-ray6 model has been saved and used for binary classification
Pleural of normal and pneumonia patients to reveal the model’s generalization power. The pre-trained ChestX-ray6
ResNet50 model has achieved an accuracy and recall of 97.94% and 98% for binary classification, which outweighs the
state-of-the-art (SOTA) models.
1. Introduction start the treatment process, the mortality rate can be lessened. The
radiologists use X-ray images to detect pneumonia by looking at the
In this era of computing, medical diagnosis can be highly asso- images. The process takes more time as it is checked manually. Also,
ciated with machine learning on an enormous scale. Automation of there are not enough radiologists to speed up the detection process.
medical diagnosis is day by day improving to its desired level. X-ray COVID19, a disease caused by the novel coronavirus, has created
images play a significant role here. X-ray image analysis-based machine the pandemic of the century. It has reached every corner of the globe
learning tools can provide great assistance to radiologists. Machine and causing thousands of deaths every single day. The whole world
can detect many fatal diseases by analyzing X-ray images. Pneumonia, is suffering to provide adequate medication to the people. Even the
COVID19 based pneumonia, lung opacity, pleural, cardiomegaly, and number of newly infected people is so high that there are not enough
various heart diseases can be detected from X-ray image analysis. Image facilities for testing. Also, infection to death is so short that we do not

analysis using a computer can make the diagnosis system faster and
cost-effective.

Pneumonia is one kind of lung disease that is caused by viruses,
bacteria, or fungi. It is one of the top diseases that causes many deaths
every year in developed, developing, and underdeveloped countries.
The fatality rate is higher among children. In 2016, 1.2 million children
within five years age range were infected by pneumonia, and among
them, 880,000 died (Jain, Gupta et al., 2020; Nahiduzzaman, Goni
et al., 2021). When a patient is infected by pneumonia, it causes
inflammation in the lung’s air sacs, filling them. Because of that, the
patient finds it difficult to breathe. If we detect pneumonia timely and

have enough time to provide not prominent but influential medica-
tion. One of the major symptoms of COVID19 is getting pneumonia.
Thus, chest X-ray image analysis can improve the testing speed if we
correctly detect COVID19 from the image analysis. Also, lung opacity,
cardiomegaly, pleural, and many other disease detection can be aided
by machine learning to develop an automated and better health care
system.

In this paper, we have developed a lightweight deep learning-based
model that can detect multiple diseases using chest X-ray analysis. We
have used Convolutional Neural Network (CNN) for creating a model
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named ChestX-ray6. Also, we have used this model as a pre-trained
model for binary classification of pneumonia and non-pneumonia and
compared the results with other pneumonia detection models to show
the generalization capability of the ChestX-Ray6 model. The critical
contribution of this research are:

Several datasets have been combined for more variations and
created a multiclass environment.

A lightweight CNN model named ChestX-Ray6 has been proposed
to detect six types of diseases from chest X-ray images.
Augmentation has been used to balance the datasets, and the
model’s performance improved.

The models’ performance has been compared with different trans-
fer learning approaches, VGG19, ResNet50, DenseNet121, and
MobileNetV2, at a new combined dataset in terms of classification
criteria, parameters, and processing time.

The pre-trained ChestX-Ray6 model has been used for binary clas-
sification of pneumonia disease with a relatively small dataset.
The model surpassed the state-of-art accuracy, precision, and
recall.

2. Literature review

Various neural network-based approaches have already been devel-
oped for detecting diseases from different types of medical images (Is-
lam et al., 2022; Nahiduzzaman, Islam et al., 2021). Rajpurkar et al.
(2017) used deep learning on the ChestX-rayl4 dataset and developed
a model called CheXNet, which contained 121 layers. They provided
a comparison of the results with practicing radiologists, while working
with 14 other diseases alongside pneumonia. Guan et al. (2018) devel-
oped an AG-CNN model also using ChestX-ray 14 dataset for detecting
thorax disease and achieved an average AUC of 0.871. Jain, Nagrath
et al. (2020) developed 6 models for detecting pneumonia. Two of these
models used 2 and 3 layer-based CNN and could detect pneumonia
with 85.26% and 92.3% accuracy. The accuracy of the remaining four
models — pre-trained VGG-16, VGG-19, ResNet-50, and Inception-
V3 — was 87.28%, 88.46%, 77.56%, and 70.99%, respectively. They
also suggested that those transfer learning-based pre-trained models
can overcome the vanishing gradient problem. On the Mendeley X-ray
image dataset, Chouhan et al. (2020) employed CapsNet, which made
use of a group of neurons known as the capsule, to identify pneumonia.
They combined convolutions with capsules to develop some mod-
els that outperformed the previously proposed models. Using models
named Integration of convolutions with capsules (ICC), ensemble of
convolutions with capsules (ECC), and EnCC, they achieved 95.33%,
95.90%, and 96.36% accuracy, respectively.

To detect pneumonia, Mittal et al. (2020) employed two basic
CNN and multi-layer perceptron deep learning models. They achieved
92.16% and 94.40% accuracy using MLP and CNN, respectively. Ayan
and Unver (2019) used transfer learning models: Xception and VGG-
16 for training the X-ray images to detect pneumonia. They found
that the VGG-16 approach outperforms the Xception model with 87%
accuracy. Sharma et al. (2020) used different deep learning-based
approaches for extracting features from X-ray images on the pneumo-
nia dataset. They showed that, data augmentation could improve the
performance of the model. Moreover, they also analyzed the impact
of using dropout in the models and achieved the highest 90.68% test
accuracy with augmentation & dropout, and without augmentation &
dropout, the accuracy was 74.98%. Liang and Zheng (2020) developed
a system that could recognize pneumonia by combining residual net-
work and dilated convolution. They discovered that dilated convolution
minimized information loss for the depth of the deep learning model
and the residual network was able to help overcome overfitting. With
these techniques, they were able to achieve an f1 score of 92.7%.

Several studies have been performed to detect COVID19 from CT
and chest X-ray images (Islam & Nahiduzzaman, 2022). Heidari et al.
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(2020) used X-ray images to detect COVID19 based pneumonia and
developed a convolutional neural network-based model that could de-
tect COVID-19 with 98.8% accuracy. The overall accuracy of the model
was 94.0%. Candemir et al. (2018) used X-ray images for the detection
of cardiomegaly. Using CNN based ImageNet model, they were able
to detect cardiomegaly with 88.24% accuracy. In addition, the CXR-
based pre-trained model provided 89.86% accuracy. Maduskar et al.
(2016) used segmentation and image localization-based techniques
to extract features for supervised learning models and a tuberculosis
dataset. They were successful in creating an automated method that
could accurately identify pleural effusion. Khan, Sohail, Zahoora and
Qureshi (2020) performed a survey on the most recent different ar-
chitectures of CNN. In this survey, they focused to classify the CNN
architectures into seven types of categories based on spatial exploita-
tion, depth, width, attention, etc. Khan, Sohail, Zafar and Khan (2020)
proposed two models, namely COVID-RENet-1 and COVID-RENet-2
architectures, for COVID19 specific pneumonia analysis. Furthermore,
they employed regional and edge-based operations. Finally, they used
a support vector machine algorithm for prediction and achieved an
accuracy, precision, F-score, and sensitivity of 98.53%, 98%, 98%,
and 99%, respectively. Khan, Sohail, Khan and Lee (2020) developed
two-stage CNNs where in the first stage, they enhanced CT images
using a two-level discrete wavelet transformation, and then they used a
segmentation model for the identification of COVID19. They achieved
an accuracy of 98.80% and a recall of 0.99. Khan, Sohail and Khan
(2020) proposed a CB-STM-RENet that was trained on three different
datasets and compared their work with the existing works while they
achieved accuracy and precision of 97% and 93% respectively.

3. Deep network architectures

In this section, we have described different types of deep CNN
models which are used to identify multiple diseases using chest X-ray
images. First, we have proposed a basic CNN model for predicting these
multiple diseases. Then we have used the most advanced models which
are ResNet50 (He et al., 2016), DenseNetl121 (Huang et al., 2017),
VGG19 (Simonyan & Zisserman, 2014), and MobileNetV2 (Sandler
et al., 2018). All those models are different in architecture to achieve
better performance. CNN was first used by LeCun et al. for recognition
of handwritten zip codes in 1989 (LeCun et al., 1989). This network
is one kind of deep neural network that is commonly used in the
analysis of visual images (Valueva et al., 2020). CNN is also used in
processing data, for instance, 1D sequences, 2D images such as medical
image analysis and classification, and 3D videos (Jiang et al., 2018;
Litjens et al., 2017; Sun et al., 2017). CNN was designed based on the
architecture of the biological processes in which the type of connection
between neurons is similar to the organization of the animal visual
cortex (Fukushima & Miyake, 1982; Hubel & Wiesel, 1968; Matsugu
et al., 2003). CNN is one kind of multilayer perceptron (MLP). But, CNN
has two main peculiarities, one is local connectivity, and another is
shared weights (Albawi et al., 2017). These two peculiarities have two
main advantages: one ensures the affine invariance of the networks,
and another diminishes the number of parameters. These types of
networks are most commonly used to extract knowledge from image
data (Xu et al., 2018). For this reason, we have used CNN for multiclass
classification from X-ray images. Fig. 1 shows the basic architecture
of CNN. It contains an input, an output layer, and between these two
layers, multiple hidden layers have resided. The first few stages of
hidden layers are consist of a convolutional layer (CL) which convolve
with multiplication or dot product.

3.1. Convolution layer
The image passes through the CLs in the form of a matrix. CLs are

used to extract knowledge or learn features from the input matrix of
the image (Bailer et al., 2018). A group of filters, kernels, or feature
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Fig. 1. Basic architecture of CNN.

detectors of various dimensions such as 3 x 3, 5 x 5, etc., are moved
on the whole input image. The process means that the filters convolve
with the matrix of the image and map a specific matrix which is known
as a feature map (Jain, Nagrath et al., 2020). After each convolutional
operation, the image dimensions are reduced, making the image easier
to process.

3.2. Activation layer

The activation layer is very effective because it helps the CNN
to estimate nearly any nonlinear function (Goyal et al., 2019). There
are several activation functions, for instance, ReLU, sigmoid, tangent,
etc. Most often, ReLU is used as an activation function because it is
efficient, faster, remove vanishing gradient problem and gain better
performance than any other activation function (Jain, Nagrath et al.,
2020; Krizhevsky et al., 2017).

Another activation function is used in the final fully connected layer
known as softmax. The process of the softmax includes the probabilistic
distribution of the input image to each category where the CNN was
learned (Saraiva et al., 2019).

3.3. Pooling layer

The pooling layer is placed between the two successive convolu-
tional layers. Pooling layers reduce the spatial size of the image. Two
types of pooling layers are used: one is max-pooling which selects
the maximum value, and another is average-pooling which selects the
average value from the entire neuron of each cluster at the preceding
layer (Ciregan et al., 2012; Mittal, 2020; Yamaguchi et al., 1990). In our
model, we used max-pooling with a 2 x 2 filter because it can extract
the principal features from the image (Jain, Nagrath et al., 2020). It is
used more frequently in real-life application (Krizhevsky et al., 2017;
Scherer et al., 2010).

3.4. Fully connected layer

In the fully connected layer, every neuron in one layer is connected
to every other neuron in the successive layer. The output of the pre-
ceding layer acts as an input of the first fully connected layer. Before
feeding these outputs into the fully connected layer, the output of the
last layer is flattening the matrix into a vector. Finally, this vector is fed
into the fully connected layer. For multi-class classification, the final
layer of the CNN uses a softmax as an activation function, which is
responsible for making the classification (Hashmi et al., 2020).

3.5. Dropout layer

Almost every parameter is held by a fully connected layer which
results in overfitting. There are several methods to reduce overfitting.
One of the methods for removing overfitting complexity is dropout (Sri-
vastava et al., 2014). Overfitting is decreased with dropout by ran-
domly avoiding training all neurons of each layer during the training

Table 1
Datasets splitting into training, testing, and validation sets.

Type Training set Testing set Validation set
Normal 1,650 254 224
Pneumonia 2,471 382 337
COVID19 148 28 20
Cardiomegaly 775 120 105

Lung opacity 1,162 180 158

Pleural 1,162 180 158

Total 7,368 1,144 1,002

process and hence significantly increase the speed of training (Kovacs
et al., 2017). Conventionally, a fully connected layer uses dropout. Still,
it can be used after the max-pooling layer, followed by the convolution
layer.

4. Materials
4.1. Dataset

Most scientists have recently focused on medical images for binary
classification using deep learning and transfer learning. In our study,
we have focused on the multiclass category using CNN. Here we have
merged several medical image datasets to form multiclass. We have
collected images of normal and pneumonia patients from the Kaggle
chest X-ray pneumonia database with resolutions varying from 400p
to 2000p (Mooney, 2018). This chest X-ray images was collected from
Guangzhou Women and Children’s Medical Centre, Guangzhou (Jain,
Nagrath et al., 2020). Joseph Paul Cohen et al. provided the images
of COVID19 patients from which we have collected the samples of
COVID19 (Cohen et al., 2020). Images of cardiomegaly, pleural, lung
opacity, and no finding patient have been gathered from Neo X-ray
database (Ingus, 2019). We have merged images of no-finding patients
into images of the normal patient, and then there is a total of 6
classes: normal, pneumonia, COVID19, cardiomegaly, lung opacity, and
pleural. Fig. 2 illustrates samples for normal, pneumonia, COVID19,
cardiomegaly, lung opacity, and pleural chest X-ray images.

From 9,514 chest X-ray images, the number of normal, pneumonia,
COVID19, cardiomegaly, lung opacity, and pleural patients are 2,128,
3,190, 196, 1,000, 1,500, and 1,500.

4.2. Data splitting

The main concept of the deep learning algorithms is that first, we
need to learn the model using some of the sample data, for instance,
medical image data, and using test data for calculating the model per-
formance (Koza et al., 1996). Using validation data, we can make our
model validate, i.e., how accurate the model is. Using this validation
set, the model will tune its parameters based on the results (Tyrell et al.,
2002).

Finally, the model’s accuracy is calculated by using new unseen
samples data known as test data. Using this testing set, the final



M. Nahiduzzaman et al.

A B

Expert Systems With Applications 211 (2023) 118576

.
\ B
i

F

Fig. 2. Data samples from the dataset, (A) Normal, (B) Pneumonia, (C) COVID19, (D) Cardiomegaly, (E) Lung Opacity, (F) Pleural.
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Fig. 3. Proposed methodology for multiclass classification.

evaluation of the model has been made. So it is necessary to split the
whole medical image data into training, testing, and validation sets. We
have used 12% data for testing and 12% data for validating our models.
Table 1 shows the details of the training, testing, and validation sets.
The dataset contains 7,368 images, 1,144 images for testing, and 1,002
validation sets.

5. Proposed methodology

In this article, we have tried to give an optimum solution for
predicting multiclass disease from chest X-ray images. First, we have
split the total 9,514 images into training, testing, and validation set
that we have described in Section 4.2. From Fig. 2, it is clear that the
training data is so imbalanced. We have balanced the training data
using augmentation, which will describe afterward in this section. Then
we have preprocessed our data and built our lightweight ChestX-Ray6
model. After that, we trained our model and calculated our model ac-
curacy using different types of performance measures equations. Fig. 3
shows the block diagram of our proposed methodology for multiclass
classification.

For binary classification, we have followed the concept of transfer
learning models. Transfer learning models concentrate on extracting
knowledge while solving one problem and using this knowledge to
solve another problem (West et al., 2007). In this article, we only
test our pre-trained ChestX-ray6 model using various test data from
the different datasets and finally classify two classes of normal and
pneumonia. Fig. 4 demonstrates the proposed architecture for binary
classification.

5.1. Data balancing

Data balancing is one of the crucial parts of training the model.
Because if the dataset is imbalanced, for instance, if the number of
images of one class is two or three times more significant than an-
other class, then the performance measures might not be feasible or

optimum (Fernandez et al., 2008). So it plays a considerable part in
balancing the training data. The training data is highly imbalanced
because of the number of chest X-ray images for normal, pneumonia,
COVID19, cardiomegaly, lung opacity, and the pleural patient is 1,723,
2,583, 158, 810, 1,215, and 1,215 respectively. Hence, we must balance
our training data. There are several techniques for balancing the data.
In this article, we have balanced training our data using data augmenta-
tion. After augmentation, we have 21,000 chest X-ray images and each
class has 3,500 ray images.

Again, if we trained our model using a larger dataset, then our
model would give better performance because suitable training of
CNN claims big data (Rahman et al., 2020). With the help of image
augmentation, we made the smaller image datasets large. Besides that,
during training, the model data augmentation is used to reduce the
overfitting problem and behaves like a regularizer (Albawi et al., 2017;
Shorten & Khoshgoftaar, 2019).

In this article, we have used five augmentation methods to cre-
ate new training sets as demonstrated in Fig. 5. We have used 45°
of rotation. We have translated the image in a horizontal direction
(width shift) by 20% and in a vertical direction (height shift) by 20%
as demonstrated in Fig. 5C, D, respectively. In total, 20% of image
shearing and zooming are done as shown in Fig. 5E, F, respectively.

5.2. Data preparation

Data preprocessing is an essential part of CNN because the classifica-
tion results depend on how well we preprocess our image data. First, we
resized the image into a dimension of 150 x 150 pixels for our training
process. Then we performed histogram equalization and normalized the
resized image, as demonstrated in Fig. 3.

In image processing, histogram equalization is used to adjust or
improve the contrast of the image (Hum et al., 2014). This method
dramatically impacts the images, which have backgrounds and fore-
grounds that are both dark or bright. Hence, this method significantly
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affects images of X-rays, satellites, etc. For that reason, we performed
histogram equalization on the chest X-ray images. Then we performed
normalization on these processed images.

In image processing, the range of pixel intensity values has changed
in the normalization process (Gonzalez & Woods, 2008). In computer
vision, every image is represented as a group of pixels, where the
pixel value 0 means the color of the pixel is white, and the pixel
value 255 indicates the color of the pixel is black. Depending on the
magnitude of the pixel value, the color of the images varies from white
to dark or dark to white (Chunduri, 2018). So we need a vast number
of pixel values to represent our image, which is more complex. To
reduce this complexity, we normalized our images by dividing the pixel
value by 255, and finally, we reduced the scale from 0-255 to 0-1.
Consequently, after normalization, we could represent our image using
pixel values ranging from O to 1.

5.3. ChestX-Ray6 model

Designing a CNN model is the most critical part of the research.
When designing a model, we need to keep in mind that we should
build a model that gives the best classification accuracy and reduces
both layers and processing time. Moreover, it should also correctly
diagnose the disease to help the medical physicians provide the proper
treatment for the patient. We have used the convolution layer to extract
the relevant features from the chest X-ray images that significantly
impacted the diseases and passed those features through the fully
connected layer to correctly diagnose the condition. Fig. 6 reveals our
proposed lightweight CNN model named ChestX-Ray6 for classifying
six classes of disease.

Since we proposed a lightweight CNN model, as a result, six con-
volutional layers and two dense layers have been used. ReLU has been
used as an activation function after every two convolutional layers. A
2 x 2 max pool has been used after each convolutional block. For more
reduction in complexity, three dropouts have been used: one dropout
has been used after the final convolutional layer and two after each
dense layer. The result has been determined by applying the filters to

o

Fig. 5. (A) Original image, (B) Image after rotation, (C) Image after width shift, (D) Image after height shift, (E) Image after shearing, (F) Image after zooming.

E F

all image tuples; hence, we have inserted the ‘SAME’ padding in the
first two convolution layers. Due to this, border elements have been
investigated because they frequently include critical properties for this
particular dataset. Padding has been omitted from the border elements
during the design process. The padding designated as ‘VALID’ in the
remaining convolutional layers has been used and does not consider
the boundary components. Finally, a flattening layer has been used
to flatten the matrix into a vector. Then this output is fed into the
fully connected layer. A dropout with a 0.5 probability has been used
in the first two fully connected layers. This dropout speeds up the
processing time of the model and also reduces its overfitting. A softmax
activation function has been used to make a prediction in the final fully
connected layer. Finally, the cost has been calculated using the sparse
categorical cross-entropy cost function depending on the prediction. In
addition, the cost function has been determined using back-propagation
and features map to make the CNN optimized. In this study, the Adam
optimizer has been used because it is very efficient for CNN. Moreover,
it also gives better results while training on huge datasets and reduces
the computational cost (Kingma & Ba, 2014). The learning rate has
been set to 0.001. We have trained the ChestX-Ray6 model using a
batch size of 128 and the total number of epochs is 100.

In our ChestX-Ray6 model, the image shape after the first two
convolution layers is 150 x 150x32. Afterward, the image shape is
75 x 75x32 after applying the first max-pooling layer. Table 2 shows
the rest of the output image shapes and a summary of our ChestX-Ray6
model.

5.4. Performance matrix for classification

The following performance matrices have been used to compare the
results in this study: accuracy, precision, recall, f1-score, and the area
under the curve. After our ChestX-Ray6 model had finished training,
we calculated its performance for the testing dataset (AUC). One model
can achieve high accuracy when the model has high precision and
trueness (Menditto et al., 2007) and the accuracy is given by Eq. (1).
Precision can be defined as the fraction of related samples among the
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Table 2
Summary of ChestX-Ray6 model.

Layer(type) Output shape Number of parameters
Convl_1(Conv2D) (None, 150, 150, 32) 832
Convl_2(Conv2D) (None, 150, 150, 32) 25632
pooll(MaxPooling2D) (None, 75, 75, 32) 0

Conv2_1(Conv2D) (None, 73, 73, 64) 18496
Conv2_2(Conv2D) (None, 71, 71, 32) 36928

pool2(MaxPooling2D) (None, 35, 35, 64) 0

Conv3_1(Conv2D) (None, 33, 33, 128) 73856
Conv3_2(Conv2D) (None, 31, 31, 128) 147584
pool3(MaxPooling2D) (None, 15, 15, 128) 0
dropout1(Dropout) (None, 15, 15, 128) 0
flatten(Flatten) (None, 28800) 0
fel(Dense) (None, 1024) 29492224
dropout2(Dropout) (None, 1024) 0
fc2(Dense) (None, 512) 524800
dropout3(Dropout) (None, 512) 0
fc3(Dense) (None, 6) 3078

recovered samples, and the precision is provided by Eq. (2) (Olson &
Delen, 2008). Whereas recall could be defined as the fraction of the
total number of related samples which are exactly recovered, and the
recall is given by Eq. (3) (Olson & Delen, 2008). The F-measure could
be defined as the measure of a harmonic mean, and this measure is
given by Eq. (4) (Powers, 2020).

TP+TN

Accuracy = (€8]
TP+TN+FP+FN
Precision = L 2
TP+ FP
Recall = _TIP__ 3
TP+ FN

precision * recall
P shidtitliiiidided

F=2 4

precision + recall

In the above equation, for binary classification, true positive (TP)
means that pneumonia patient is detected as pneumonia, true negative
(TN) means that a normal patient is detected as normal, false positive
(FP) means that a normal patient is incorrectly detected as pneumonia.
A false-negative (FN) means that the pneumonia patient was incorrectly
detected as a normal patient. For multiclass classification, TP means
that pneumonia, COVID19, cardiomegaly, lung opacity, and pleural
patients are correctly detected as pneumonia, COVID19, cardiomegaly,

lung opacity, and pleural, respectively. TN means that a normal patient
is detected as normal, FP implies that a normal patient is incorrectly
detected as pneumonia or any other four diseases, and FN means that
pneumonia or any other four conditions is incorrectly detected as a
normal patient.

6. Experimental results and performance analysis

In this section, the experiments and results of different performance
measures are presented. We used the Pycharm Community Edition
(2020.2.3 x 64) software and Keras with TensorFlow as the back-
end. We utilized a computer with an Intel(R) Core(TM) i7-6700 CPU
@3.40 GHz processor and 32 GB RAM, a NVIDIA GeForce GTX 1650
SUPER 4 GB GPU on a 64-bit Windows 10 Pro operating system for
performing the training and testing of our model.

6.1. Performance of the proposed model multiclass classification

We have trained our lightweight ChestX-Ray6 model using 21,000
training data and validated our model using a 1,002 validation set
where the number of normal, pneumonia, COVID19, cardiomegaly,
lung opacity, and pleural patient images are 224, 337, 20, 105, 158,
and 158, respectively. Finally, we have tested our model using the
1,144 test dataset where the number of normal pneumonia, COVID19,
cardiomegaly, lung opacity, and pleural patient images are 254, 382,
28, 120, 180, and 180, respectively, for classifying these six classes. We
trained our model for 100 epochs, and the batch size is 128. The best
training and validation accuracy of our model is 98.56% and 77.34%,
respectively. The minimum training and validation losses of our model
are 0.09 and 0.58, respectively.

Furthermore, the robustness of our model has been examined by
calculating the accuracy, precision, recall, fl-score, and AUC of our
model. We have used a confusion matrix for calculating the above
measurement, which is demonstrated in Fig. 7. We have also calculated
the true positive, true negative, false positive, and false negative using
this confusion matrix, which helped us to find our model’s efficiency.
For medical data, recall should be maximized because the patient with
the disease must be correctly identified. The average precision, recall,
and fl-score of our model without augmentation are 66%, 67%, and
66%, respectively, which are shown in Table 3.

Without augmentation, the area under the curve (AUC) of our
model is 92.04% and the overall accuracy of our ChestX-Ray6 model
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Table 3
Values of performance measures of ChestX-Ray6 model without
augmentation.
Type Precision Recall F1-score
Normal 74% 98% 84%
Pneumonia 96% 95% 95%
COVID19 57% 61% 59%
Cardiomegaly 62% 57% 60%
Lung opacity 53% 37% 44%
Pleural 57% 52% 54%
Average 66% 67% 66%

is 75%. The performance of our model has been enhanced using the
augmentation technique. Our model’s average precision, recall, and f1-
score with augmentation are 72%, 76%, and 73%, respectively. From
Table 4 it is observed that the overall performance of the ChestX-
Ray6 model is better than the transfer learning model. The accuracy
of VGG19, ResNet50, DenseNet121, and MobileNetV2 are 0.73, 0.69,
0.77, and 0.74 respectively. We have achieved better accuracy using
our model, which is 0.80.

The receiver-operating characteristics (ROC) and precision-recall
(PR) curves of our model and different transfer learning algorithms for
different classes are demonstrated in Figs. 8 and 9, respectively.

The AUC of VGG19, ResNet50, DenseNet121, and MobileNetV2 are
90.58%, 89.88%, 90.46%, and 90.62% respectively. The AUC of our
model is 94.99%. From Fig. 10, we have concluded that the overall
classification performance of our model is better than other transfer
learning models.

A lightweight model has been developed here, for that reason,
we have measured the layers and processing time to validate the
model’s high-speed capability and compared them with the other trans-
fer learning models. The convolutional layers for ChestX-Ra6, VGG19,
ResNet50, DenseNet-121, and MobileNetV2 are 6, 16, 50, 121, and 53,
respectively, and the training times are 6150.62, 8215.94, 7018.10,
7571.84, and 6457.20 s, respectively. These results could be changed
with a different computer’s configuration. The testing time of the
ChestX-Ray6 model is 2.72 s, which is quite low compared to other
transfer learning models. From the Table 5, it can be concluded that
the convolutional layers and processing time of the proposed model are
quite less than the other four transfer learning models, which reveals
the robustness of the proposed model. From the above discussion, it is
understood that the proposed lightweight ChestX-Ray6 performs well
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in the case of classification criteria and also performs well in terms of
architectural complexity and processing time for the detection of six
classes from the chest X-ray images. Though the model performed well
in the combined dataset, the performance may vary if applied to other
datasets. This criterion is not considered in this study.

6.2. Visualization analysis

In this section, we have used Grad-CAM (Gradient-weighted Class
Activation Mapping) to get a heat map of where pneumonia is most
likely to manifest itself (Selvaraju et al., 2017). This technique employs
the gradient of a target notion to produce “visual explanations” for
CNN models. We have generated a crude localization map using Grad-
CAM, showing us where we need to focus on our prediction-conception
image. While classifying the six classes, the gradients of the final
convolutional layer emphasize the chest X-ray accurately recognized
by the filters and represented in the feature maps. The Grad-CAM
visualization of the different classes has been shown in Fig. 11. From
the visualization, it is observed that the lightweight ChestX-Ray6 model
correctly detects the affected region of various lung-related diseases.

We demonstrated how our proposed model extracted the most
discriminant features from the chest X-ray images and visualized them
using principal component analysis (PCA). The dimension of the ex-
tracted features from the images is too high, and we need to reduce
the dimension using PCA for visualization since it is used to convert
the higher-dimensional data into a much smaller dimension (Fontes
& Soneson, 2011). Our proposed model’s visual discrimination feature
space is shown in Fig. 12 through a PCA-based comparison. ChextX-
ray6, VGG19, ResNet50, DenseNet121, and MobileNetV2 for the test
dataset are shown in Fig. 12 as two-dimensional plots with the first
principal component, second principal component and their relative
variance. It is observed that the proposed lightweight ChestX-Ray6
model captured more prominent information than the other transfer
learning models.

6.3. Performance of the proposed model for binary classification

In this study, we trained and tested our lightweight ChestX-Ray6
model using a merged dataset with six classes: normal, pneumonia,
COVID19, cardiomegaly, lung opacity, and pleural. In this section, we
did not train our model but only tested our pre-trained ChestX-Ray6
model using a binary class normal and pneumonia dataset. We have
tested our model using multiple folds of the test dataset to calculate our
model efficiency and compared the result of our model with other re-
search work to ensure that our ChestX-Ray6 model correctly predicted
the diseases better than the other models.

We have tested our model using multiple folds of test data, including
624 (normal: 234, pneumonia: 390), 875 (normal: 234, pneumonia:
641), 303 (normal: 151, pneumonia: 152), and 449 (normal: 170, pneu-
monia: 279) images of normal and pneumonia patients for comparison
with other works.

Fig. 13 shows the four ROC curves (also known as AUROC (area
under the receiver operating characteristics)) of our pre-trained ChestX-
Ray6 model for multiple fold test data. This acts as a significant
evaluation metric to estimate the performance of any classification
model.

Fig. 14 shows the confusion matrix of our pre-trained model for
these four-fold test data. From the confusion matrix, we have calculated
the precision, recall, fl-score, AUC, and accuracy of our model to
test our pre-trained model’s robustness for binary classification. The
accuracy of 624, 875, 303, and 449 chest X-ray images are 97.91%,
97.94%, 97.02%, and 97.77% respectively. Table 6 shows the overall
values of performance measures for multiple-fold test data.
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Table 4
Values of performance measures of different models with augmentation.
Type Precision Recall
ChestX-Ray6 VGG ResNet  DenseNet  MobileNet  ChestX-Ray6 VGG ResNet  DenseNet  MobileNet
Normal 0.89 0.73 0.64 0.69 0.76 0.99 0.95 0.95 0.94 0.95
Pneumonia 0.98 0.97 0.95 0.94 0.98 0.97 0.96 0.91 0.91 0.95
COVID19 0.63 0.79 0.58 0.8 0.74 0.96 0.54 0.5 0.71 0.61
Cardiomegaly ~ 0.68 0.62 056 0.52 0.59 0.63 0.59  0.45 0.6 0.5
Lung Opacity 0.54 0.47 0.45 0.48 0.45 0.50 0.39 0.51 0.41 0.39
Pleural 0.56 0.5 0.5 0.58 0.52 0.51 0.43 0.22 0.36 0.49
Average 0.72 0.68 0.61 0.67 0.67 0.76 0.64 0.59 0.65 0.65
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Table 5

Convolutional layers and processing time comparison for ChestX-Ray6
with different transfer learning approaches.

Model Layers Train time (s) Test time (s)
VGG19 16 8215.94 8.17
ResNet50 50 7018.10 5.29
DenseNet121 121 7571.84 9.59
MobileNetV2 53 6457.20 4.03
ChestX-Ray6 6 6150.62 2.72
Table 6
Values of performance measures of ChestX-Ray6 model for binary classification.
Test images Type Recall F1-score AUC Accuracy
Normal 98% 97% - -
624 Pneumonia 98% 98% - -
Average 98% 98% 99.76% 97.91%
Normal 98% 96% - -
875 Pneumonia 98% 99% - -
Average 98% 97% 99.81% 97.94%
Normal 97% 97% - -
303 Pneumonia 998% 97% - -
Average 97% 97% 99.90% 97.02%
Normal 98% 97% - -
449 Pneumonia 98% 98% - -
Average 98% 98% 99.92% 97.77%

6.4. Performance comparison with related works

In this section, we have compared our model performance with
other existing methods for the same dataset. The lightweight ChestX-
Ray6 has been saved and is further used as a transfer learning model.

The pre-trained model has been tested on different datasets to de-
tect pneumonia patients, and the result has been compared with the
existing work. The details of the existing techniques were described
in Section 2. Jain, Nagrath et al. (2020) used two CNN models and
some of the transfer learning algorithms (VGG16, VGG19, ResNet50,
and Inception-v3) were used to detect the two classes, normal and
pneumonia. They used the Kaggle chest X-ray dataset to train their
various models and tested them using 624 (normal: 234, pneumonia:
390) images. The best recall and accuracy of their model were 98%
and 92.32%, respectively. Chouhan et al. (2020) used Guangzhou
Women and Children’s Medical Center dataset for training their en-
semble model achieved an accuracy of 96.39%, recall of 99.62%, and
an AUC of 99.34%. Ayan and Unver (2019) achieved good accuracy
while using VGG16 over the Xception network. They used the same
fold images for testing their model, and the recall and accuracy of
their model were 88%, and 87% respectively. Liang and Zheng (2020)
used CNN to detect the pneumonia patient. They trained their model
using the same dataset and achieved an accuracy of 90.5%, recall of
96.7%, and an AUC of 95.3%. We have tested our pre-trained ChestX-
Ray6 model using the same test images and achieved more optimistic
results than the existing methods. The precision, recall, fl1-score, AUC,
and accuracy of our model are 98%, 98%, 98%, 99.76%, and 92.92%
respectively which are shown in Table 7.

Mittal et al. (2020) trained their integration of convolutions with
capsules (ICC) and an ensemble of convolutions with capsules (ECC)
using the Mendeley dataset. They tested their models using 875 (nor-
mal:234, pneumonia: 641) test images and achieved the best accuracy
with the E4CC model. We have calculated the precision, recall, and f1-
score from their confusion matrix. They reached an accuracy of 96.36%,
a recall of 98.28%. We have tested our pre-trained ChestX-Ray6 model
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using the same 875 test images and achieved a better result than the
E4CC model. We have achieved an accuracy of 97.94%, a recall of
98.28%, and an AUC of 99.81%.

Sharma et al. (2020) trained their CNN model using the Kaggle
chest X-ray dataset. They tested their model using 449 (normal:170,
pneumonia:279) test images and achieved an accuracy of 90.68%. We
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Fig. 11. Gradient-weighted class activation mapping of some diseases using ChestX-Ray6, (A) Original images indicated infected regions by radiologists, (B) Heat map, (C)

Grad-CAM.

have tested our pre-trained model using the same 449 test images and
achieved a higher accuracy of 97.77% than their model. The recall and
AUC of our model are 98% and 99.92%, respectively. From the above
discussion, it is concluded that the pre-trained ChestX-Ray6 model
outperformed six state-of-the-art models for binary classification and
validated the robustness of the proposed model.

6.5. Discussion

This section discusses the lightweight ChestX-Ray6 model’s conve-
nience of use to diagnose diseases from a merged dataset.

10

In this study, a lightweight CNN model has been proposed to classify
multiple diseases from chest X-ray images and its performances have
been compared with other transfer learning models. The performance
is shown in the Table 4. Though the model is simple in architecture, it
has only six convolutional layers and two dense layers. Still, the model
classification performance is better than the other four models. One
of the main concerns of this study is designing a model that provides
higher classification accuracy and reduces the number of layers and
processing time for large amounts of data. For that reason, here, a
lightweight ChestX-Ray6 model has been designed to measure whether
it performed well for these criteria in the case of a multiclass envi-
ronment. Table 5 shows that the convolutional layers and processing
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Table 7
Performance comparison of ChestX-Ray6 model for binary classification with existing models.

No of test images Model Precision Recall Fl-score AUC Accuracy
Jain, Nagrath et al. (2020) - 98% 94% - 92.31%
Chouhan et al. (2020) 93.28% 99.62% - 99.34% 96.39%
624 Ayan and Unver (2019) 87% 88% 87% - 87%
Liang and Zheng (2020) 89.10% 96.7% 92.7% 95.3% 90.5%
Proposed Method 98% 98% 98% 99.76% 97.92%
875 Mittal et al. (2020) 96.77% 98.28% 97.54% - 96.36%
Proposed Model 98.43% 98.28% 98.59% 99.81% 97.94%
449 Sharma et al. (2020) - - - - 90.68%
Proposed Model 98% 98% 98% 99.92% 97.77%

time are also less than the other transfer learning models. So, it is con-
cluded that the ChestX-Ray6 model achieved optimistic classification
performance results and also reduced layers and processing time.

Another concern of this study is to check the generalization power
of the proposed ChestX-Ray6 model. For that reason, the model has
been used as a pre-trained model and then measured the classification
performance in the case of binary classification. It is observed from the
comparison section that the pre-trained model has outperformed vari-
ous well-known state-of-the-art models. The proposed model achieved
a high classification performance for both multiclass and binary clas-
sification. Moreover, reduced processing time has made our model a
strong candidate for use in real-time applications. These are the main
contributions of this study.

7. Conclusion and future work

This work presents a novel lightweight CNN ChestX-Ray6 model
for detecting multiple diseases from digital chest X-ray images. We

11

have combined six classes to develop a complex multiclass environment
for lung diseases. Hence, the model has more discriminant features
to differentiate the classes. Further, classes are balanced using aug-
mentation and preprocessed using various preprocessing techniques
such as image normalization and histogram equalization. We trained
our model using 21,000 chest X-ray images and saved our model for
calculating the performance of our model for binary classification. The
classification accuracy for six classes is 80%. Here we have used our
ChestX-Ray6 model as a transfer learning model. Hence we tested
our pre-trained ChestX-Ray6 model for binary classification of normal
and pneumonia patients and achieved an accuracy of 97.94% with
precision, recall, and f1-score of 98%, which shows better performance
than the previous works. We have also compared different transfer
learning algorithms with our ChestX-Ray6 model in other performance
criteria. Here, our ChestX-Ray6 model has achieved an excellent per-
formance for both multiclass and binary classification, which can help
medical physicians diagnose these types of diseases correctly. We in-
tend to use big data in the future and expand the multiclass to more
classes.
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Fig. 13. ROC curves for binary classification, (A) 624 test images, (B) 875 test images, (C) 303 test images, (D) 449 test images.
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