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Abstract

Objective: We investigated the duration of HIV transmission clusters.

Design: 54 subjects newly infected at enrollment in the ALIVE cohort were included, all of 

whom had sequences at an intake visit (T1) and from a 2nd (T2) and/or a 3rd (T3) follow-up visit, 

median 2.9 and 5.4 years later, respectively.

Methods: Sequences were generated using the 454 DNA sequencing platform for portions of 

HIV pol and env (HXB2 positions 2717–3230; 7941–8264). Genetic distances were calculated 

using tn93 and sequences were clustered over a range of thresholds (1%−5%) using HIV-TRACE. 

Analyses were performed separately for subjects with pol sequences for T1 + T2 (n=40, “Set 1”) 

and T1 + T3 (n=25; “Set 2”), and env sequences for T1 + T2 (n=47, “Set 1”) and T1 + T3 (n=30; 

“Set 2”).

Results: For pol, with one exception, a single cluster contained >75% of samples at all 

thresholds, and cluster composition was >=90% concordant between time points/thresholds. For 

env, two major clusters (A, B) were observed at T1 and T2/T3, although cluster composition 

concordance between time points/thresholds was low (<60%) at lower thresholds for both Sets 1 

and 2. In addition, several subjects were included in clusters at T2/T3, although not at T1.

Conclusions: Caution should be used in applying a single threshold in population studies where 

seroconversion dates are unknown. However, the retention of some clusters even after 5+ years is 

evidence for the robustness of the clustering approach in general.
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INTRODUCTION

Identification of transmission clusters using HIV sequence data is a standard tool of 

molecular epidemiological studies (1–4) due in part to the computational efficiency and ease 

of use (5). Cluster analysis is particularly useful when analyzing large datasets, e.g. those 

generated from deep-sequencing technologies or country-wide HIV sequence databases (6). 

Cluster analysis can reveal epidemiologically important trends, help identify outbreaks, 

guide prevention strategies, and uncover significant risk factors for infection (7). Clustering 

methods are based on the underlying concept that genetically similar viruses likely shared a 

recent epidemiological history (e.g. direct transmission, derivation from the same source, or 

part of the same transmission chain)(5).

Interpretation of cluster dynamics is complicated by the observation that the same distance 

threshold, used with different methods (e.g. genetic distance (8) vs. tree-based (9, 10)), 

may result in different cluster compositions and capture widely different time spans (11). 

Furthermore, samples close to the time of seroconversion are more likely to cluster than 

samples from well after infection (5, 12). Since many cross-sectional and longitudinal 

population studies include subjects with unknown dates of seroconversion, clustering risk 

factors may therefore erroneously be identified (5) unless explicitly accounted for (1, 12, 

13). A combination of the two approaches may provide additional epidemiological insight 

(5).

A threshold for genetic distance can be defined as the median, mean, or maximum genetic 

distance allowed for any two pairs of sequences within a cluster. Alternatively, “single 

linkage” methods can be used, where a sequence is included in a cluster if the distance 

between it and any other sequence is below the threshold (10). However, some of these 

methods (e.g. mean and single linkage) can result in large clusters where sequences are 

“chained” together (e.g. sequence A is related to sequence B, B is related to C, C is related 

to D) resulting in large distances above the threshold for many pairs (e.g. between A and D) 

(14).

The genetic distance threshold chosen to define clusters clearly has a strong impact on the 

resulting clusters (4, 15, 16). Objective methods to select the appropriate distance threshold 

include using a priori knowledge of either the distance between epidemiologically confirmed 

transmission pairs or the intra-host evolutionary rate of samples in the dataset under study 

(5). The optimal threshold is the value which most accurately separates known linked vs 

non-linked sequences, which will change among datasets depending on the pathogen, gene 

region, and sample composition (17). In cases lacking sufficient data for these approaches, 

conservative genetic distance thresholds for the pol gene of 1% - 2% are commonly used (2, 

4, 5, 18), consistent with expected intra-host evolution of this region (4, 13, 19). While fewer 

studies have used the env gene to infer cluster dynamics, a threshold of up to 5.3% was 

found to correlate with known epidemiological linkage (17, 20), consistent with the higher 

evolutionary rate in this gene (21). Using a range of threshold values can provide insights 

that are lost when choosing only one value. For example, lower thresholds will capture the 

most closely related sequences (often interpreted as the leading edge of an epidemic)(18), 

while higher thresholds will capture mature epidemics and chronically infected individuals 
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(10). Furthermore, the mode of transmission (i.e. intravenous drug use (IDU) vs. sexual) can 

impact transmission network patterns and may require different thresholds (22).

Here, we investigate another approach for determining appropriate thresholds by using 

sequence data from longitudinally sampled individuals who were all recently infected at 

enrollment. Individuals were identified as being recently infected by a multi-serology assay 

algorithm validated in an HIV-1 clade B setting that included members of the cohort 

analyzed in this paper (23). Our objective was to assess the persistence of transmission 

clusters detected soon after transmission at two follow-up time points (up to 7 years later). 

High throughput sequencing (HTS) was generated for pol and env, providing high resolution 

for determining linkage among individuals and the ability to compare the signal between 

genes.

METHODS

Subjects.

Subjects were selected from the AIDS Linked to the IntraVenous Experience (ALIVE) 

cohort, one of the longest-running community-based cohorts of people who inject drugs 

(PWID) prospectively followed from 1988. At the conception of the ALIVE cohort, 

individuals enrolled were 89% Black and 81% male (24). All subjects were identified as 

recently infected (< 6 months) at enrollment using serological testing as follows: samples 

from subjects identified as recently infected had a BED-capture EIA value < 1.0, a BioRad 

avidity index < 80%, a viral load above 400 copies/ml and a CD4 count >200 cells/mm 

(25). A total of 54 subjects were included in the present study, all of whom had sequences 

at an intake visit (T1) and from a 2nd (T2) and/or a 3rd (T3) follow-up visit, which took 

place a median of 2.9 and 5.4 years later, respectively. Most of the 54 subjects (n=45) 

were enrolled in the period from February 1988 – April 1989; eight subjects were enrolled 

between December 1991 – October 1999; and two subjects were enrolled in 2006 (Table 

S1). Four subjects were treated with anti-retroviral therapy during the course of the study 

(Table S1).

Generation of Sequence Data.

Sample extraction and amplification was performed as previously described (26). Briefly, 

RNA was extracted from 140μL plasma. RT-PCR was used to generate portions of pol 
and env. PCR products were sequenced using the 454 DNA Sequencing platform (Roche, 

Branford, CT) as previously described (27). Sequence data were cleaned and analysis was 

performed on portions of HIV pol (HXB2 position 2717–3230) and env (HXB2 position 

7941–8264). To determine the HIV subtype, env sequences from all subjects were grouped 

at a 95% similarity threshold using USEARCH (28), and the centroid sequence from each 

group was subtyped using the REGA HIV-1 Subtyping Tool (version 3.0) available at https://

hivdb.stanford.edu/.

Genetic Distances.

Genetic distances were calculated using the tn93 program (https://github.com/veg/tn93). 

A receiver operating curve (ROC) analysis was used to determine the optimal threshold 
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to differentiate self vs. non-self using R package pROC. Sequences were clustered over 

a range of thresholds (1%−5%) using HIV-TRACE (8), which uses the “single linkage 

method” described above. For the purposes of this study, clusters were defined as containing 

sequences from >1 subject.

RESULTS

Sequences generated.

A total of 28,427 (pol) and 9,548 (env) unique consensus sequences were generated 

representing 995,423 (pol) and 339,707 (env) sequence reads, which covered the entire 

region for both genes. Analyses were performed separately for pol and env. Because some 

subjects did not have sequences for all three visits, sequences for each gene were grouped 

into sets as follows: (1) subjects with pol sequences for T1 and T2 (“pol Set 1”), (2) subjects 

with env sequences for T1 and T2 (“env Set 1”), (3) subjects with pol sequences for T1 and 

T3 (“pol Set 2”), and (4) subjects with env sequences for T1 and T3 (“env Set 2”) (Table 1, 

Supplemental Table 1). All sequences were classified as HIV subtype B.

Optimized threshold based on intra-host and inter-host comparisons.

For pol, the ROC-determined optimal distance threshold for Set 1 subjects was 1% at T1 and 

1.6% at T2. For pol Set 2 subjects, the optimal distance was also 1% at T1, and 2.2% at T3. 

For env, the distance threshold that optimally separated intra-host vs. inter-host comparisons 

for Set 1 subjects was 2.2% for T1 and 3.8% for T2. For env Set 2 subjects, the optimal 

distance for T1 was 1.3%, and 5.1% for T3.

Cluster composition for pol Set 1.

For the 40 subjects with pol sequence data at T1 and T2 (Set 1), for T1 a single cluster 

contained 31 subjects at 1% (Figure 1A, Supplemental Figure 1A). An additional four 

subjects were added at 2% (n=35) and another three at 3% (n=38). At 4% and 5%, all 40 

subjects were in a single cluster. For T2, a single cluster was also observed at each threshold, 

with the composition being similar (although slightly smaller) than those at T1 (Figure 1A, 

Supplemental Figure 1B).

To determine the cluster persistence between time points, we calculated, for each threshold, 

the number of subjects in the T2 cluster who were also in the cluster at T1, as a proportion 

of the total number of subjects in the cluster at T1. The results were as follows: 1%: 29/31 

(0.94); 2%: 35/35 (1.0); 3%: 36/38 (0.95); 4% and 5%: 40/40 (1.0). Note that at 1% and 3%, 

the T2 cluster contained one subject who was not part of the T1 cluster at the corresponding 

threshold.

Cluster composition for pol Set 2.

For the 25 subjects with pol sequence data at T1 and T3 (pol Set 2), for T1 a single cluster 

contained 18 subjects at 1%, which increased by three subjects at 2% (n=21), another two 

subjects at 3% (n=23), and the remaining two subjects at 4% and 5% (n=25, Figure 1B, 

Supplemental Figure 1C). All subjects were in the cluster at the highest two thresholds.
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For T3, two clusters were detected at 1%, containing 12 and two subjects, respectively 

(Figure 1B); however, one subject in the small cluster also had sequences in the larger 

cluster as well (Supplemental Figure 1D). At 2%, subjects in both clusters condensed into 

the single cluster, with seven additional subjects (n=19). At 3% an additional three subjects 

were included (n=22), and at 4% and 5%, two additional subjects were included (n=24). One 

subject did not cluster at all, even at the highest threshold.

For each threshold, the number of subjects in the T3 cluster who were also in the cluster at 

T1, as a proportion of the total number of subjects in the cluster at T1, were as follows: 1%: 

12/18 (0.66); 2%: 19/21 (0.90); 3%: 22/23 (0.96); 4% and 5%: 24/25 (0.96).

Cluster composition for env Set 1.

For the 47 subjects in Set 1, subjects were broadly grouped into two large clusters (Group A 

and Group B) at the lower thresholds (1% - 3%, Figure 2A, Supplemental Figure 2A). For 

T1 at 1%, two small Group A clusters (A1: n=5; A2: n=6) and two small Group B clusters 

(B1: n=2; B2: n=3) were observed. At 2%, clusters A1 and A2 merged with an additional 

8 subjects, and B1 and B2 merged with an additional 5 subjects. At 3%, the single Group 

A cluster gained two subjects and the single Group B cluster remained the same. At 4%, 

the Group A and Group B clusters merged into a single cluster (with an additional three 

subjects), which then gained another three subjects at 5%. Nine subjects did not cluster at 

all, even at the highest threshold.

For T2, at the 1% threshold, a single cluster contained a subset (n=4) of the A2 cluster 

(Figure 2A, Supplemental Figure 2B). At 2%, a total of four clusters contained: (1) a subset 

of A1 (n=3); (2) all of A2 (n=6), plus one subject from A1 and two subjects from the larger 

Group A; (3) one subject from Group A and one non-A/B subject; and (4) all of B1 (n=2), 

a subset of B2 (n=1), and one additional subject from Group B. At 3%, the single Group A 

cluster now comprised all of A1, all of A2, nine additional Group A subjects, one non-A/B 

subject, plus another subject who was not detected in any cluster at the first time point. 

The single Group B cluster contained all of B1, all of B2, plus four additional Group B 

subjects and one non-A/B subject. At 4%, all subjects merged into a single cluster, plus three 

additional subjects. At 5%, two additional subjects were added who were present at in the 

large single cluster at T1, plus another two subjects who were not.

Comparing the cluster composition between time points at the same distance threshold was 

not as straightforward for env as with pol as there were multiple clusters at each threshold. 

We therefore calculated, for each threshold, the number of subjects in any cluster at T2 who 

were also in any cluster at T1, as a proportion of the total number of subjects in a cluster 

at T1. The proportions were as follows: 1%: 4/16 (0.25); 2: 16/29 (0.55); 3%: 29/31 (0.94); 

4%: 35/35 (1.0); 5%: 38/38 (1.0). (Note that some subjects in T2 clusters were not included 

as they did not appear in T1 clusters at the corresponding threshold.)

For the ROC-defined thresholds (rounded to the nearest whole number), two clusters were 

found for T1 at 2%, and only one cluster for T2 at 4%.
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Cluster composition for env Set 2.

For the 30 subjects in Set 2, subjects also clustered into two major groups (denoted A* and 

B*; Figure 2B, Supplemental Figure 2C). Subjects in the Group A* and Group B* clusters 

were largely a subset of those in the Group A and B clusters from the Set 1 analysis. For T1 

at 1%, two clusters were observed: (1) A1* (n=4) and (2) A2* (n=4). At 2%, two clusters 

contained: (1) all of A1*, all of A2*, plus three other Group A* subjects, and (2) five B* 

subjects. At 3%, the Group A* cluster remained unchanged, while the Group B* cluster 

gained two subjects. At 4%, both clusters merged into a single cluster, plus an additional 

two subjects. At 5%, the single cluster added another five subjects. Five subjects remained 

unclustered at the highest threshold.

For T3, no clusters were observed at 1% or 2% (Figure 2B, Supplemental Figure 2D). At 

3%, four clusters were observed: (1) all of A2*; (2) a subset of A1* (n=2); (3) one subject 

from A1*, plus an additional subject not observed in any cluster at T1; and (4) three Cluster 

Group B* subjects. At 4%, three clusters were observed: (1) one subject from A1* plus an 

additional subject not observed in any cluster at T1; (2) all of A2* (n=4), a subset of A1* 

(n=2), one additional Group A* subject, and two non-A*/B* subjects; and (4) six Group 

B* subjects. At 5%, the Group A* and B* cluster merged, and included all of A1* (n=4); 

all of A2* (n=4), two Group A* subjects, one subject not observed at T1, seven Cluster B* 

subjects, and an additional four non-A*/B* subjects. Six subjects remained unclustered at 

the highest threshold.

For each threshold, the number of subjects in any cluster at T2 who were also in any cluster 

at T1, as a proportion of the total number of subjects in a cluster at T1, were as follows: 1%: 

0/8 (0); 2%: 0/16 (0); 3%: 10/19 (0.53); 4%: 15/20 (0.75); 5%: 23/25 (0.92).

For the ROC-defined thresholds (rounded to the nearest whole number), two clusters were 

found for T1 at 1%, and one cluster for T3 at 5%.

Time of samples.

We then sought to determine if the time between visits was associated with clustering 

patterns in env (Supplemental Figure 3). In general, the times between T1 and T2 and T1 

and T3 were similar for the subjects in small clusters (A1, A2, B1, B2) compared to the rest 

of the subjects. The exceptions were for env Set 1, where the time between T1 and T2 was 

well below the interquartile range for two A1 and one A2 subjects. These three samples did 

not have a T3 sample. Finally, we considered whether sampling year was associated with 

clustering patterns in env (Supplemental Figure 4). Of the 11 subjects who did not cluster in 

at least one env analysis, five were initially sampled in 1994 or later (out of a total of seven), 

while six were initially sampled from 1998–1998 (of a total of 41 subjects).

DISCUSSION

Here, we investigated the duration of cluster composition among 54 subjects who were 

newly infected at study enrollment of the ALIVE cohort using HTS for the pol and env 
genes. Our goal was to determine whether transmission clusters present at the first visit (T1) 

were detectable at the second (T2) and third (T3) visits.
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We found a single cluster for pol at nearly all time points/thresholds, which likely reflects 

the shared geographic location, risk group, and early sampling dates of the subjects. 

However, it is somewhat surprising that 5+ years later, the cluster composition was basically 

unchanged. This may be explained in part by the single linkage clustering algorithm itself, 

which adds a sequence to a cluster if the distance between it and at least one other sequence 

in the cluster is less than the distance threshold (as opposed to the distance between the 

query sequences and all other sequences being less than the threshold). This can result in 

clusters containing pairs of sequences separated by distances higher than the threshold. HTS 

data may exaggerate this behavior, since each subject has multiple sequences, rather than 

just a single consensus. Further investigation of this point may clarify the issue (18). In 

this study, the majority of subjects (n=47) provided all samples prior to the introduction of 

HAART in 1996, and therefore the impact of drug-resistant mutations in pol is not expected 

to impact the results.

For env, the ROC-defined thresholds of self vs. non-self also increased with time, although 

possibly more rapidly than expected given the intra-host env evolutionary rate of ~ 0.005 

substitutions/site/year (29, 30). Interestingly, at the ROC-defined thresholds at T2 and T3, 

only a single large cluster was observed. When comparing cluster composition at the same 

thresholds, the number of subjects in any cluster at T2 who were also in a cluster at T1, 

as a proportion of the total number of subjects in a cluster at T1, were highest at the 4% - 

5% thresholds. This behavior is somewhat expected: low thresholds are expected to capture 

more recent transmission events, and the accumulated divergence among subjects over time 

will eventually exceed lower diversity thresholds. On the other hand, the clusters at 4% - 

5% also contained the majority of subjects. These results suggest that the use of a single 

threshold may obscure epidemiologically relevant information.

The composition of the two large clusters (A and B) at T1 in env was generally maintained 

at T2 and T3. However, an entirely new cluster of two subjects was observed at both T2 

and T3 that was not present at T1, and subjects who did not cluster at all at T1 were 

found in clusters at T2. These results are somewhat surprising: while the breakdown of 

clusters would be expected over time as more lineage-specific mutations accumulate in each 

subject, the addition of subjects into clusters (and the generation of new clusters entirely) 

at later time points is unexpected, since this implies that related sequences accumulate 

more diversity over time than non-related sequences over time. Again, this may have 

resulted from the single linkage clustering method and/or the use of HTS data. Alternatively, 

the observed “new” clusters at later time points may actually represent true transmission 

clusters. Intravenous drug use allows more virus to be transmitted than sexual transmission 

and the possibility of multiple founder populations (31). While HTS is expected to capture 

greater diversity than older Sanger-sequencing method it is possible that unsampled lineages 

at the first time point obscured true transmission events (32).

The difference in clustering patterns between pol and env are not unexpected, as different 

regions of the HIV genome are subject to different selective pressures. For example, env 
diversification resulting from host immune pressure and changes in tropism is expected 

to contribute to a higher substitution rate than pol, and recombination can further unlink 
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transmission histories among HIV genes (33). The use of multiple regions may therefore 

provide enhanced ability to recover epidemiolocal linkages (34).

These results are consistent with those reported by Redd et al (35), which analyzed a subset 

(n=23) of the subjects in the present study. Redd and co-authors used HIV-TRACE at a 

single distance threshold (2%) to cluster HTS sequences from the first time point. They 

found three distinct clusters, which corresponded to the clusters defined here as Group 

A2, Group A1/larger Group A, and larger Group B, respectively. They confirmed these 

results using single genome amplification of the same samples. The inexact congruence of 

cluster assignment between the two studies is very likely due to the inclusion of additional 

subjects in the present analysis. Here, a lower distance threshold (1%) was necessary to 

obtain similar resolution as found in the earlier study (35), suggesting that that the choice 

of distance threshold might be further conditioned on the number of subjects included in the 

analysis.

This study has a several limitations. Epidemiological confirmation of transmission pairs was 

not available, so the genetic clusters could not be confirmed. Because the methods used here 

did not account for unsampled subjects, and the subjects included in this study were only a 

small subsample of the PWID epidemic in Baltimore at the time, it is likely that clustered 

subjects were not involved in direct transmission events. A strength of the study was the use 

of high-throughput sequencing, which provided much greater depth of diversity than bulk 

Sanger sequencing. Follow-up studies using phylogenetic methods would provide additional 

insight into the maintenance of clustering signal over time. Overall, our results suggest 

caution in equating clusters with transmission events, particularly at higher thresholds. 

However, the fact that some clustering patterns were retained after 5+ years of divergence, 

provides confidence for the use of these methods in studies where seroconversion times are 

unknown.
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Figure 1. Cluster composition for composition for pol sequences for (A) Set 1 and (B) Set 2.
Filled circles represent samples, which are colored according to their cluster designation at 

T1 for both Sets, as specified in the legend, and retain the same color for the later time point. 

Larger grey dotted-line circles indicate clusters at the genetic distance thresholds (1% - 5%) 

listed across the top for each analysis. Time points for each set are denoted with dotted box: 

(A) T1, top; T2, bottom; (B) T1, top; T3, bottom. The number of samples that did not cluster 

is indicated at the bottom of each time point (+n).
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Figure 2. Cluster composition for composition for env sequences for (A) Set 1 and (B) Set 2.
Filled circles represent samples; larger grey dotted-line circles indicate clusters at the genetic 

distance thresholds (1% - 5%) listed across the top for each analysis. Time points for each 

set are denoted with dotted box: (A) T1, top; T2, bottom; (B) T1, top; T3, bottom. Samples 

are colored according to their cluster designation at T1 for both Sets, as specified in the 

legend, and retain the same color for the later time point. Samples only appearing at the later 

time point are denoted in the legend. The line indicates samples that were not present at the 

earlier time point for the same threshold. Clusters are labeled (A, B, A*, B*) as described in 

the text. The number of samples that did not cluster is indicated at the bottom of each time 

point (+n).
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Table 1.

Number of subjects with sequences in each dataset.

number subjects pol Set 1 pol Set 2 env Set 1 env Set 2

20 x x x x

3 x x x

4 x x

2 x x x

10 x x

3 x x

1 x x

8 x

2 x

1 x

54 40 25 47 30

X indicates that the subject has data for that dataset. Totals are given in bold at the bottom.
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