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Predictive analytic models leveraging machine learning methods increasingly have become vital

to health care organizations hoping to improve clinical outcomes and the efficiency of care

delivery for all patients. Unfortunately, predictive models could harm populations that have

experienced interpersonal, institutional, and structural biases. Models learn from historically

collected data that could be biased. In addition, bias impacts a model’s development, appli-

cation, and interpretation. We present a strategy to evaluate for and mitigate biases in machine

learning models that potentially could create harm. We recommend analyzing for disparities

between less and more socially advantaged populations across model performance metrics (eg,

accuracy, positive predictive value), patient outcomes, and resource allocation and then

identify root causes of the disparities (eg, biased data, interpretation) and brainstorm solutions

to address the disparities. This strategy follows the lifecycle of machine learning models in

health care, namely, identifying the clinical problem, model design, data collection, model

training, model validation, model deployment, and monitoring after deployment. To illustrate

this approach, we use a hypothetical case of a health system developing and deploying a ma-

chine learning model to predict the risk of mortality in 6 months for patients admitted to the

hospital to target a hospital’s delivery of palliative care services to those with the highest

mortality risk. The core ethical concepts of equity and transparency guide our proposed

framework to help ensure the safe and effective use of predictive algorithms in health care to

help everyone achieve their best possible health. CHEST 2022; 161(6):1621-1627
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mortality risk has been shown to decrease
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care when palliative care is conducted earlier during
serious illness.3

Case Presentation
Imagine that a hypothetical medical center’s data
scientists develop a machine learning model to determine
a patient’s risk of dying within 6 months of hospital
discharge so that palliative care services could be targeted
to those patientsmost in need. The data scientists built the
model with historical records of patients who died within
6months of hospital discharge and thosewho did not. The
risk score then was integrated into the electronic health
record (EHR) to prompt clinicians to consider palliative
care consultation with the goal of increasing inpatient and
outpatient palliative care consultation at the medical
center. How should the health system leaders and data
scientists reduce the risk that such a model might
inadvertently cause inequity?

Clinical decision support tools using machine learning
and patient-level data have the potential to decrease
health care costs and improve health care quality and
clinical outcomes.4 In critical care, machine learning
models have been more accurate than logistic regression
models and early warning scores for predicting clinical
deterioration in hospitalized patients.5,6 However,
machine learning could exacerbate or create new
inequities in our health and social systems.7-9 Therefore,
the American Medical Association passed policy
recommendations to “promote the development of
thoughtfully designed, high-quality, clinically validated
health care AI that . . . identifies and takes steps to
address bias and avoids introducing or exacerbating
health care disparities including when testing or
deploying new AI tools on vulnerable populations.”10

Definition of Health Equity
The World Health Organization states, “Equity is the
absence of unfair, avoidable or remediable differences
among groups of people, whether those groups are
defined socially, economically, demographically, or
geographically or by other dimensions of inequality (eg,
sex, gender, ethnicity, disability, or sexual orientation).
Health is a fundamental human right. Health equity is
achieved when everyone can attain their full potential
for health and well-being.”11 The Robert Wood Johnson
Foundation explains the difference between equality and
equity with a bicycle analogy.12 Rather than each person
receiving the same size bicycle (equality), each person
receives the appropriately sized bicycle for their height
or a tricycle for a person with a physical disability
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(equity). Our framework to integrate equity into
machine learning models in health care is designed to
meet the following three criteria based on the World
Health Organization definition of health equity: (1)
everyone reaches their full potential for health, (2) each
person has a fair and just opportunity for health, and (3)
avoidable differences in health outcomes are eliminated.

Framework to Integrate Equity Into Machine
Learning Models in Health Care
In Figure 1, we propose a framework to integrate equity
intomachine learningmodels in health care that identifies
potential disparate impacts and helps to ensure that
models are doing no harm and are designed proactively to
advance health equity. Table 113 provides
recommendations at each step of the framework to
integrate equity into machine learning algorithms. Please
refer to the accompanying vantage article for a more
detailed discussion of the machine learning concepts
discussed in this case study. The overarching goals of the
framework are health equity and transparency.
Throughout the six phases of machine learning
development, health system leaders and data scientists
should look for disparities between less and more socially
advantaged populations (eg, across race, ethnicity, and
socioeconomic status) in the following three areas: (1)
model performance metrics (eg, sensitivity, specificity,
accuracy, and positive predictive value),9 (2) patient
outcomes, and (3) resource allocation. Identification of
disparities in any of these areas should motivate a root
cause analysis for the sources of those disparities (eg,
biased data, faulty judgment in model building,
inappropriate goal or use of the model); discussion of
whether any fairness, justice, or equity issues are
relevant13; and brainstorming on the solutions to any
equity problems. No simple, rigid, “plug and play”
solution exists to ensure health equity in the development
and use of machine learning algorithms.

Transparency is a critical ethical principle throughout this
process. Most commonly, data scientists have discussed
the importance of eliminating amachine learningmodel’s
so-called black box and enabling potential users to see the
actual algorithms and validation data so that they can
judge the quality and appropriateness of the model for
their purposes.14We believe that transparency alsomeans
that patients and communities actively are involved
throughout the model development and deployment
processes inception. Equitable results are more likely
when power is shared meaningfully with patients and
communities. Patients and communities need full
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Figure 1 – Diagram showing the framework to integrate equity into machine learning models in health care. AUC ¼ area under the receiver operating
characteristic curve; PPV ¼ positive predictive value; P-R Curve ¼ precision recall curve.
transparency as to how these machine learning models
function, what data are going in, how data are
manipulated and analyzed by the algorithm, what data are
coming out, and how the results will be used by the
institution and care team (eg, which care interventions
will be applied, depending on the results). Transparency
raises the ethical issue of the willingness of the health care
institution to make the model fully public and
chestjournal.org
understandable as a function of power shared, power
withheld, or both. Systemic racism and other forms of
oppression and discrimination can play out in insidious
ways in and between organizations.15 Ethically,
employees, patients, and communities need to be able to
understand and “see” how systemic issues play a role in
the creation, function, and application of the algorithms
so that they then can engage in praxis, that is, altering any
1623
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TABLE 1 ] Recommendations at Each Step of the Framework to Integrate Equity Into Machine Learning
Algorithmsa

Model design
Ensure that the primary goal of the machine learning algorithm is achieving optimal equitable patient outcomes.
� Review the relevant literature and community-level data for your patient service area to learn about the existing health

inequities related to the health condition(s) that will be addressed by the machine learning algorithm.
� Discuss how and why this new machine learning algorithm could create new disparities or could exacerbate existing

disparities.

Ensure that the goals of the model developers and users are aligned together and consistent with overall goal of achieving
health equity (as outlined in Fig 1).
Discuss how potential nonclinical goals such as efficiency, saving money, and increasing revenue relate to the clinical goals
and how these nonclinical goals may impact the overall goal to achieve health equity.
Check that the model development and review team have sufficiently diverse expertise and perspectives.
� Required stakeholders include patients living with the health conditions that the machine learning algorithm will address

and their family members.
� Identify a stakeholder leader or facilitator with the training and expertise to lead group discussions on potentially

emotionally charged and difficult topics, such as racism and other forms of oppression and discrimination.

Data collection
Check for bias in the historical data on which the model will be developed.
This step is vital to ensure that the protected group is represented adequately in your potential model’s outcome and
predictors. The data scientist developing the model should evaluate for the following biases in the data:
� Minority bias: insufficient numbers of the protected groupb

� Cohort bias: groups defined so broadly that more granular protected groups are not identified
� Missing data bias: data missing from protected groups because of nonrandom, biased reasons
� Informativeness bias: features (predictor variables) are less informative in the protected group
� Label bias: outcome (label) is an imperfect proxy, rather than the truth for protected group because of health disparities
� Training-serving skew: Training data not representative of the groups on which the model will be used.

Model training and validation
Intentionally consider model performance metrics, patient outcomes, and resource allocation during model development.
Data scientist to use machine learning techniques that reduce overfitting and have been shown to be accurate in predicting
the same clinical outcome or similar clinical outcome in the literature.
Model developers should share the patient demographics of the training dataset transparently to ensure that this information
is available to future data scientists who may want to use the model.
Evaluate performance metrics such as sensitivity, specificity, positive predictive value, false-positive rate, negative
predictive value, area under the receiver operating characteristic curve, and area under the precision-recall curve for the
outcome of interest in the test dataset across potential demographic variables.
� This includes race, ethnicity, age, sex, sexual orientation, gender identity, socioeconomic status, payer status, religion,

citizenship status, preferred language, and disability.

Evaluation of model deployment
Discuss with diverse stakeholders whether to deploy the model, explicitly considering the ethical concepts of health equity
and transparency, and the analysis of model performance metrics, patient outcomes, and resource allocation.
� Based on the model’s validation data, key stakeholders can decide whether the model should be deployed.
� If differences are found in the model’s performance across patient groups, the stakeholders will have to decide how much

difference is too much to deploy the model.
� How are stakeholders ensuring that interventions are tailored to meet the needs of different patient groups?
� In larger health systems, the modeling team needs to ensure that equity exists in the deployment locations of predictive

models across their clinics and hospitals.

Monitored deployment
Launch and evaluate the model, incorporating feedback of diverse stakeholders.
All models that are deployed in the clinical environment must be monitored actively by a dedicated team to check whether
the model’s accuracy changes over time and to ensure that frontline clinicians are using the model as intended.
� This requires both continued evaluation of model performance (quantitative feedback) and stakeholder focus groups or

interviews (qualitative feedback).
� A hospital or health system modeling team should monitor that the model is not deployed to a new patient population

without evaluating the model’s accuracy in this new population.

Look for biases in interactions with clinicians:
� Automation bias: clinicians automatically act on model that is less accurate for the protected group

(Continued)
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TABLE 1 ] (Continued)

� Feedback loops: if clinicians accept the recommendation of a model even when it is incorrect to do so, the model’s rec-
ommended and actual prescribed treatment will overlap, and if the model is updated in the future with newer data, it will
learn to continue these mistakes

� Dismissal bias: clinicians compensate for model that is less accurate in protected groups by ignoring the model’s
recommendations

� Allocation discrepancy: fewer resources allocated to the protected group because that group has disproportionately fewer
positive predictions.

Look for biases in interactions with patients:
� Privilege bias: protected group has less access to the model or the benefits that could result from the model, which could

be identified with qualitative data from patients and clinicians
� Informed mistrust: protected group avoids care that uses the model because of prior or current exploitation, or both, or

unethical practices
� Agency bias: protected group does not have input into the development and deployment of the model, which is something

we hope is mitigated by using our proposed framework.

aBiases based on the definitions of Rajkomar et al.13
bPopulations that experience individual and structural biases are the protected group in this table.
aspect of the process as needed to ensure or maximize
equity.16
Model Design and Data Used to Build Model
In this hypothetical case, the health care system aims to
integrate a clinical decision support tool into the EHR to
prompt clinicians to consider inpatient palliative care
consultation for patients at the highest risk of dying
within 6 months after discharge. This predictive model
approach has been shown by other academic medical
centers to increase adoption of advance care planning
and end-of-life care.17-19 The goal and model design
should be developed and reviewed transparently with
critical stakeholders, including clinical leaders (in this
case, palliative care, hospital medicine, oncology, and
nursing), social workers, case managers, medical
informatics leaders, medical ethicists, patients, data
scientists, and diversity, equity, and inclusion leaders.

Stakeholders may identify two key data issues that raise
equity concerns. First, are the death data from this
health system’s EHR sufficiently accurate and complete?
Concerns have been raised about using a single source to
determine mortality data in the Veterans Affairs
administration and other cohorts.20 Alternatively,
should the hypothetical health system use the Social
Security Administration Death Master File, matched to
their patients by social security number and date of
birth? Major differences between the health system’s
record of mortality and the Social Security
Administration Death Master File could encode bias
into the final model. For example, if Black patients have
more disjointed outpatient care than other health system
patients, outpatient deaths may not be captured as
accurately in the health system data. As a result, if a
chestjournal.org
model is trained with only the health system data, Black
patients could be misclassified as low risk because of
missing death data in the EHR. Second, stakeholders and
patients may want assurances that the final model
similarly is accurate across different races and
ethnicities. The inclusion of diverse stakeholders and
patients at this early stage increases the chances that a
medical center’s data scientists are alerted to potential
biases and that interventions based on a model’s output
can maximize health equity.

After the initial model design phase, data scientists
compile data to train and test the machine learning
model. Data scientists can discover biases
unintentionally encoded in the data through their own
inquiry and those identified by stakeholders and patients
in the design phase. Data scientists should evaluate if the
outcome of interest or clinical predictors systematically
differ between less and more socially advantaged
populations. In this hypothetical case, given the
concerns about potential bias in EHR mortality data, the
data scientists should look for differences in 6-month
mortality across race and ethnic groups in the training
data. They may find that the rate of 6-month mortality
for Black patients was not different from that of White
patients. The similar measured mortality rates may raise
concerns of underdetection of deaths among Black
patients if they have higher rates of medical and social
risk factors than White patients.
Model Training and Validation
After systemically evaluating if the outcome of interest or
clinical predictors systematically differ between less and
more socially advantaged populations, data scientists should
proceed with model training. A health system’s data
1625
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scientists should use machine learning techniques that
reduce overfitting and have been shown to be accurate in
predicting outcomes similar to those of interest.6,21

Overfittinghappenswhenamodel learns the trainingdata so
well that it negatively impacts the model’s performance on
new data.22 In this hypothetical case, the data scientists and
clinical stakeholders chose the outcome of death within
6months of the date of hospital discharge so that they could
design interventions based on the model’s risk calculation
with sufficient time to achieve equitable outcomes across all
patient groups. Using a decision tree-based modeling
technique like XGBoost is important because it is one of the
most accurate and best-calibrated machine learning
methods for predicting inpatient mortality,23,24 and its
recursive tree-based decision system is more easily
interpretable.25 The data science team should report how it
validated the model, which is particularly important when
using the same patient cohort for training and testing of the
model. The team may decide to use temporal validation—
testing the performance of themodel on subsequent patients
in the same setting—to evaluate its accuracy in patientsmost
like those encountered in the real-time implementation of
the model.26 To increase transparency, frontline clinicians
should receive model fact sheets that summarize how every
specificmodel was developed and validated, what checks for
biaswere performed, andhoweach should be used clinically.

After the model is trained, the health system data
scientists would determine the accuracy of its machine
learning model by examining sensitivity, specificity, area
under the receiver operating characteristic curve, and
area under the precision-recall curve for predicting
mortality within 6 months of hospital discharge in the
test dataset.27 They also may perform an analysis of area
under the receiver operating characteristic curve
stratified by race and sex. A key priority for this specific
model could be to minimize false-negative rates in Black
patients. Patients with False-negative findings would
miss the opportunity to be identified for palliative care
services earlier in the disease course.

Evaluation of Model Deployment
The data science team should discuss the model
validation results with other stakeholders to determine
whether to deploy the model. In this hypothetical case,
the stakeholders may recommend a pilot that would
alert physicians and social workers on just the hospital
medicine service to patients at high risk of 6-month
mortality so that they could consider inpatient palliative
care consultation. A pilot limited to one hospital service
line would evaluate whether the derived model
1626 Case-Based Discussion
generated similar results when integrated into the real-
time EHR environment and clinical setting. We
recommend that any health system considering full
deployment of new models examine any pilot data,
identify any disparities in outcomes among different
populations, and conduct a root cause analysis of the
drivers of those disparities. Interventions based on the
model’s output should be tailored for less socially
advantaged populations in the health care system to
address those disparities. In this hypothetical case, the
health system may find that less socially advantaged
patients may need more help with transportation to
outpatient palliative care appointments.

Monitored Deployment
We recommend that any health system has a team of
leaders in clinical quality, informatics, data and
analytics, and information technology who continuously
monitor deployment of operational machine learning
models.4 In this hypothetical case, such a team would
review the inpatient 6-month mortality model quarterly
to check that its accuracy does not change over time and
to ensure that it is being used as intended by frontline
clinicians. A health system’s modeling team should
ensure that this hypothetical model increases inpatient
and outpatient palliative care consultation for
hospitalized patients at high risk of 6-month mortality.
If the initial goal of optimal equitable outcomes is not
achieved for any deployed model, the model, subsequent
interventions based on the model’s input, or both will
need to be changed. Finally, health care organizations
need to incorporate feedback from frontline clinicians
and staff and patients after a model is deployed to
improve system processes and outcomes.

Discussion
This case study of developing and deploying a machine
learning model to predict 6-month mortality illustrates
the potential power as well as the equity challenges
associated with implementing machine learning models
into a health system. We present a structured strategy to
evaluate for and mitigate harmful bias in machine
learning models for health care organizations. The use of
this framework is one way to ensure the safe, effective,
and equitable deployment of predictive models,
especially those using machine learning, in health care
that can advance health equity.

The main goal of our framework is for machine learning
models deployed in health systems to achieve health
equity paired with transparency to clinicians and
[ 1 6 1 # 6 CHES T J U N E 2 0 2 2 ]



patients. As outlined and reviewed through the lens of
this hypothetical case, we recommend that health system
model developers and leaders look for disparities in
model performance metrics, patient outcomes when the
model is turned on, and allocation of resources to
patients based on model’s output. Because each health
system and machine learning model are different, no
simple solution exists to ensure health equity in
developing and using machine learning algorithms.
However, we believe our framework can ensure the best
chance for safe, effective, and equitable deployment of
machine learning models in health care if used within a
broader organizational culture in which equity activities
move beyond a check-the-box mentality and everyone
takes responsibility for proactively identifying inequities
and addressing them.16

Despite our concerns that machine learning has the
potential to exacerbate health disparities and inequity,
we remain optimistic that this technology can improve
the care delivered to patients substantially if it is
integrated into health care systems thoughtfully. Because
each system is unique, we recommend that each system
assemble a team of diverse stakeholders that can create a
local approach for model building and deployment that
advances equity based on our framework. All patients
can benefit fairly from machine learning in medicine if
equity is a key consideration in how machine learning
models are developed, deployed, and evaluated.
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