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Abstract

Surgeons are uniquely poised to conduct research to improve patient care, yet a gap often exists 

between the clinician’s desire to guide patient care with causal evidence and having adequate 

training necessary to produce causal evidence. This guide aims to address this gap by providing 

clinically relevant examples to illustrate necessary assumptions required for clinical research to 

produce causal estimates.
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Introduction

Surgeons working at the intersection of academics and clinical care are uniquely poised 

to conduct informed, relevant, and timely research to improve processes of care and 

patient outcomes. Research involvement can also broaden surgeons’ perspectives on their 

clinical work, satisfy intellectual curiosity, and aid in career development.1,2 Additionally, 

research is often an explicit expectation of many clinical training programs and an essential 

component of academic promotion criteria.
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While most medical students and academic physicians believe that participation in clinical 

research is important,3–6 very few have formal training in research methodology5 or 

sufficient knowledge of biostatistics to conduct rigorous research.7 The number of clinicians 

participating in formal physician-scientist pathways or intensive Master’s or doctoral degree 

programs is declining.8 Most clinicians first conduct research during non-degree-awarding 

academic residencies, fellowships, and other positions that may not include formal research 

training.

It is important to ensure that clinicians who have not undertaken additional advanced 

research training have the resources and support they need to conduct high quality clinical 

research. As epidemiologists working in an interdisciplinary injury research center, we often 

find ourselves working with surgeons who are caught between a desire to implement the best 

possible analytic strategy for a given research project and uncertainty around which strategy 

is the most appropriate. One of the most frequent challenges we have observed is confusion 

regarding causality in clinical research. This confusion includes understanding whether a 

research question is causal, when a statistical estimate may be interpreted as a causal effect, 
and how to best contribute to the evidence base when available data and statistical estimates 

aren’t suited to interpretation as causal effects.

Clinicians without formal research training may rely on simplifying rules-of-thumb 

regarding evidential value in clinical research. One such rule is that only randomized 

controlled trials produce causal evidence.9,10 Yet, in practice, clinical decisions are informed 

by observations comprising the best available evidence rather than only evidence from 

randomized trials.11,12 For example, one of the most common daily decisions surgeons 

must make is selection of appropriate analgesia for their patients while inpatient and upon 

discharge. While opioids have long been a mainstay of perioperative pain management, 

many hospitals have increased their scrutiny of opioid prescribing given concern about 

the worsening opioid epidemic. As a provider who must balance your patients’ analgesia 

requirements with these public health concerns, you would like to know whether opioid 

prescriptions after acute trauma or surgery are contributing to opioid misuse. You know that 

this isn’t a question that can be answered in a randomized controlled trial, but can you still 

assess it for a causal link? Our objective is for this guide to serve as an entry point to causal 

inference for a surgeon or other clinical practitioner with basic statistical knowledge and a 

research question about a potentially causal relationship.

What is a causal research question?

In general, epidemiologists roughly categorize clinical research questions as (1) descriptive, 

(2) predictive, or (3) causal. Understanding this taxonomy and how your research question 

fits into it can help you to select an appropriate analytic approach and linguistic framing for 

your project (Table 1).

1. Descriptive research characterizes distributions of disease prevalence, risk 

factors, or outcomes in a specific population, often within a specific time 

window. Findings from descriptive research provide a foundation for generating 

and refining hypotheses for future research endeavors, while also informing 

policymaking.13 For example, you might design a study comparing the mean 

Lyons et al. Page 2

J Surg Res. Author manuscript; available in PMC 2023 October 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



number of opioid prescriptions filled after hospitalizations for traumatic injury at 

different trauma facilities with rates of opioid abuse in that region. Descriptive 

studies may include comparisons (such as prevalence of opioid prescriptions at 

discharge by hospital type) but they do not support a counterfactual outcome 

(e.g., they do not ask how risk factor or disease distribution would differ if 

characteristics of the population or interventions were different).

2. Predictive research questions employ clinical data to predict outcomes for an 

individual patient or patient population given what is already known about 

that patient or population. For example, a clinical decision support algorithm 

developed from predictive research might forecast that a 65-year-old with a 

femur fracture with ongoing unresolved pain at discharge who is prescribed 30 

days of opioids has a 20% one-year risk of developing long-term prescription 

opioid use. Unlike descriptive questions, which examine the present or the 

past, predictive research forecasts a specific future for an individual or defined 

population. However, like descriptive research, predictive research does not try to 

determine how the disease course or condition would change as the result of a 

different treatment choice.

3. Causal research questions ask how changes in health status result from changes 

in exposure or treatment. For example, a surgeon who asks if they should 

prescribe only non-steroidal anti-inflammatory drugs (NSAIDs) at discharge 

rather than opioids to discourage long-term opioid use is asking a causal 

question – if they change their behavior, will it cause a change in outcome? 

Or specifically, does an opioid prescription after traumatic injury contribute to 

risk of opioid use disorder? A key characteristic of this type of question is its 

counterfactual contrast.14 Even though as a clinical researcher you observe, at 

most, one outcome for each individual (i.e., the patient developed long-term 

prescription opioid use or they did not develop long-term prescription opioid 

use), you are interested in projecting what the outcome would have been had the 

exposure been different than what it was; that is, if it were counter to fact (i.e., if 

the individual had taken non-opioid pain management versus the short course of 

prescribed opioids).

Ultimately, all three types of research are important and provide evidence for clinical 

decisions. However, the third research type, causal research, is the only type that 

demonstrates a direct effect of an intervention and is frequently the most challenging to 

conduct and interpret.

What is required for research to be causal?

Statistical analyses from any population-based study, including both observational studies 

and randomized trials, will typically estimate a controlled association between a treatment 

and an outcome. For example, to assess whether a history of prescribed opioids following an 

injury is associated with a higher risk of opioid overdose, your analysis might use statistics 

to hold every other measured patient characteristic (e.g., gender, age, baseline health status) 

constant, and identify that those with a history of prescribed opioids had five times the rate 

of opioid overdose when compared with those without a history of prescribed opioids.
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Is this five-fold elevated risk the effect of prescribed opioids on opioid overdose incidence 

in the population that your study data comes from? Not necessarily. Even with a causal 

research question and a perfectly conducted research study of any design, a statistical 

parameter is not guaranteed to accurately estimate the population average causal effect. The 

plausibility that a statistical parameter (e.g. the five-fold risk observed above) represents a 

causal effect depends on a set of core assumptions.15

Core assumptions—There are three core causal inference assumptions: (1) consistency, 

(2) positivity, and (3) conditional exchangeability.

1. Consistency is the assumption that your exposure, treatment, or intervention 

of interest is applied equally to all individuals classified as exposed, and not 

applied at all to individuals classified as unexposed.16 If you wanted to compare 

outcomes among patients prescribed opioids to those prescribed NSAIDs at 

discharge, you might be concerned the consistency assumption would be violated 

due to variation in the specific opioid prescribed, the daily dose, the time interval 

between doses, the duration of the prescription, and how the prescribed dose 

changed over time.

2. Positivity is the assumption that there could be both exposed and unexposed 

people in each group of covariates on which you analytically stratify (e.g. age, 

gender, medical history), such that you are able to describe the distribution of 

the outcome across exposure levels in each covariate group.17 For example, 

suppose your study was evaluating opioid use disorder incidence among patients 

initially prescribed opioids, adjusted for hospital and insurance status. If one of 

the included hospitals had a policy to prescribe lower cost NSAIDs rather than 

opioids to patients lacking health insurance, uninsured patients in the hospital 

that never prescribed opioids to uninsured patients would be systematically 

precluded from exposure status, violating the positivity assumption.

3. Conditional exchangeability is the assumption that, before treatment, exposed 

and unexposed individuals have equivalent probability of the outcome 

(conditional on covariates that have been controlled for).14 In a study assessing 

whether opioid prescription use leads to increased risk of opioid dependency, 

it would help to have demographic information (e.g., age at prescription 

opioid initiation) and/or health status data (e.g., chronic pain) from participants. 

Satisfying conditional exchangeability requires an in-depth understanding of 

prior literature and theoretical frameworks that describe how relevant covariates 

influence the relationship between your exposure and outcome of interest.

If you have a causal research question, do you need to conduct a randomized controlled 
trial (RCT)?

In short: it’s nice if you can, but it’s not necessary. Clinicians and health researchers 

typically consider RCTs to be at the top of the ‘evidence pyramid,’ with good reason. 

Randomized controlled trials are designed to generate data where exposure (treatment) 

allocation meets the consistency assumption – by specifying the intervention that individuals 

receive, investigators hope to minimize differences in exposure to the point of being 
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ignorable. Assigning the intervention usually also allows an RCT to meet the positivity 

assumption (every participate has a chance of being allocated the exposure) and, when 

randomization succeeds, the conditional exchangeability assumption (on average, the 

exposed group has the same predilection for the outcome as the unexposed group, except 

for the impact of the exposure). In short, RCTs are designed to increase the probability that 

those core assumptions will hold, allowing interpretation of statistical parameters as causal 

effects.

However, conducting an RCT may be unfeasible for an array of reasons, including lacking 

necessary financial or time resources, or having an exposure or hypothesis that is not 

possible or ethical to apply and/or alter for trial participants. It is also possible that the 

sample of willing participants may not be sufficiently representative of the broader patient 

population to produce meaningful results.18 For example, you may consider enrolling 

patients into an RCT for an experimental opioid tapering protocol, but are concerned that 

patients prone to opioid use disorder would systematically decline to participate in the trial, 

which would result in estimating an effect that would not translate to the actual population 

of interest. Importantly, even RCTs are not guaranteed to meet core assumptions required for 

causal research.19

If you have a causal research question and do not conduct an RCT, what makes a 
statistical parameter estimate interpretable as a causal effect?

If your study cannot meet the core assumptions of consistency, positivity, and conditional 

exchangeability – and observational studies usually cannot – your statistical estimates 

cannot be interpreted as causal effects. However, even if your estimates are not causal 

effects, they still can provide causal evidence. Evidence from controlled associations 

obtained with descriptive research provides foundational evidence for future causal 

hypotheses and research, and also may lead to clinical changes that can themselves be 

assessed more rigorously.10,12 Consider that most of the evidence that smoking causes lung 

cancer is associational – as detailed previously, there are almost always issues with violation 

of all three core causal inference assumptions – but there are no plausible alternate causes 

for that relationship other than a causal effect of smoking.

Furthermore, consider that many of the methods used to approach a causal research question 

are neither necessary nor sufficient for answering the research question by themselves but 

do often provide valuable context for better understanding of the research question.20 A 

Directed Acyclic Graph (DAG) is one such tool, which is used to graphically visualize 

the hypothesized causal relationships between the exposure, the outcome, and all related 

covariates. For example, say you want to estimate the impact of instituting a tapering 

protocol on opioid prescriptions and subsequent opioid dependency. Suppose you know that 

at your center, younger age is associated with being included in the tapering protocol, and 

that age may also affect the risk of developing an opioid addiction. Using this information to 

draw a DAG would not only illustrate the relationship hypothesized by the research question 

between the exposure and outcome of interest, but also the “back door path” through 

patient’s age that connects the opioid tapering protocol to opioid dependency (Figure 1).21 

Since the focus of a DAG is on covariates that influence both the exposure and outcome, 
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visualizing the research question via this method will also help you be parsimonious with 

the number of covariates to consider and include in statistical analyses.20 A good place to 

start learning about this visualization method is DAGitty.net.22

Additionally, even if your associational estimates cannot be interpreted as causal effects, 

you may be able to perform additional sensitivity or quantitative bias analyses to bolster the 

causal evidence. For example, suppose you conduct a randomized trial of an experimental 

opioid taper protocol, but you are only able to follow up 90% of your participants to the 

trial’s end point. Because the actual effect of the opioid taper depends on the outcomes 

of the full 100% of participants, you cannot directly interpret your statistical parameter as 

the estimated causal effect of the taper. However, you could conduct secondary analyses 

that explore what the statistical parameter would be if everyone who was lost to follow up 

developed long-term opioid use and what the parameter would be if nobody who was lost 

to follow up developed long-term opioid use. These analyses would thus place bounds on 

the impact of your loss to follow-up. This is one example of the broader field of quantitative 
bias analysis, which is an analytic approach to exploring how much error would need to be 

present in a study to meaningfully change the appropriate interpretation of findings.23,24

More broadly, if you are careful in how you refer to the association you estimated, your 

discussion can interpret your results in light of your causal question of interest. For example, 

in a multisite study evaluating the association between opioid prescriptions after abdominal 

trauma and ongoing pain at two-week follow-up, you might be concerned that referral 

patterns affect the severity of abdominal injuries treated at hospitals with different solid 

organ injury management protocols beyond what can be accounted for statistically using 

injury severity scores. You should then report the association you observe, but also remind 

readers whether or not your association is consistent with your hypothesis that opioid 

prescriptions are not associated with pain two weeks after injury. Many analyses can support 

this approach, including instrumental variables, inverse probability weighting, or targeted 

maximum likelihood estimation, among others.25–27

What do you do if you are not confident your analysis can produce an estimate of a causal 
effect?

When you have a causal research question, it is appropriate to use causal language 

throughout your writing to describe your question and underlying hypothesis. You would 

like to know whether your exposure causes your outcome. However, when you cannot 

interpret your estimates as causal effects, you should ensure that the language you use to 

report your findings does not imply that your study produced such an estimate.28

For instance, the word “effect” is used to denote the causal impact of an exposure on an 

outcome; if your statistical parameter cannot be interpreted as a causal effect, you can still 

describe what you actually estimated, which was “the association between” your exposure 

and outcome. Table 2 contains some easy substitutions for causal language, which can be 

applied to your results and discussion sections.

In short, it is important to be precise about both the question you would like to know the 

answer to (e.g. will prescribing NSAIDs rather than opioids achieve adequate pain control?) 
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and the evidence you actually constructed (e.g. people who received NSAIDs reported 

adequate pain control and fewer side effects than people who received opioids, even after 

statistical control for injury type and age).

Conclusion

Causality is at the heart of clinical decision-making, yet formal causal evidence is frequently 

unavailable to contribute to these decisions. A clinical researcher filling gaps in the evidence 

typically seeks an answer to a causal question. In practice, that clinician might be unable 

to conduct an RCT due to resource, ethical, or logistic barriers. Yet any clinical evidence 

can be useful when it comprises the best available answer to the question, with precision, 

accuracy, and acknowledgment of limitations. An understanding of the causal assumptions 

can help identify and articulate these limitations. When possible, partnering early in the 

research process with collaborators trained in study design can help develop appropriate 

research designs, and ensure planned research activities are designed to allow estimation of 

the desired parameter.
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Figure 1: Example of a Directed Acyclic Graph (DAG) of an opioid taper protocol and 
dependency.
E indicates the exposure variable, O indicates the outcome of interest, and C indicates a 

confounding variable.
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Table 1.

Categories of clinical research

Question type Defining characteristic Example

Descriptive Examine the world as it is What percentage of opioid dependency started with a post-injury prescription?

Predictive Describe a future world Based on the last five years of post-injury prescription rates, will opioid 
dependency rates go up or down in the next five years?

Causal Estimate the impact of some change in the 
world

Would substituting NSAIDs for opioids among bone fracture patients reduce 
opioid use disorder?
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Table 2.

Language substitutions for causal/non-causal research

Causal Language Non-Causal Language

caused was associated with

increased/decreased was associated with an increase/decrease, had higher/had lower

the effect of X on Y the association between X and Y
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