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Abstract

3D spatial data has been generated at an extreme scale from many emerging applications, such as 

high definition maps for autonomous driving and 3D Human BioMolecular Atlas. In particular, 3D 

digital pathology provides a revolutionary approach to map human tissues in 3D, which is highly 

promising for advancing computer-aided diagnosis and understanding diseases through spatial 

queries and analysis. However, the exponential increase of data at 3D leads to significant I/O, 

communication, and computational challenges for 3D spatial queries. The complex structures of 

3D objects such as bifurcated vessels make it difficult to effectively support 3D spatial queries 

with traditional methods. In this article, we present our work on building an efficient and scalable 

spatial query system, iSPEED, for large-scale 3D data with complex structures. iSPEED adopts 

effective progressive compression for each 3D object with successive levels of detail. Further, 

iSPEED exploits structural indexing for complex structured objects in distance-based queries. By 

querying with data represented in successive levels of details and structural indexes, iSPEED 

provides an option for users to balance between query efficiency and query accuracy. iSPEED 

builds in-memory indexes and decompresses data on-demand, which has a minimal memory 

footprint. iSPEED provides a 3D spatial query engine that can be invoked on-demand to run 

many instances in parallel implemented with, but not limited to, MapReduce. We evaluate iSPEED 

with three representative queries: 3D spatial joins, 3D nearest neighbor query, and 3D spatial 

proximity estimation. The extensive experiments demonstrate that iSPEED significantly improves 

the performance of existing spatial query systems.
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1 INTRODUCTION

3D spatial data has been used in numerous industrial applications, such as CAD, urban 

planning, terrain modeling, mineral exploration, environmental assessments, 3D mapping, 

3D navigation, and recent HD maps for autonomous driving [2, 3, 5, 8–10]. Managing and 

analyzing large amount of 3D spatial data to derive values and guide decision making have 

become essential to business success and scientific discoveries [12, 13]. Beyond industrial 

applications, 3D spatial data emerge in various biomedical applications, such as Human 

Protein Atlas [14] and spatial epigenomics [15]. In the past few years, the NIH (National 

Institute of Health) launched two major initiatives, the Human BioMolecular Atlas Program 

[29], which aims to create an open and global platform to map healthy cells in the human 

body at cellular and subcelluar level, and the Human Tumor Atlas Network [55] initiative, 

which constructs three-dimensional atlases of the dynamic cellular, morphological, and 

molecular features of human cancers. In the past decade, digital pathology has emerged 

as a powerful approach to assist disease diagnosis and advance biomedical research, 

which has been recently approved by the FDA [7]. With 2D digital pathology, human 

tissues embedded in glass slides can be scanned into high-resolution 2D images with rich 

information on microanatomic objects such as nuclei, cells, vessels, ducts, among others, 

which carries essential morphological and spatial patterns for understanding diseases. As 

2D projected appearances of 3D pathologic objects highly depend on the locations and 

angles of the cutting planes randomly selected during tissue slide preparation process, 3D 

spatial relationships could be misrepresented after such projection. Recently, 3D digital 

pathology imaging is made possible through slicing tissue block into serial sections (Figure 

1). The information-lossless 3D tissue space represented by pathology imaging volumes 

holds significant potential to enhance studies of both normal and disease processes.

The first step for 3D pathology imaging is to derive 3D micro-anatomic objects, together 

with their associated features using 3D registration, segmentation, and reconstruction [40–

42]. After converting pixel and voxel data into 3D structured data, the next step is to 

explore spatial relationships among a massive number of such 3D objects, to discover 

spatial patterns and their correlations with diseases. For example, in brain tumor studies, we 

would like to measure the distances from cells to their nearest neighboring tumor vessels. 

As another example, we would like to use a containment query to identify only cells of 

interest contained in a blood vessel or within certain distance from the vessel. In this 

article, we assume the 3D spatial objects are already derived through 3D image analysis 

methods. To explore massive 3D spatial biological objects, we have to address following 

major challenges:

Explosion of 3D Data.

Digital scanners can produce microscopy images at an extremely high resolution. A typical 

2D microscopy image may contain 100,000 × 100,000 pixels, with a million micro-anatomic 
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objects per image. A typical 3D tissue volume may generate hundreds of slices and contain 

tens of millions of 3D biological objects per volume, with each object represented with 

hundreds to thousands of mesh facets. A typical study may involve hundreds of patients 

and contain hundreds of tissue volumes. Such unprecedented scale of 3D objects poses 

significant challenges on data processing, leading to tremendous I/O, communication, and 

computational cost.

Complex 3D Structures.

3D spatial objects may come with complex structures. For example, blood vessels can 

be reconstructed to capture the 3D structural variations such as bifurcations where one 

main vessel grows into two small branches (Figure 4). While minimal bounding boxes 

(MBBs) have been successfully used in traditional spatial indexing techniques for spatial 

query processing, MBBs are not effective to represent such complex 3D objects to support 

distance-based spatial queries such as nearest neighbor search. This demands different 

indexing structures for querying such complex structured objects.

High Computation Complexity.

3D spatial queries involve computationally intensive geometric operations for quantitative 

measurements and identifications of topology relationships. For spatial joins of large 

datasets, while MBBs can be used to quickly filter 3D object pairs that do not intersect, 

spatial refinement could be a heavy duty operation to check if intersection truly exists 

for polyhedron pairs. For queries that require quantitative spatial measurements such as 

computation of intersected volumes of objects, geometric computation could dominate the 

query cost [17]. Thus, the design of an efficient 3D spatial querying system needs not only 

to optimize I/O, but also needs to provide high scalability by using large-scale distributed 

computing resources.

The unique challenges of large-scale complex 3D spatial queries demand a highly efficient 

and scalable 3D querying system that can mitigate potential high I/O and communication 

cost from extreme data sizes, exploit indexing techniques suitable for complex objects, 

ease computational cost, and provide high scalability. Recently, several systems have been 

proposed to support large-scale 2D spatial queries with distributed computing, which, 

however, lack critical components for 3D support [17, 31, 69, 71]. Commercial systems 

such as Oracle Spatial only supports simple 3D objects such as cuboid or frustum or its 

variations, thus is not applicable to support complex structured 3D objects.

In this article, we propose iSPEED, an efficient and scalable spatial query processing system 

for large-scale 3D data. To achieve low latency, iSPEED stores data in a highly compressed 

form using an effective progressive compression approach that compresses each 3D object 

individually with successive levels of detail. To minimize search space and computation 

cost, iSPEED provides global spatial indexing in memory through partitioning at subspace 

level and partitioned cuboid level. iSPEED provides an in-memory 3D spatial query engine 

INTENSE, which can be invoked on-demand for running many instances in parallel. The 

parallelization of queries is implemented in, but not limited to, MapReduce. At runtime, 

iSPEED dynamically decompresses only needed 3D objects at the specified level of detail 
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and creates necessary spatial indexes in-memory to accelerate query processing, such as 

on-demand object-level indexing and structural indexing on complex structured objects. 

iSPEED supports multiple spatial queries, including spatial joins, nearest neighbor, and 

can be easily extended to others. iSPEED makes it possible to balance between query 

efficiency and accuracy based on users’ preferences. Our main contributions are summarized 

as follows:

• The 3D data compression approach makes it possible to significantly reduce 

the data size, which leads to much reduced I/O and communication cost for 

distributed query processing.

• We propose to model 3D objects with multiple levels of detail for spatial queries, 

which provides options for users to decide their goals for faster queries or higher 

accuracy to meet application-specific requirements.

• We provide multi-level in-memory spatial indexing to reduce search space and 

accelerate queries. In particular, we propose unique structural indexing for 

searching with complex structured objects, which significantly improves query 

performance compared to traditional MBB-based indexing.

• We develop an on-demand in-memory-based 3D spatial query engine that fully 

takes advantage of multi-level indexing and data decompression for processing 

multiple types of spatial queries, which can be implemented with MapReduce or 

other distributed computing paradigms.

• Our experiments demonstrate that iSPEED achieves significant benefits on 

efficiency and scalability of spatial queries over existing spatial query systems.

This article is a substantial extension from our work previously published at 

SIGSPATIAL’17 [39]. Besides, a poster published at SIGSPATIAL’16 introduces the 

concept of a system Hadoop-GIS 3D [38], an extension of Hadoop-GIS [17] from 2D to 

3D, with very limited details and preliminary results. A GUI to demonstrate how the system 

works and the methodology is introduced in a demo paper published at VLDB’18 [64]. 

Significant new contributions in this article include:

• We proposed methods to quantitatively measure the geometric loss of 3D 

data compression and studied how this will impact the final 3D query results. 

Our evaluation results reveal that the effect of minor information loss in the 

compressed data is negligible in practice.

• We studied the 3D Nearest Neighbor (NN) Query with skeleton-based structural 

indexing and integrated its workflow into our system.

• We presented the algorithm details of each 3D spatial query in our 3D spatial 

query engine [39].

• We conducted new experiments to evaluate the effects of 3D data compression to 

the 3D spatial query results and extended existing experiments by investigating 

the performance of the new added skeleton-based 3D NN query in the system.
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The article is organized as follows: We first provide an overview of our approach (Section 

2) and present 3D data compression and in-memory data management (Section 3). Next, 

we discuss spatial data partitioning and global indexing (Section 4) and the on-demand 

in-memory 3D spatial query engine (Section 5). We present the query pipelines and the 

parallelization in Section 6. We evaluate the system in Section 7, followed by Related Work 

and Conclusion.

2 OVERVIEW

2.1 3D Objects from Digital Pathology

3D image analysis of pathology image volumes produces large amount of quantification 

such as 3D spatial objects and features [40]. In a typical 3D analytical pathology imaging 

pipeline, selected tissues are sectioned into thin slices, and special staining is performed on 

each slice to highlight certain types of structures, and each slice is mounted onto a physical 

glass. These slides are then scanned into 2D digital images to form 3D image volumes. With 

the image volume, micro-anatomic objects of interest such as blood vessels and nuclei are 

segmented and reconstructed into 3D models, as shown in Figure 1. Finally, the 3D objects 

as well as their extracted features are managed and queried by a spatial data management 

system, which is the focus of our article.

Common biological objects extracted from pathology images include nuclei or cells, fats, 

blood vessels, ducts, and many others. While nuclei have relatively simple shapes, blood 

vessels and ducts could have complex structures such as bifurcations with multiple branches. 

The spatial relationships and distribution patterns among these objects play a critical role for 

understanding of tumor microenvironment and investigations of disease progression [27].

There exist multiple models for 3D object representation [1], and we use a common 

mesh-based approach with polyhedral modeling [46]. The mesh-based model specifies both 

the geometry (shapes, sizes, and absolute positions) and topology (relationships among 

elements).

2.2 Common 3D Queries

Spatial data exploration involves both feature queries and spatial queries, and we will focus 

on spatial queries in our article. In particular, we explore two representative data- and 

compute- intensive 3D spatial queries: spatial joins/cross-matching and nearest neighbor 

query. Besides, a real-world spatial proximity estimation query that relies on nearest 

neighbor query will be evaluated in the experimental evaluation section.

3D Spatial Join or Cross-matching.—3D spatial overlay/cross-matching problem 

involves identifying and comparing 3D objects from different observations or analyses [65, 

66]. In 3D pathology imaging, spatial cross-matching is often used to compare and evaluate 

3D image segmentation or reconstruction results, iteratively develop high-quality image 

analysis algorithms and consolidate multiple analysis results from different approaches to 

generate more confident results. Spatial cross-matching can also be used to explore temporal 

changes of 3D topographic maps between historical snapshots.
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3D Nearest Neighbor Query.—Nearest neighbor query (NN) is a well-studied problem 

that arises in numerous fields of applications. For each target object, a nearest neighbor 

query retrieves the object in a given set of objects whose distance, Euclidean distance, for 

example, from the target object is minimum. In 3D pathology image analysis, for instance, 

pathologists are interested in objects with spatial patterns, as they present biologically 

meaningful correlations and prognostic values [68]. In clinics, tumor areas often form 

groups of cells close to blood vessels for more nutrition and oxygen. Thus, one example 

query of interest to pathologists is for each cell to find the nearest 3D blood vessel and 

return the distance. 3D nearest neighbor query can also support to find the closest post office 

in a 3D map navigation or discover the top k nearby targets in 3D gaming by k-nearest 

neighbor search.

Spatial Proximity Estimation.—Spatial proximity estimation aims to explore inter-

objects distribution in 3D space based on distances between neighboring objects. In 3D 

digital pathology, spatial proximity estimation provides the quantitative expression of 

vascular spatial patterns for disease progression assessment [58]. For example, for a liver 

pathologist, a common question to ask is, for each cell in liver tissue, find the shortest path 

to its neighboring artery vessel and the shortest path to its neighboring vein vessel, and then 

compute the average and standard deviation (dispersion) of the full path that adds the two 

paths (Figure 2). The query is defined as follows: Suppose we have a set of basic objects 

oi and multiple types (a to m) of target objects ta, tb, . . ., tm. For each basic object oi (e.g., 

a cell) and each type of target objects tj (e.g., artery or vein), compute the corresponding 

shortest distance L oi, tj  and return the sum of the shortest path ∑j = a
m L oi, tj . Then for 

all objects, the mean and standard deviation of ∑j = a
m L oi, tj  are computed as the spatial 

proximity measurement among target objects tj. In summary, spatial proximity estimation 

is a special query that relies on extensive nearest neighbor search on massive number of 

objects for aggregation and statistical analysis.

2.3 System Overview

One major goal of iSPEED (efficient spatial query system for three dimensional spatial data) 

is to mitigate potential high I/O and communication cost, exploit indexing techniques for 

complex objects to accelerate queries, and provide high scalability to run on large computer 

clusters or computing clouds. The architecture overview of iSPEED is shown in Figure 3. 

Initial 3D data is first staged in a distributed file system such as HDFS and pre-processed 

for compression and indexing. Pre-processing will also provide spatial data partitioning to 

generate partitioned cuboids that form the unit of parallel query tasks. Partitioning creates 

two-level global spatial indexes: partitioned cuboid index to represent the MBB of all 

cuboids and subspace index to group neighboring cuboids into large subspaces to form 

a higher level spatial index (Figure 6). As only MBBs are used, these indexes are small 

enough to be stored in memory.

In addition, iSPEED creates on-demand spatial indexes in memory during query processing 

to accelerate the queries. On-demand spatial indexing includes object-level index, which is 

based on the MBBs of all objects within a single partition (cuboid), and structural index for 
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individual complex structured objects such as blood vessels. Multi-level spatial indexing will 

be discussed in Sections 4 and 5.

iSPEED provides an on-demand in-memory three dimen-sional spatial query engine 

INTENSE to run query tasks. INTENSE can be invoked on-demand to run many instances 

in parallel. For each query task, the 3D objects are partitioned into proper cuboids with the 

master object index, and for each cuboid, INTENSE will create an in-memory index such as 

R*-tree for query processing with the 3D objects assigned to it. As such index only contains 

MBBs, thus its size is very small and can be maintained in memory comfortably. A typical 

spatial query such as spatial join normally starts with MBB index (object-level spatial 

index)-based filtering to identify potential object pairs with the specified spatial relationship. 

Only at the refinement or spatial measurement step, the original geometries will be needed 

for geometric computations such as computing if two polyhedrons intersect or intersecting 

volume. INTENSE will decompress the objects based on specified level of detail to feed 

them to the query engine. Note that a typical query task runs on a single core and has a 

sequential processing pipeline, and only a very small number of objects are decompressed at 

a time, which takes little memory.

iSPEED provides parallel querying pipelines for multiple spatial query types, with 

partitioned datasets as the basis for parallelization. Query parallelization can be 

implemented through distributed computing paradigms, and we take Hadoop for our 

implementation. Note that data partitioning has to handle objects crossing boundaries of 

partitions. Each query pipeline will provide additional results normalization job to amend 

the results if needed.

A typical workflow of iSPEED is presented in Algorithm 1. In step A, the 3D spatial objects 

are staged in a distributed file system. Then data compression and spatial partitioning are 

performed as pre-processing in Step B. Step C builds the global indexes on all nodes for 

partitioning. Step D executes partitioned cuboid-based spatial query processing in parallel 

by first identifying 3D objects within one cuboid with partitioned cuboid index, building 

object-level index on-demand on each cuboid, and executing queries with filtering and 

refinement steps. Step E is for boundary objects handling if needed, and step F provides 

post-query processing such as final results aggregation.
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3 3D SPATIAL DATA COMPRESSION

3D spatial data is often represented with high precision models, leading to complex meshes 

and large sizes. We use an effective progressive compression approach to compress each 3D 

object individually. At the same time, we extract the MBB of each object to facilitate queries 

with indexing.

3.1 3D Mesh Compression

3D mesh compression has been studied in a range of applications, such as simulation, 

CAD, and imaging [34, 45, 51], to reduce data sizes and alleviate the burden of network 

communication. iSPEED adapts a progressive polyhedron mesh compression algorithm [45] 

and compresses individual 3D objects. The compression generates successive levels of detail 

(LOD) for a 3D mesh to meet different accuracy requirements. Higher LOD contains more 

vertices and faces, which brings better description of the object surface. The ith level of 

detail is denoted as Li in this article.

The compression process consists of three steps: (i) Decimation: The decimation step aims 

to simplify a mesh LOD Li as much as possible to generate Li−1 by progressively removing 

vertices and adding new edges to the mesh (Figure 4); (ii) Patch and Edge Encoding: 

This step encodes the decimated meshes by producing three symbol lists to record the 

connectivity and geometry of the new mesh. For the LOD Li, symbol list Fi indicates if a 

face has a removed vertex or not, Ri records the residuals of a patch with a removed vertex, 

and Ei encodes which edges have or have not been inserted; (iii) Entropy Coding: The 

coding step further compresses the three symbol lists by the range coder. Two methods are 

used to improve the rate-distortion performance by a wavelet decomposition and an adaptive 

quantization technique [45]. During data compression, the new mesh LOD Li−1 contains 

about 30% less vertices compared the LOD Li, and the base mesh L0 is the lowest LOD. 

Figure 5 shows the compressed file structure with a compressed nucleus illustrating different 

LODs.

Highly effective compression significantly reduces the overall data size, and the 

compression ratio depends on the structure complexity of the mesh object. Our experiments 

indicate that the size of the base mesh L0 is less than 1% of the total file size of the raw 

data, and the size of the whole compressed file with multiple LODs (10 levels in our setup) 

is only about 3% of the raw file size. The significant reduction of the storage size comes 

from two aspects. On one hand, removing one vertex and the faces it connects could reduce 

the complexity of maintaining the connection information. For instance, when a vertex that 

connects four triangle faces is removed, those four triangle faces are replaced with a single 

quadrangle face. Those four triangles can be restored in the decompressing process with the 

quadrangle face and the removed vertex, but the entire storage space is saved. On the other 

hand, the entropy coding step further shrinks the overall file size. For a typical 3D volume 

in digital pathology of 1 TB in size, the final size after compression will be about 30 GB, 

which could well fit into the memory of a cluster of compute nodes after distribution.
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3.2 Quantitative Measurement of Information Loss in Spatial Compression

Note that as the data compression algorithm is not lossless, high compression rate could 

incur potential structure distortion. To quantitatively measure the actual geometric difference 

between the original and the compressed 3D meshes, an approximate distance-based metric 

is taken as our evaluation approach [28]. Suppose p = (x, y, z) is a 3D point and S′ is a 

surface, then the distance between p and S′, denoted as d (p, S′), is defined as the Euclidean 

distance between point p and the point on S′ that is closest to p. Given sets of sampled 

points P on surface S and P′ on surface S′, we denote the mean distance Dm between two 

surfaces as the average of the sampled points to the other surface:

Dm S, S′ = 1
2 * 1

P ∑
n = 1

P
d pn, S′ + 1

P ′ ∑
n = 1

P ′
d pn′ , S .

In our evaluation, we take the original 3D mesh as surface S, and the compressed mesh as 

S′. All the vertices of the original mesh and compressed mesh are used as the sampled 

points P and P′, respectively. So for each point sampled from the original mesh and 

compressed mesh, we search for its closest point on the other mesh and sum up the 

distances. The mean and RMSE (root-mean-squared error) are taken as the metric of 

geometric distance.

Besides geometric difference, we also propose another evaluation metric based on spatial 

query results. Take spatial join as an representative query, we perform join on both the 

compressed data and the raw data and compare query results with Jaccard coefficient:

ℱac(A, B) =
Avol ∩ Bvol
Avol ∪ Bvol

=
Avol ∩ Bvol

Avol + Bvol − Avol ∩ Bvol
,

where A and B are two spatial objects such as 3D cells, and Avol and Bvol are their 

volumes, respectively. To evaluate how the compressed mesh affect the final query results, 

we compare the Jaccard coefficient of spatial objects with the original mesh to the results on 

the compressed mesh with various LODs (Section 7.5). For the nearest neighbor queries, the 

portion of the object whose nearest neighbor is not correctly retrieved is used to evaluated 

the error rate of the queries with various LODs. As spatial data is generated from image 

analysis algorithms that themselves come with errors [65], and spatial queries involve 

massive number of 3D objects for statistical purposes, a certain level of precision loss can be 

acceptable in these cases.

4 SPATIAL PARTITIONING AND GLOBAL INDEXING

In practice, fast response is an essential requirement of spatial queries in various 

applications, such as exploratory studies on massive amounts of spatial data with a large 

set of parameters and algorithms and decision making in healthcare applications. Spatial 

partitioning and indexing are two fundamental techniques to support scalable and efficient 

spatial queries in most distributed database systems [48, 49].
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4.1 Spatial Partitioning

To achieve scalability, we provide spatial partition-level parallelism that could be mapped 

into various parallel computing paradigms including MapReduce. We have performed 

extensive studies on spatial partitioning for 2D space [63]. Similarly, for 3D space, by 

partitioning the input data into partitioned cuboids, we can take the data contained in 

each cuboid as the processing unit to increase the level of parallelism henceforth improve 

overall throughput. After cuboids are generated, processing tasks on them do not need to 

depend on others for exchanging information [17], which significantly reduces idle CPU 

time. With a proper data partitioning mechanism, I/O cost can be notably decreased by 

only scanning partitions containing relevant data to the query. Various partitioning methods 

are available and can be selected based on data characteristics such as data skew and 

query types [63]. For digital pathology, the distributions of biological objects such as 

cells are relatively homogeneous compared to geo-spatial data. We take a fixed-grid-based 

partitioning approach that is most suitable for such distributions based on experiences.

4.2 Global Spatial Indexing

Global spatial indexing is based on partitions. The partitions can be used to form two levels 

of global spatial indexes: partitioned cuboid indexing based on the partitioned cuboids and 

subspace indexing based on aggregation of neighboring cuboids (Figure 6).

Partitioned cuboid indexing.—This index is to manage the containment relationships 

between each partitioned cuboid and its containing objects. A “cuboid_id” is generated for 

each cuboid at spatial partitioning phase based on its corresponding MBB. As objects in 

a partitioned cuboid forms the unit of parallelization tasks, “cuboid_id” can be used as 

a key to group 3D objects contained in this cuboid, which serves as effective task-level 

computational filtering.

Subspace indexing.—This index is built on subspaces, where a subspace is a higher 

level 3D box on top of partitioned cuboids. It is a coarse partitioning that groups multiple 

neighboring cuboids into a subspace, as shown in Figure 6. Thus, a subspace spatial index is 

created to maintain relationships between subspaces and the containing partitioned cuboids 

based on MBBs. Subspace indexing can be used to effectively support window-based 

queries by filtering irrelevant subspaces not involved in the query. It is essential to have 

another level of partition to organize the cuboids when the number of them is large.

In iSPEED, we use R*-tree for the two-level global spatial indexing [23]. As data is 

read-only with no further update, we optimize indexing process by bulk-loading techniques 

[24] and set the page utilization ratio as 100% to minimize the number of pages. Figure 

6 shows a hierarchical view of the indexes in iSPEED. Besides the partitioned cuboid 

and subspace indexes, object-level spatial index is created for objects contained in each 

cuboid, and structural index is created for individual complex objects, which are discussed 

in Section 5. All these spatial indexes have limited sizes and are stored in memory either 

at pre-processing (partitioned cuboid and subspace indexes) or on-demand (object-level and 

structural indexes).
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5 STANDALONE SPATIAL QUERY ENGINE

INTENSE is the standalone in-memory-based 3D spatial query engine for iSPEED and 

is generic to be extended and customized to support multiple spatial queries. It creates 

on-demand object-level indexing and structured indexing to accelerate spatial queries. 

INTENSE can be parallelized with decoupled spatial query processing on individual 

partitions to support multiple querying pipelines with optimal access methods and provides 

result normalization to handle boundary objects. In particular, INTENSE performs on-

demand in-memory indexing for object-level indexing (many objects contained in a 

partitioned cuboid) and structured indexing (individual complex object such as a blood 

vessel).

5.1 Object-level Indexing

Object-level spatial indexing will index all objects in each partitioned cuboid to support 

index-based spatial queries. For example, joining objects from two cuboids can be supported 

through R-Tree-based indexing [26]. While traditional SDBMSs pre-create indexes, such 

indexes are fixed and take lots of space. Instead, we take an on-demand-based indexing 

approach by creating suitable indexes for the current query at runtime. This provides much 

flexibility and reduces storage with very small overhead. Our extensive profiling shows that, 

for data and computation intensive spatial queries such as spatial join, the overhead for index 

building on modern hardware is very small (Section 7.3).

5.2 Structured Indexing

For distance-based spatial queries such as nearest neighbor and spatial proximity estimation, 

traditional approaches always represent spatial objects with points for computation 

efficiency. This simplification is suitable for 3D objects with regular shape or simple 

structures, and approximate query results are needed. However, for complex structured 

objects such as blood vessels with bifurcations and branches, point simplification would 

result in intolerable erroneous query results with distance computation. In such queries, 

calculation of accurate distance needs to traverse every component of the 3D objects. As 

one 3D object may contain thousands of primitives such as vertices or facets, a naive brute-

force traversal approach would be extremely expensive. In iSPEED, two novel structured 

indexing approaches are proposed to accelerate distance-based spatial queries: topological 

skeleton-based indexing and hierarchical Axis-Aligned Bounding Box (AABB) tree-based 

indexing, as shown in Figure 7. Those two structured indexing approaches can be utilized 

interchangeably for different scenarios.

Skeleton-based indexing.—Skeletons are effective shape abstractions to capture the 

essential topology of complex structures. As shown in Figure 7, skeletons of bifurcated 

objects are extracted with Mean Curvature Skeleton (MCS) algorithm [57], and each 

bifurcated object can be roughly represented by its skeleton points. Figure 7(a) shows 

the extracted skeleton for the vessel structure in Figure 7(b), and the 3D yellow dots are 

skeleton points. The skeletons capture the inherent 3D structure topology and thus provide 

more meaningful query results in supporting approximating queries compared to single point 

simplification.
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AABB-tree-based indexing.—Spatialproximity estimation requires accurate distance 

calculation between objects. For instance, to estimate the spatial proximity of blood vessels, 

precise distance between each cell and its nearest blood vessel needs to be computed. 

To minimize the search space of a complex structured object traversal, iSPEED builds a 

hierarchy on the AABBs of its primitives (facets), as shown in Figure 7(c). With AABB tree, 

an internal KD-tree can be optionally constructed to further accelerate the distance queries 

[61].

5.3 Boundary Objects

In iSPEED, partitioned cuboid is the basic parallelization unit for spatial queries. However, 

in cuboid-based partitioning, some spatial objects may lie on cuboid boundaries. We define 

such objects as boundary objects. In general, the fraction of boundary objects is inversely 

proportional to the size of the cuboid. As cuboid size gets smaller, the percentage of 

boundary objects increases. In iSPEED, two types of boundary objects are identified: the 

normal boundary objects in spatial join query (Figure 8) and the buffered boundary objects 

in distance-based query (Figure 9).

Normal boundary objects.—The normal boundary object is some spatial object of 

which spatial extent crosses multiple cuboid boundaries, such as the nucleus O in Figure 8. 

In practice, the normal boundary objects may affect the query results in spatial join and need 

an appropriate approach to process it. In iSPEED, normal boundary objects are remedied by 

a “multiple assignment, single join” approach. To return a complete query result, iSPEED 

first duplicates the boundary objects and assigns them to multiple intersecting cuboids 

(Figure 8, right). Then each cuboid is processed independently during query execution and 

generates results with potential duplicates. Finally, iSPEED performs normalization on the 

query results by a filtering process to eliminate duplicate records.

Buffered boundary objects.—Buffered boundary object is defined as an object with 

complex structures and crossing the cuboid boundaries with a buffer, as the blood vessel 

V shown in Figure 9. Buffered boundary objects are generated in distance-based queries 

such as nearest neighbor search or proximity estimation where accurate distance is required 

for correct query results. As shown in Figure 9, the nearest blood vessel for nuclei p and 

q is V in cuboid C1, rather than vessel W even though they are in the same cuboid C2. 

If we perform cuboid-based query without considering V as a buffered boundary object, 

then the query result would be erroneous. So, for each complex structured object (blood 

vessels in our use case) in partitioned cuboids, we add a bounding box buffer to its MBB 

(the light blue area around vessel V in Figure 9) and then check if it crosses some cuboids’ 

boundaries. If it becomes a boundary object with the buffer (vessel V in Figure 9), then 

we take it as the normal boundary object and also take “multiple assignment” approach 

during query processing by duplicating vessel V to multiple cuboids (Figure 9, right). Then 

the same process of distance-based query processing follows as if there are no boundary 

objects. Note that normalization step is not necessary for buffered boundary objects remedy, 

as there is no duplicate in the query results given each nucleus is uniquely identified as a 3D 

point within cuboids in distance-based queries. The buffer size can be set as the maximum 

allowable distance of two nearest neighbors.
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6 3D SPATIAL QUERY PROCESSING

iSPEED provides INTENSE as the core engine to support multiple types of spatial 

queries, including spatial join, nearest neighbor search, and spatial proximity estimation, 

and can be easily extended to others such as containment query. INTENSE fully takes 

advantage of multi-level spatial indexes, including subspace indexing (pre-generated), 

partitioned cuboid indexing, object-level indexing, and structural indexing (on demand 

created). Furthermore, INTENSE handles normal and buffered boundary objects across 

partitions gracefully through multiple assignment approach to generate accurate query 

results. INTENSE decompresses original 3D objects only when necessary and is highly 

memory-efficient. iSPEED provides query task parallelization based on MapReduce and can 

be adapted to other distributed computing paradigms.

6.1 Data Pre-processing

iSPEED provides a one-time data pre-processing step for data compression, spatial 

partitioning, and global indexes creation. Data compression is performed in parallel in 

iSPEED. The original data is read from distributed file system such as HDFS, compressed, 

and stored back to the distributed file system. The compressed data is then processed 

with the MapReduce paradigm. The compression can be implemented as a Map-only job 

in MapReduce for efficiency, where each original 3D geometry object is a record for 

processing. The data compression process is able to progressively generate successive levels 

of detail for each 3D object. Thus, during spatial query processing, iSPEED is able to 

dynamically decompress the 3D data at specified level of detail for geometry computation 

extraction. However, as the spatial compression significantly reduces the data size, a large 

amount of disk I/O and network cost is saved.

During compression, the MBB of each object is extracted and stored together with the 

compressed data for query processing. Furthermore, iSPEED performs spatial partitioning 

based on those MBBs to generate a set of partitioned cuboids, which become the processing 

unit for cuboid-based query tasks. Each partitioned cuboid is assigned with a unique 

“cuboid_id,” and the partitioned cuboid index is created on the cuboid MBBs. Global 

subspace indexing is also created by grouping partitioned cuboids into large subspace to 

support windows-based query. Next, we discuss how queries are conducted with those 

indexes and the compressed data.
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6.2 3D Spatial Join

Spatial join is one of the most commonly used spatial queries, and several spatial join 

algorithms have been proposed in the past for various applications [26, 35, 73]. For 

digital pathology use case, spatial queries could be used to find relationships of different 

types of biological objects such as containment relationship. One particular query type is 

spatial cross-matching, to compare or consolidate results of segmented and reconstructed 

3D objects from different algorithms. The query will identify all intersecting polyhedron 

pairs between two 3D result sets from an image volume by two different algorithms, extract 

intersecting volumes, and compute their overlap ratios (intersection-to-union ratios) [66].

We illustrate the general workflow of two-way spatial join in Figure 10. Here, we take 

a filter-and-refine strategy to reduce the computational cost of spatial predicate on 3D 

geometries. After identifying the objects with the same “cuboid_id” from two datasets 

in the Map phase, in the Reduce phase, iSPEED builds a spatial index in bulk on one 

dataset (here, dataset2) in that cuboid to generate an object-level index like 3D R*-tree [20]. 

Hilbert R-tree can also be used when the objects are in regular shapes and homogeneously 

distributed [36]. The R*-tree index is built on object MBBs and is small in size to be 

stored in memory. To perform spatial join query, for each 3D object in dataset1, we first 

query its MBB on the R*-tree as a rough filtering step to eliminate objects pairs with 

no MBB intersection. For those candidates with MBB intersection, we perform geometry 

decompression at specified level of detail to obtain polyhedrons. Then, we perform spatial 

refinement step on the polyhedron pairs through 3D geometric operations. Much like 

predicate pushdown in traditional database query optimization, spatial measurement step 

is also performed on intersected polyhedron pairs to calculate quantitative spatial results 

required such as intersection volumes and overlap ratios. Other spatial operators such as 

overlaps, contains, and touches, among others, can also be processed similarly. The detailed 

algorithm is shown in Algorithm 2.
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Memory usage is efficient in spatial join queries. As the workflow shows, the filtering 

step works on object MBBs, and only the refinement step needs to decompress the actual 

geometry, which takes a significantly larger amount of memory space. For a single task 

running on a single CPU core, the refinement step is executed sequentially, and one pair of 

geometries is decompressed at a time. Even with multiple parallel tasks on a single node, 

iSPEED keeps a small memory footprint during query processing. Our experiments indicate 

for spatial join query on the dataset with 460 GB size, the memory usage is about 14 GB on 

each node in a typical cluster environment.

6.3 3D Nearest Neighbor Query

Nearest Neighbor (NN) spatial query has broad applications in various domains [25, 32, 60]. 

In 3D analytical pathology imaging, pathologists are interested in spatial queries such as 

“for each 3D cell, return its nearest 3D blood vessel and the distance.” These queries are 

essential for researchers and clinicians to better understand the correlations between spatial 

patterns and cell characteristics and can be answered by NN search algorithm. iSPEED 

supports two types of object-level structural indexing to facilitate Nearest Neighbor queries 

over complex 3D objects such as nuclei and blood vessels.

6.3.1 3D Nearest Neighbor Query with Skeleton-based Method.—Traditional 

spatial database systems may have different NN query approaches, but most of them only 

deal with point data. Such method significantly simplifies the problems of managing and 

querying spatial data with complex structures and is only applicable for certain queries 

where approximate results are allowed. However, this type of approach is not suitable 

for NN query in use cases such as 3D pathology, where we are interested in 3D objects 

with complex structures such as 3D blood vessels. In practice, 3D blood vessels with 

bifurcations and branches are reconstructed to better characterize their spatial properties. 

Thus, a simple point approximation of the 3D blood vessel structure would result in critical 

loss of 3D spatial and structural information and may produce results to such NN search 

with unacceptable error rate. To decrease the error rate, we use skeleton-based structural 

indexing to approximate each object with complex structure (see Figure 7(a)).
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To support efficient spatial NN query, a large suit of algorithms for spatial access methods 

have been developed [21, 54, 67]. Specifically, Voronoi diagram has been studied for nearest 

neighbor queries in various research domains. Given a set of input sites, typically 3D points 

in space for 3D case, Voronoi diagram partitions the space into disjoint polyhedrons based 

on distance to the query sites. Each given site has a corresponding polyhedron consisting of 

all 3D points closer to that site than to any other. Assume S = si i = 1
n  is a set of given n 

sites. Its 3D Voronoi diagram is represented as V = V i i = 1
n  consisting of n polyhedron cells 

Vi formulated as follows:

V i = p ∈ ℝ3, p − pi ≤ p − pj , ∀j ≠ i .

We present the workflow of Voronoi-based 3D NN query in Figure 11. For each 3D blood 

vessel within the partitioned cuboid C, we decompress its geometry into memory from 

compressed data for skeleton extraction. Each vessel is then represented with its skeleton 

points, which approximate the actual vessel structure. The skeleton points are extracted with 

the Mean Curvature Skeletons method (MCS) [57]. We then take the skeleton points as the 

input sites to construct the Voronoi diagram. With the 3D Voronoi diagram, we perform 

NN search for every nucleus within the same partitioned cuboid. Here, we simplify each 

3D nucleus as a 3D point, as it is small in size and regular in shape compared to a vessel 

structure [43]. The NN query results return the nearest blood vessel for each nucleus as well 

as the distance (Algorithm 3).

Note that as the MCS skeleton extraction algorithm used in NN query mainly relies on 

the shape and topology of 3D objects rather than the mesh details, it is not necessary to 

specify the highest LOD during geometry compression. Thus, we set the LOD as 60% 

in our implementation to improve the efficiency of geometry decompression and skeleton 

extraction for NN query acceleration. As skeleton extraction only needs geometry with 

lower LOD and one Voronoi diagram is constructed for one partitioned cuboid, the usage of 

memory in NN query is small and the building of skeleton-based structural indexing is fast.
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6.3.2 3D Nearest Neighbor Query with AABB-tree-based Method.—The 

workflow of 3D nearest neighbor query with AABB-tree-based method is shown in Figure 

12. After the nuclei and vessels within one partitioned cuboid are identified, the first step 

is to decompress the geometry of vessels in low LOD and compute Axis-Aligned Bounding 

Box (AABB) on the mesh facets of vessels. Next, R*-tree is built on the extracted AABBs 

of vessels in the cuboid. For each nucleus, its nearest neighbor (AABB) is found by R*-tree 

traversal, and the vessel with the closest AABB is taken as its nearest blood vessel. Last, 

the identified nearest vessel is decompressed to high LOD, and a structural AABB-tree 

index is built on the decompressed geometry for accurate distances computation. As the 

first step involves AABB-tree-based structural indexing for all vessels with very small sizes 

(low LOD), and the last step involves only nearest vessel objects with high resolution. 

Thus, the use of memory is efficient and the amount of geometric computation is reduced. 

The detailed steps are shown in Algorithm 4. Note that different from the skeleton-based 

method, which supports only NN query, kNN query can be supported by AABB-tree-based 

method when multiple candidates are retrieved with the inter-object level index and low 

LOD representations.

6.4 Query Task Parallelization

iSPEED provides parallel querying pipelines for the discussed query workflows for 

efficiency and scalability. With partitioned cuboids, iSPEED can run multiple query tasks 

through distributed computing paradigms such as Hadoop or Spark on commodity clusters.

As shown in Figure 13, the partitioned cuboid-based query processing is parallelized via 

MapReduce programming model with three main steps: (i) Map phase. In the Map phase, 

each Map task scans a chunk of data and performs R*-tree search on the partitioned cuboid 

index and emits each record, with the MBB and the compressed data, as output value and 

its cuboid_id as the key; (ii) Shuffle phase. All records with the same cuboid_id are sorted 

and prepared for reducer operations. Spatial objects from different datasets that belong to 

the same cuboid end up in the same partition to be processed by the same reducer; (iii) 

Reduce phase. Each reducer performs the cuboid-based spatial queries by executing the 

corresponding query workflow. If boundary objects need to be corrected for spatial join 

query, then an additional result normalization job will be invoked for duplicates removal.

7 EXPERIMENTAL EVALUATION

7.1 Experiment Setup

Three datasets from analytical pathology imaging are used for system performance 

evaluation. The 3D objects including nuclei (cells) and blood vessels are derived from 3D 

image volumes with different number of slides and have been validated and represented in 

OFF format [11]. We have dataset sizes at 1×, 3×, and 5×, as shown in Table 1.

The performance of iSPEED is tested on a cluster environment. The cluster has five nodes 

with 124 cores (Intel(R) Xeon(R) CPU E5–2650 v3 at 2.30 GHz). Each node comes with 

5 TB hard drive at 7,200 rmp and 128 GB memory. Cluster nodes are connected via a 1 

Gb network and the OS for each node is CentOS 6.7 (64 bit). We use Apache Hadoop 
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2.7.1 as MapReduce platform for distributed parallel computing and adopt Boost 1.57.0 

and CGAL 4.8 [4] libraries for 3D structural indexing, geometric computation, and spatial 

measurement. We also extend the SpatialIndex library 1.8.1 [16] for 3D R*-tree index 

creation. The original 3D datasets are uploaded in HDFS, and the replication factor is set 

as 3 for each datanode. We compare the performance of iSPEED with a state-of-the-art 

distributed 3D spatial data processing platform Hadoop-GIS 3D [38]. Hadoop-GIS 3D 

inherits the processing framework of Hadoop-GIS [17] with an extending support for 3D 

spatial data.

7.2 Effect of Data Compression

To evaluate the loss of 3D data compression, we use Hausdorff distance to quantitatively 

compute the geometric difference between the original and the compressed 3D meshes. For 

the 3D objects in the three datasets, we randomly choose one partitioned cuboid with about 

2,500 nuclei and 200 vessels for validation with Hausdorff distance metric. As shown in 

Table 2, compared with the size of the objects that could be hundreds in each dimension, the 

Hausdorff distances for vessels and cells are small enough to be negligible in practice [65].

To evaluate the effect of data compression on spatial queries, we take spatial join as an 

representative benchmark query and use Jaccard coefficient as the validation metric. We 

randomly choose one partitioned cuboid from each of the three nuclei test datasets (about 

2,500 nuclei) and compute the Jaccard coefficient of spatial joins on the original mesh (Jo) 

and the compressed mesh Jc. The mean and standard deviation of their difference (|Jo − 

Jc |) are 0.035 ± 0.43%, 0.057 ± 0.27%, and 0.047 ± 0.33% for 1×, 3×, and 5× datasets, 

respectively. The results of Jaccard coefficient also reveal a minor loss of the compressed 

data in spatial queries.

7.3 Performance of Standalone INTENSE Engine on a Single Node

To evaluate the spatial query engine INTENSE, we take spatial join as a representative 

benchmark query to test its standalone performance and validate the effect of structural 

indexing by nearest neighbor search and spatial proximity estimation. For the performance 

test, we run INTENSE on a cluster node as a single thread application. The test data is from 

two 3D result sets (2,476 vs. 2,503 nuclei) within one partitioned cuboid, with 202 blood 

vessels in the same cuboid. Figure 14 presents the query execution time versus multiple 

LODs of the dataset.

Standalone Performance.—We run INTENSE in a single thread on the test dataset and 

compare its execution time with that of ODSQUE, the standalone query engine of Hadoop-

GIS 3D. Figure 14(a) shows the spatial join performance comparison for the two engines. 

INTENSE performs significantly better than ODSQUE at all LODs. Specifically, for the 

original data with 100% LOD, INTENSE takes 5 minutes 30 seconds, while ODSQUE uses 

15 minutes 32 seconds, about three times slower.

When profiling INTENSE for the data and computation intensive spatial join for cross-

matching, we observe that the cost of reading and parsing MBB data from memory is 

0.61%, R*-tree construction cost is 0.02%, MBB filtering cost is 0.33%, on-demand data 
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decompression is 2.03%, and spatial refinement and measurement cost is 97.01%. With fast 

development of CPU speed, spatial index construction takes very little time during the query 

process, which motivates us to develop the index-on-demand approach to support spatial 

queries. We can also see that 3D geometric computation dominates the cost, which can be 

accelerated through parallel computation on a cluster.

Effect of Structural Indexing.—As shown in Figure 14(b), structural indexing 

significantly boosts distance-based spatial queries for complex structures. We test the effect 

of structural indexing by running skeleton and AABB-tree-based nearest neighbor search 

on the test dataset with 3D blood vessels. An MBB-based indexing without any structural 

indexing is used for comparison. As the MBB approach computes the distance between 

nuclei and vessels by checking all the face pairs in a brute-force nested loop manner, it takes 

much longer time across all LODs compared to the two structural indexing approaches. For 

the dataset with 60% LOD, the time for AABB-tree indexing and skeleton indexing is less 

than 100 seconds, while MBB indexing takes about 200 seconds. For the datasets with 80% 

and 100% LOD, the two structural indexings are about 4 to 5 times faster than the traditional 

MBB indexing. Note that AABB-tree indexing performs slightly better than skeleton-based 

indexing on all LODs, as in our experiment the cost of tree creation and traversal is less than 

that of skeleton extraction and Voronoi diagram construction for complex objects. However, 

as the skeleton points extracted from representations of the same objects in different LODs 

are more or less the same, it is unnecessary to perform queries with high LODs when 

skeleton-based approach is taken.

7.4 Performance of iSPEED versus Hadoop-GIS 3D

For the purpose of comparison, we run three spatial queries on both iSPEED and Hadoop-

GIS 3D on the dataset at the 3× 3D image volume with 168 slides. Spatial proximity 

estimation query is based on nearest neighbor search and demands accurate distance 

computation for global spatial pattern discovery. We facilitate the proximity estimation 

queries with AABB-tree-based structural indexing. The pipeline is applied to all types of 

target objects within the same partitioned cuboid for nearest distances computation. Then an 

aggregation step to collect the sums of nearest distances is performed over the whole 3D 

volume, and the mean and standard deviation of the distance sums are computed for spatial 

proximity estimation.

For fairness, both Hadoop-GIS 3D and iSPEED are tested against the data with the 

same level of details (LODs). As shown in Figure 15, the results illustrate the query 

execution time versus the number of parallel processing units (PPUs). With the MapReduce 

implementation, the number of PPU corresponds to the number of mapper and reducer 

tasks in our system. Both systems exhibit good scalability for the three types of spatial 

queries. iSPEED outperforms Hadoop-GIS 3D significantly with a speedup of from 2.31 

to 3.02 for spatial join query across different number of PPUs. As iSPEED compresses 

the spatial data with spatial compression method, it significantly reduces data scanning 

from HDFS and minimizes data shuffling between cluster nodes. Even 3D objects are 

stored in a compressed form in iSPEED; with multi-level spatial index-based filtering and 

on-demand decompression, the extra cost for compression is small and the overall gained 
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efficiency is significant. Further, the do-demand individual object-level structural indexing 

also contributes to the efficiency of iSPEED.

7.5 Query Performance versus Level of Detail

As 3D objects are represented with multiple levels of detail in iSPEED, we test the 

effect of different LOD representations on spatial query performance. We take the spatial 

join as a representative benchmark query and evaluate the execution time and error rate 

for quantitative spatial measurement of intersection volumes, as shown in Figure 16. 

We run spatial join on one small partitioned cuboid containing 871 objects with seven 

levels of detail ranging from 40% to 100%. In the test of join query processing, for 

each pair of objects, we first perform MBB filtering. Then, for the candidate pairs with 

MBB intersection, we decompress their geometries with specified LOD, perform geometry 

intersection testing, and compute the intersection volume individually for each pair.

As Figure 16(a) shows, the execution time increases dramatically with increasing LODs. 

For LOD with 50%, it only takes 213 seconds. However, it increases to 3,026 seconds for 

100% LOD—14 times increase in time. The reason of such significant increase of execution 

time is that objects with larger LOD have more complex geometries, and 3D geometry 

computation dominates the cost of spatial join query.

The geometry simplification of objects will lead to precision loss in the query results. We 

present the error rates of resulted intersection volume across different LODs in Figure 16(b). 

Compared to the 100% LOD, the error rate for 50% LOD is 9.64%. For LOD with 70%, the 

error rate is only 2.72% with query time of 750 seconds, a quarter of the time from 100% 

LOD. Error rate for 90% LOD is 0.54%, but the query runs twice faster (1,484 seconds) 

than 100% LOD. For the nearest neighbor query, less than 4% of the queries return the false 

result even for the test with the lowest LOD. Thus, there will be a tradeoff between query 

time and error rate for queries on objects with different LODs. In iSPEED, users can specify 

the LOD for spatial queries to balance query efficiency and result precision based on the 

application requirement.

7.6 Scalability of iSPEED

We demonstrate the scalability of the system with the discussed three types of spatial queries 

in Figure 17. Datasets used include 1×, 3×, and 5× datasets on 100% LOD geometry, with 

varying number of PPUs. We can see a continuous decline of query time by increasing the 

number of reducers. It achieves a nearly linear speedup in spatial join query, e.g., the time 

is reduced by half when the number of reducers is increased from 10 to 20. The system also 

has a nice scale-up. For example, with 40 processing units, the time for spatial join query on 

the 5× dataset is about five times of that for spatial join query on the 1× dataset.

8 RELATED WORK

3D spatial data management: Spatial Database Management Systems (SDBMSs) have been 

developed for managing and querying 3D spatial data in industrial applications, such as 

OracleSpatial, MapInfo Discover 3D from pitneybowes [13], and ESRI 3D GIS [6]. Most 

of the commercial SDBMSs are developed based on enterprise-class RDBMS and aim to 
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perform spatial analysis in various domains of 3D mapping, 3D city modelling and urban 

planning, and 3D geoscience data analysis. However, They mainly support simple 3D spatial 

objects such as landmarks and buildings with 3D geometry types of point, line, polygon, 

and solid, without efficient supporting of 3D objects with complex structures [47]. Data 

loading is also a major bottleneck for SDBMS-based solution, especially for large-scale 

datasets. Moreover, traditional spatial indexing and querying methods have limited support 

to analytical spatial queries on 3D complex structured objects. Besides polyhedron-based 

representations, a 3D object can also be represented by cloud points that are widely used in 

HD map [8] and automatic driving [72]. Reference [53] uses GPU to improve the 3D spatial 

data processing efficiency. An OCTree-based in-memory 3D cloud points index is proposed 

in Reference [33]. Cloud points base representations has its advantages in representing 3D 

objects in certain scenarios but is out of the scope of this article.

3D spatial data compression:

Spatial data compression is well studied in the research fields of computational geometry, 

multimedia, and computer science. In progressive compression [34], lower resolution 

spatial objects can be obtained by collapsing faces, edges, and vertex pairs or removing 

vertices [37, 44]. Researches are conducted to achieve better compression which has higher 

compression rate and lower distortion rate. PPMC takes a lifting schema to improve the 

distortion rate [45]. A feature-oriented generic progressive lossless mesh coder is proposed 

in Reference [50] to achieve a better presentation of geometric features. An OCTree-based 

method is proposed in Reference [52] to improve the efficiency of encoding meshes with 

arbitrary topological structures. Another Incremental Parametric Refinement-based approach 

is proposed to improve the quality of compression with a novel refinement scheme [62]. 

Besides those progressive compression methods, wavelet is another multiple resolution 

representation of 3D object [56]. The details of an object come in batches to achieve 

progressive rendering and querying. A motion-aware approach is proposed to dynamically 

retrieve objects in proper resolutions considering the movement of the observing object [18, 

19]. Both the progressive compression and wavelets-based multiple resolution 3D objects 

representation is compatible with iSPEED, as spatial compression is facilitated to reduce 

network bandwidth cost and achieve multi-precision spatial queries.

Distributed spatial data processing:

Recently, several systems have been proposed to support large-scale spatial queries with 

distributed computing resources over a cluster of commodity machines [17, 22, 31, 69–71]. 

They mainly focus on 2D spatial data queries and analysis and lack critical components for 

3D support, such as modeling, compression, indexing (in particular, for complex 3D objects) 

and 3D geometry computations. Hadoop and Spark are widely used for scalable and cost-

effective big data analysis [17, 59, 71]. Hadoop relies on MapReduce programming model 

for distributed processing of large datasets stored in HDFS, and Spark is an in-memory 

computing framework that caches data in memory for iterative processing. Spark does not 

provide 3D geometry compression to reduce data to fit into memory, and it will suffer from 

major shuffling cost from I/O for massive datasets [30]. Spark also lacks 3D spatial indexing 

and query methods. iSPEED is implemented with its own data compression and in-memory 
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data and index structures. It uses Hadoop for parallelization and job scheduling but has very 

low I/O or shuffling cost due to the in-memory storage across all the nodes.

9 CONCLUSION

Massive 3D data with complex structures generated from biomedical applications provides 

a significant research challenge on spatial data management. In this article, we present 

iSPEED, an efficient and scalable system to support high-performance 3D spatial queries 

on large-scale complex structured datasets and demonstrate its efficiency and scalability 

on supporting multiple spatial query types. iSPEED achieves the goals through data 

compression, multi-level in-memory spatial indexing, parallel query processing, and 

graceful boundary and buffered objects handling. Our experiments on the 3D pathology 

imaging use case demonstrate that iSPEED provides an effective and scalable solution for 

spatial queries over large-scale 3D complex structured datasets, with low memory footprint. 

Our system is generic and provides a novel framework for building highly effective 3D 

querying systems.
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Fig. 1. 
The workflow of 3D pathology imaging with spatial queries.
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Fig. 2. 
An example of 3D spatial proximity estimation of artery (red) and vein (blue).
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Fig. 3. 
Architecture overview of iSPEED.
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Fig. 4. 
Decimation of an intermediate level of detail of the 3D blood vessel model. Top: the Li level 

of detail. Bottom: the Li−1 level of detail with inserted edges depicted in blue, faces with a 

removed vertex in green, and faces without a removed vertex in red.
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Fig. 5. 
The compressed file structure with a compressed nucleus illustrating different LODs.
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Fig. 6. 
Hierarchical view of multi-level indexing in iSPEED.
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Fig. 7. 
Structured index. (a) Vessel skeleton. The yellow dots are skeleton points. (b) A vessel 

structure. (c) Illustration of AABB tree on a subset of vessel facets. Tree is constructed via a 

bottom-up approach.
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Fig. 8. 
Illustration of boundary objects. The green nucleus O is a boundary object, and it is 

duplicated to cuboids C1 and C2 as O1 and O2.
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Fig. 9. 
Illustration of buffered boundary objects. The light blue area is the added buffer for the 

vessel V in cuboid C1. With the buffer, V is a boundary object and duplicated to cuboids C1 

and C2 as V1 and V2.
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Fig. 10. 
An example of a two-way 3D spatial join workflow in INTENSE.
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Fig. 11. 
Workflow of 3D nearest neighbor search with skeleton-based approach.

TENG et al. Page 36

ACM Trans Spat Algorithms Syst. Author manuscript; available in PMC 2022 September 06.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 12. 
Workflow of 3D nearest neighbor search with AABB-tree-based approach.
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Fig. 13. 
The distributed data processing with INTENSE engine in iSPEED.
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Fig. 14. 
Performance of INTENSE engine.
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Fig. 15. 
iSPEED vs. Hadoop-GIS 3D in spatial join, nearest neighbor search, and proximity 

estimation as the number of parallel processing units (PPUs) increases.
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Fig. 16. 
Varying level of details.
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Fig. 17. 
Scalability of iSPEED on spatial join, nearest neighbor search, and proximity estimation.
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Table 1.

3D Dataset for Performance Study

Dataset 1× 3× 5×

Number of slides 56 168 280

Number of 3D nuclei 1.4 × 106 4.1 × 106 6.8 × 106

Number of 3D vessels 5,200 14,100 22,320

Dataset size 90 GB 272 GB 460 GB
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Table 2.

Evaluation Results with Hausdorff Distance Metric

3D Object dataset Hausdorff distance

3D Vessel

1× 0.079 ± 0.91%

3× 0.085 ± 0.88%

5× 0.091 ± 0.83%

3D Cell

1× 0.152 ± 0.52%

3× 0.131 ± 0.61%

5× 0.157 ± 0.57%
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