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Main Points
•	 Artificial intelligence (AI)-based cephalometric analysis system can show clinically acceptable performance.
•	 As a clinical decision support system, AI-based systems can help orthodontists with diagnosis, treatment planning, and follow-up in clinical 

orthodontics practice.
•	 Automatic cephalometric analysis software will save the orthodontists time making their work easier.

ABSTRACT

Objective: The aim of this study is to develop an artificial intelligence model to detect cephalometric landmark automatically en-
abling the automatic analysis of cephalometric radiographs which have a very important place in dental practice and is used routinely 
in the diagnosis and treatment of dental and skeletal disorders.

Methods: In this study, 1620 lateral cephalograms were obtained and 21 landmarks were included. The coordinates of all landmarks 
in the 1620 films were obtained to establish a labeled data set: 1360 were used as a training set, 140 as a validation set, and 180 as a 
testing set. A convolutional neural network-based artificial intelligence algorithm for automatic cephalometric landmark detection 
was developed. Mean radial error and success detection rate within the range of 2 mm, 2.5 mm, 3 mm, and 4 mm were used to eval-
uate the performance of the model.

Results: Presented artificial intelligence system (CranioCatch, Eskişehir, Turkey) could detect 21 anatomic landmarks in a lateral ceph-
alometric radiograph. The highest success detection rate scores of 2 mm, 2.5 mm, 3 mm, and 4 mm were obtained from the sella point 
as 98.3, 99.4, 99.4, and 99.4, respectively. The mean radial error ± standard deviation value of the sella point was found as 0.616 ± 0.43. 
The lowest success detection rate scores of 2 mm, 2.5 mm, 3 mm, and 4 mm were obtained from the Gonion point as 48.3, 62.8, 73.9, 
and 87.2, respectively. The mean radial error ± standard deviation value of Gonion point was found as 8.304 ± 2.98.

Conclusion: Although the success of the automatic landmark detection using the developed artificial intelligence model was not in-
sufficient for clinical use, artificial intelligence-based cephalometric analysis systems seem promising to cephalometric analysis which 
provides a basis for diagnosis, treatment planning, and following-up in clinical orthodontics practice.
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INTRODUCTION

Orthodontics is one of the specialties of dentistry that mainly deals with the diagnosis of malocclusion and ulti-
mately aims to prevent and correct them. It mainly deals with the correction of defects in the craniofacial skel-
eton and dentoalveolar structures. Correct diagnosis and treatment planning are considered the key elements 
in the success of orthodontic treatment. Orthodontists must be very precise in their diagnosis and treatment 
planning. Orthodontic diagnosis is mainly based on the patient’s dental and medical history, clinical examina-
tion, study models, and cephalometric radiographs, which are considered the most useful tool for orthodontic 
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diagnosis. Cephalometric radiography is a standard diagnostic 
imaging technique in orthodontics.1,2 It is the most important 
tool for diagnosis and treatment to detect problems in craniofa-
cial skeletal structures and incompatibility of anatomical struc-
tures related to each other. The skeletal relationship between 
the cranial base and the maxilla or mandible, the relationship 
between the maxilla and the mandible, and the dentoalveo-
lar relationship were quantitatively evaluated using cephalo-
metric radiographs. They also serve to determine the growth 
pattern through quantitative and qualitative assessments and 
superimposition of serial radiographs. In addition to that, ceph-
alometric radiographs are also required to plan an orthogna-
thic surgery.3-6 Identifying anatomical points on cephalometric 
radiographs is crucial for accurate cephalometric analysis as the 
initial step of the analysis. However, detecting cephalometric 
anatomical points is a tedious, difficult, and time-consuming 
process. There is a possibility of intra- and interobserver vari-
ability. It may occur due to differences in education and clini-
cal experience. A clear projection of the craniofacial area into a 
2-dimensional image is difficult because of the overlapping of 
complex anatomical structures and the diversity of dentofacial 
morphology that differs from patient to patient.1-8

In the last few decades, artificial intelligence (AI) technology, 
which is based on the principles of imitating the functioning of 
the human brain, lead to important developments in the field of 
dentistry.9-11 Artificial intelligence has many sub-fields that are 
widely used in different fields, especially in biological and medi-
cal diagnostics, which includes namely machine learning (ML), 
artificial neural networks (ANNs), deep learning (DL), and con-
volutional neural networks (CNNs). Machine learning, the main 
sub-fields of AI, includes ANN and DL. Artificial neural network 
has been developed by imitating biological neural networks 
through computer programs that model the way the brain per-
forms a function. The multi-layered network structure, which is 
formed by combining artificial neurons and connecting artificial 
neuron layers with mathematical operations, is called DL. The 
convolutional neural network is one of the popular and success-
ful DL model for image classification. These neural networks are 
mathematical computational models that can truly simulate the 
functioning of the biological neuron. These automated technol-
ogies will come in use as powerful tools to predict diagnosis and 
assist clinicians in treatment planning.9-11 These models can be 
trained with clinical data sets and used for a variety of diagnostic 
tasks in dentistry. Taking into consideration the literature, quite 
a number of studies are available to assess the performance of 
AI algorithms to solve different problems in dentistry such as 
tooth detection and numbering, caries and restoration detec-
tion, detection of periapical lesion and jaw pathologies, dental 
implant planning, impacted tooth detection, etc.12-18 Moreover, 
AI-based automatic and semi-automatic system that can be an 
alternative to fully automatic systems with the advantages such 
as faster and easier point identification, although it has some dis-
advantages including loss of standardization, has a great poten-
tial in developing tools that will provide significant benefits to 
assist orthodontists in providing standardized patient care and 
maximizing the chances of meeting goals. Orthodontists can 

benefit from AI technology for better clinical decision-making. 
Besides, orthodontists save time using AI-based systems.9-11

The aim of this study is to develop an AI model for the automatic 
detection of cephalometric landmark that enables the auto-
matic analysis of cephalometric radiographs which have a very 
important place in dental practice and are routinely used in the 
diagnosis and treatment of dental and skeletal disorders.

METHODS

Radiographic Images Data Sets
Lateral cephalometric images of patients aged between 9 and 
20 years, in the mixed or permanent dentition, were obtained 
from the radiology archive of the Department of Orthodontics, 
Faculty of Dentistry, Eskişehir Osmangazi University. The cepha-
lometric radiographs had position error, missing/unerupted, 
or has any developmental problem of central incisors and 
first molars, metal artifacts caused by orthodontic appliance, 
implant, etc., trauma and maxillofacial surgery were excluded 
from study data. Eskişehir Osmangazi University Faculty of 
Medicine Clinical Research Ethics Committee (approval num-
ber: August 6, 2019/14) approved the study protocol, and all 
procedures were followed in accordance with the Declaration 
of Helsinki principles. All lateral cephalometric radiographs were 
taken from patients sitting upright in a natural head position 
with Plenmeca Promax Dental Imaging Unit (Planmeca, Helsinki, 
Finland) following parameters 58 kVp, 4 mA, 5 sn.

Ground Truth Labeling
As an orthodontist with 9 years of experience, M.U. labeled lat-
eral cephalometric radiographs with CranioCatch Annotation 
Software (CranioCatch, Eskisehir, Turkey) for 21 different cepha-
lometric landmarks using the point identification tool. Following 
cephalometric landmarks were annotated: sella (S), nasion (N), 
orbitale (Or), porion (Po), Mx1r, B point, pogonion (Pg), menton 
(Me), gnathion (Gn), gonion (Go), Md1c, Mx1c, labiale superior 
(Ls), labiale inferior (Li), subnasale (Sn), soft tissue pogonion (Pg’), 
posterior nasal spina (PNS), anterior nasal spina (ANS), articulare 
(Ar), A point, and Md1r (Table 1).

Deep Learning Architecture
Feature aggregation and refinement network (FARNet) proposed 
by Yueyuan et al.19 was used to model the development of ceph-
alometric landmark detection as a CNN-based deep learning 
model. The feature aggregation and refinement network com-
prises 3 main systems including a backbone network, a multi-
scale feature aggregation (MSFA), and a feature refinement (FR). 
The backbone network is a pre-trained architecture trained on 
ImageNet. The backbone network figures out a feature hierarchy 
of feature maps at various ranges. Feature maps were extracted 
from the input images with a ranging step of 2 and it works 
as the first down-sampling way. The MSFA module has an up-
sampling and down-sampling way followed by an up-sampling 
way to combine the multi-range features. In each feature fusion 
block, features with different resolutions are combined through 
higher resolution-dominant coupling, where higher resolution 
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features are highlighted by retaining more channels than lower 
resolution ones. Feature maps obtained from the MSFA module 
have half resolution as the input image. In order to obtain a more 
accurate prediction, the FR module was used to generate feature 
maps with the same resolution as in the input image (Figure 1).

Model Developing
The model developing process was conducted on computer 
equipment in the Dental-AI Laboratory of Faculty of Dentistry 
in Eskişehir Osmangazi University that contained a Precision 
3640 Tower CTO BASE workstation Intel(R) Xeon(R) W‐1250P (6 
core, 12 M cache, core processor frequency 4.1 GHz, Max Turbo 
Frequency 4.8 GHz) DDR4‐2666, 64 GB DDR4 (4 X16GB) 2666 
MHz UDIMM ECC memory capacity, 256 GB SSD SATA, Nvidia 
Quadro P620, 2 GB) and NVIDIA Tesla V100 graphics card (Dell, 
Texas, ABD) and 27", 1920 x 1080 pixel IPS LCD monitor (Dell, 
Tex, ABD). Python open-source programming language (v.3.6.1; 
Python Software Foundation, Wilmington, Del, USA) and Pytorch 
library were used for model development, and 1620 cephalo-
metric mixed sizes images with 21 points labels were obtained. A 
row is determined for each point. Labels were saved in txt format 
as 21 points in the specified order. Images and labels resized to 
1935 × 2400. The data sets were divided into 3 parts as training, 
testing, and validation:

Training: 1360 images and 21 points labels

Validaton: 140 images and 21 points labels

Test: 180 images and 21 points labels

The data obtained from the testing group were not reused. The 
training of the AI model was performed using 300 epochs with 
PyTorch implemented CNN-based deep learning method. The 
learning rate of the model was determined as 0.0001 (Figure 2).

Evaluation of the Model Performance
The point-to-point error of each landmark was measured with 
the absolute distance and averaged over the all-test data set. 
Landmark error was measured manually and was estimated 
landmark position of an image respectively. Mean Radial Error 
(MRE) and Standart Deviation (SD) values were reported for the 
all landmarks. The radial error (R) computed as ∆x is the distance 
between the estimated position and the manual localized stan-
dard position in the x direction, and ∆y is the distance between 
the estimated position and the manual localized standard posi-
tion in the y direction in the horizontal (x) and vertical (y) coor-
dinate systems.2

R x y� �� �2 2

MRE and SD were computed using following formula2: 

MRE
R

N
i

N

� �� 1
i

Table 1.  Definition of Cephalometric Landmark

1.	 Sella (S) The midpoint of sella turcica

2.	 Nasion (N) The extreme anterior point of the frontonasal suture/junction of frontonasal suture

3.	 Orbitale (Or) Inferior border of orbit

4.	 Porion (Po) Top of external auditory meatus

5.	 Mx1r The tip of the upper incisor root

6.	 B point The deepest point in the curvature of the mandibular alveolar process

7.	 Pogonion (Pg) The extreme anterior point of the chin

8.	 Menton (Me) The extreme inferior point of the chin

9.	 Gnathion (Gn) The midpoint between pogonion and menton

10.	Gonion (Go) The midpoint of the mandibular angle between ramus and the mandibular corpus

11.	Md1c The tip of the lower incisor

12.	Mx1c The tip of the upper incisor

13.	Labiale superior (Ls) Most anterior point on outline of upper lip (vermillion border)

14.	Labiale inferior (Li) Most anterior point on outline of the lower lip (vermillion border)

15.	Subnasale (Sn) Junction of nasal septum and upper lip in mid -sagittal plane.

16.	Soft tissue pogonion (Pg’) Most anterior point on outline of ST chin.

17.	Posterior nasal spina (PNS) The extreme posterior point of the maxilla

18.	Anterior nasal spina (ANS) The extreme anterior point of the maxilla

19.	Articulare (Ar) A point on the posterior border of the ramus at the intersection with the basilar portion of the occipital bone

20.	A point The deepest point in the curvature of the maxillary alveolar process

21.	Md1r The tip of the lower incisor root
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The successful detection rates (SDR) were measured which 
indicate percentages of estimated points within each preci-
sion range of 2 mm, 2.5 mm, 3 mm, and 4 mm, respectively. For 
each cephalometric landmark, if the distance between the auto-
matically determined position by AI and the ground truth is no 
higher than a certain value d, automatic localization detected by 
AI is accepted successful, and the SDR related to the accuracy of 
d can be calculated.2

RESULTS

The presented AI system (CranioCatch, Eskisehir, Turkey) 
could detect 21 anatomic landmarks in a lateral cephalo-
metric radiograph (Figure 3). The highest SDR score of 2 mm, 
2.5 mm, 3 mm, and 4 mm was obtained from the S point as 
98.3, 99.4, 99.4, and 99.4, respectively. The MRE ± SD value of 
S was found as 0.616 ± 0.43. The lowest SDR score of 2 mm, 
2.5 mm, 3 mm, and 4 mm were obtained from the Go point as 
48.3, 62.8, 73.9, and 87.2, respectively. The MRE ± SD value of 
Go was found as 8.304 ± 2.98. The MRE and SDR value of each 
anatomic landmark obtained from test data is summarized in 
Table 2.

DISCUSSION

Deep learning-based AI algorithms are using commonly medical 
image analysis. Cephalometric images are routinely used to eval-
uate the relationship between mandible and maxilla and dento-
alveolar structure and detection of dental and skeletal anomalies 
in orthodontics practice. Although analysis of cephalometric 
images is so important, it is a time-consuming and strong pro-
cedure and the result of the analysis can be varying from person 
to person. Taking into consideration, the opinion of automatic 
cephalometric analysis using AI algorithms was found to be use-
ful and so many studies were available using different methods 
in the literature. In this view, automatic cephalometric land-
mark detection challenges were organized by the International 
Symposium on Biomedical Imaging (ISBI) and the Institute of 
Electrical and Electronics Engineers which created public data 
set comprising the 19 cephalometric landmarks. Using this data 
set, different AI methods such as decision tree, random forest, 
Bayesian convolutional neural networks, and cascade CNNs were 
applied for the detection of cephalometric landmark.20-26 A study 
conducted by Zeng et al.20 proposed an original way based on 
cascaded CNNs for automatic cephalometric landmark detection 
of 19 points on ISBI 2015 challenge test 1 data set. In this study, 
the highest SDR score of 2 mm, 2.5 mm, 3 mm, and 4 mm were 
obtained from incision superius point as 95.33, 96.00, 98.00, and 
100.0, respectively. The MRE ± SD value of incision superius was 
found as 0.96 ± 0.61. The lowest SDR score of 2 mm, 2.5 mm, 

Figure 1.  The system architecture of the CNN-based AI algorithm
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Figure 2.  AI model pipeline of automatic landmark detection (JSON: Java Script Object Notation)

Figure 3. A-C.  Automatic detection of cephalometric points by the AI model. (A) Original image (B) Automatic landmark detection by AI model. (C) The 
comparison of landmark detection by expert and AI. Red: landmark location detected by expert. Green: landmark location detected by AI



99

Turk J Orthod 2022; 35(2): 94-100� Uğurlu. Cephalometric Landmark Detection Using Artificial Intelligence

3 mm, and 4 mm were obtained from P as 54.67, 68.67, 80.67, 
and 94.00, respectively. The MRE ± SD value of incision superius 
was found as 2.02 ± 1.25. The average SDR score of 2 mm, 2,5 
mm, 3 mm, and 4 mm were obtained as 81.37, 89.09, 93.79, and 
97.86, respectively. The average value of MRE ± SD was found as 
1.34 ± 0.92. Lee et al.21 developed a new network for detecting 
cephalometric points with confidence regions using Bayesian 
CNNs. Their AI model was also trained with the public data set 
from the ISBI 2015 grand challenge in dental x-ray image analy-
sis. The highest SDR score of 2 mm, 2.5 mm, 3 mm, and 4 mm 
were obtained from lower lip point as 97.33, 98.67, 98.67, and 
99.33, respectively. Landmark error with SD of lower lip point 
was found as 1.28 ± 0.85. The lowest SDR score of 2 mm, 2,5 mm, 
3 mm, and 4 mm were obtained from the A point as 52.00, 62.00, 
74.00, and 87.33, respectively. The MRE with SD values of lower 
lip point was found as 2.07 ± 2.53. The average SDR score of 2 
mm, 2,5 mm, 3 mm, and 4 mm were obtained from 82.11, 88.63, 
92.28, and 95.96, respectively. Landmark error with SD of average 
was found as 1.53 ± 1.74. A study conducted by Bulatova et al.22 
evaluated the accuracy of cephalometric landmark detection 
between the You Only Look Once, Version 3 (YOLOv3) algorithm 
based on the CNN and the manual identification group. There 
were no found statistical differences between manual identifica-
tion and AI groups for 11 out of 16 points. Significant differences 
(>2 mm) were found for points of U1 apex, L1 apex, Basion, Go, 
and Or. They concluded that AI may increase the efficiency of the 

cephalometric point identification in routine clinical practice. 
Kim et al.7 investigated the accuracy of automated detection of 
cephalometric points using the cascade CNNs on lateral cepha-
lograms obtained from multi-centers in South Korea. A total 
of 3150 lateral cephalograms were used for training. For exter-
nal validation, 100 lateral cephalograms were used as the data 
set. The mean identification error for each point was found to 
be between 0.46 ± 0.37 mm for the maxillary incisor crown tip 
and 2.09 ± 1.91 mm for the distal root tip of the mandibular first 
molar.

Taking literature into consideration, many cephalometric points 
including A point, Ar, Go, Pg’, and Or were detected difficult, 
and these points present higher errors or lower SDR values than 
other points. In the present study, Go point had the lowest value 
of SDR as 48.3, 62.8, 73.9, and 87.2 for 2 mm, 2.5 mm, 3 mm, and 
4 mm, respectively. The points of Pg’, PNS, Me, Or, B, Ar, and Po 
had SDR values also lower than 70.0 for 2 mm. The SDR score 
of 2 mm, 2.5 mm, 3 mm, and 4 mm obtained from A point was 
found as 76.1, 83.3, 87.8, and 94.4, respectively. The MRE ± SD 
value of a point was found as 5.124 ± 1.67. Although the success 
of the model was not clinically acceptable in automatic landmark 
detection, the success of the system seems promising and open 
to improvement (developable and upgradeable). The present 
study has many limitations such as including images obtained 
from only 1 center and the same exposure parameters, making 

Table 2.  The MRE and SDR value of landmarks obtained from test data

Anatomic Landmark 2 mm 2.5 mm 3 mm 4 mm MRE ± SD

Sella (S)  98.3 99.4 99.4 99.4 0.616 ± 0.43

Nasion (N)  77.8 83.9 89.4 94.4  1.391 ± 1.26

Orbitale (Or) 66.1 73.3 83.3 92.2 2.070 ± 1.63 

Porion (Po) 65.0 75.6 80.6 90.6 3.963 ± 1.78

Mx1r 72.2 82.2 87.8 93.9 4.870 ± 1.84

B point 66.1 79.4 85.0 91.1 3.416 ± 1.82

Pogonion (Pg) 73.9 80.6 87.2 93.3 1.579 ± 1.31

Menton (Me) 67.8 75.0 83.9 92.8 1.429 ± 1.33

Gnathion (Gn) 88.9 93.3 96.1 97.8  2.172 ± 1.13

Gonion (Go) 48.3 62.8 73.9 87.2 8.304 ± 2.98

Md1c 91.7 93.3 95.0 95.6 5.318 ± 1.62

Mx1c 94.4 95.0 95.6 95.6 1.774 ± 0.86

Labiale superior (Ls) 90.6 94.4 95.6 96.7 2.519 ± 1.10

Labiale inferior (Li) 86.7 89.4 92.2 95.6 2.110 ± 1.18

Subnasale (Sn) 90.6 94.4 96.1 97.2 2.028 ± 1.08

Soft tissue pogonion (Pg’) 53.9 66.1 70.0 78.9 4.045 ± 2.32

Posterior nasal spina (PNS) 66.1 78.3 84.4 90.6 5.780 ± 2.24

Anterior nasal spina (ANS) 78.3 86.1 90.6 95.6 4.187 ± 1.68

Articulare (Ar) 69.4 77.2 82.2 90.0 5.570 ± 2.03

A point 76.1 83.3 87.8 94.4 5.124 ± 1.67

Md1r 81.7 89.4 95.6 97.8 3.524 ± 1.41

Mean 76.2 83.5 88.2 93.4 3.400 ± 1.57
MRE, mean radial error; SD, standard deviation.
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of the labeling by an orthodontist, no testing of external data 
set, and limited numbers of cephalometric landmarks for cepha-
lometric analysis. The results obtained are promising in terms of 
localizing the cephalometric landmarks. 

CONCLUSION

Convolutional neural network-based AI algorithms show prom-
ising success for medical image evaluations. Although the suc-
cess of the automatic landmark detection developed using the 
AI model was not insufficient for clinical use, AI-based cephalo-
metric analysis systems seem promising to cephalometric analy-
sis which provides a basis for diagnosis, treatment planning, and 
following-up in clinical orthodontics practice.
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