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Abstract

Purpose.—We report the initial development of an image-based solution for robotic assistance 

of pelvic fracture fixation. The approach uses intraoperative radiographs, preoperative CT, and 

an end effector of known design to align the robot with target trajectories in CT. The method 

extends previous work to solve the robot-to-patient registration from a single radiographic view 

(without C-arm rotation) and addresses the workflow challenges associated with integrating 

robotic assistance in orthopaedic trauma surgery in a form that could be broadly applicable to 

isocentric or non-isocentric C-arms.

Methods.—The proposed method uses 3D-2D known-component registration to localize a robot 

end effector with respect to the patient by: (1) exploiting the extended size and complex features 

of pelvic anatomy to register the patient; and (2) capturing multiple end effector poses using 

precise robotic manipulation. These transformations, along with an offline hand-eye calibration of 

the end effector, are used to calculate target robot poses that align the end effector with planned 

trajectories in the patient CT. Geometric accuracy of the registrations was independently evaluated 

for the patient and the robot in phantom studies.

Results.—The resulting translational difference between the ground truth and patient 

registrations of a pelvis phantom using a single (AP) view was 1.3 mm, compared to 0.4 mm 

using dual (AP+Lat) views. Registration of the robot in air (i.e., no background anatomy) with five 

unique end effector poses achieved mean translational difference ~1.4 mm for K-wire placement 

in the pelvis, comparable to tracker-based margins of error (commonly ~2 mm).

Conclusions.—The proposed approach is feasible based on the accuracy of the patient and robot 

registrations and is a preliminary step in developing an image-guided robotic guidance system that 

more naturally fits the workflow of fluoroscopically guided orthopaedic trauma surgery. Future 

work will involve end-to-end development of the proposed guidance system and assessment of the 

system with delivery of K-wires in cadaver studies.
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1. INTRODUCTION AND PURPOSE

Pelvic fracture reduction and fixation is a surgical procedure for stabilizing pelvic bone 

fragments following traumatic injury. The surgeon stabilizes realigned anatomy by inserting 

Kirschner wires (K-wires), followed by cannulated screws.1,2 X-ray fluoroscopy guidance is 

typically used during the procedure in order to determine appropriate placement of K-wires. 

It is, however, often difficult to qualitatively reckon the 3D pose of the K-wire in the patient 

from a 2D fluoroscopic view, and the surgical staff is often exposed to prolonged radiation 

during the procedure.3

Robotic assistance has become an increasingly popular method for improving the accuracy, 

precision, workflow, and radiation exposure in various clinical applications.4,5,6 Most 

solutions rely on additional equipment for surgical tracking, which themselves have 

observed limited adoption in orthopaedic surgery due to workflow challenges, to register 

and drive the robot to preoperatively planned trajectories.4 An image-based (tracker-free) 

solution has recently been proposed for procedures that already use intraoperative imaging7 

and may be better suited for integration with orthopaedic trauma surgery. The previously 

reported approach requires multiple views of the patient/robot (e.g., obtained via C-arm 

gantry rotation) that can be challenging due to the large size of the pelvis and the presence 

of surgical equipment and personnel in the limited OR space. Non-isocentric C-arms 

additionally require the gantry to be moved in multiple (unencoded) directions to keep 

structures of interest within the field of view (FOV).

To address the challenges associated with multi-view robot-to-patient registration, we 

propose a 3D-2D registration algorithm that registers a robot to a patient from a single 

view/position of the C-arm, without gantry rotation. The approach takes advantage of the 

large, feature-rich anatomy of the pelvis to register the patient from one radiograph obtained 

at a fixed-view of the C-arm. Accurate, encoded robotic manipulation is used to register 

the robot end effector using multiple low-dose radiographs obtained of the end effector at 

multiple poses, while maintaining the position of the C-arm at a fixed view. The geometric 

accuracy of the registrations was independently evaluated (i.e., for patient and robot) in 

phantom studies with respect to the more conventional approach using standard sets of dual 

views.

2. METHODS

2.1 Image-guided robotic positioning

The method builds on earlier work in image-guided robotic positioning of a drill guide 

for spine pedicle screw placement.8 Given a robot end effector (e) with respect to its base 

coordinate frame (b) the robot pose, T b
e, that aligns the component (κ) with the target K-wire 

trajectory (w), such that Tw
κ = I, is given by:
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T b
e = Tb

e Te
κ (Tc

κ)−1 Tc
v Tv

w Tw
κ (Te

κ)−1 (1)

where Te
κ is the preoperatively computed hand-eye calibration of the end effector to the 

instrument (κ) tip. The remaining unknowns are the instrument pose (Tc
κ, with respect 

to the C-arm coordinate frame), and the patient pose (Tc
v, with respect to the C-arm), 

which are solved using the known-component registration (KC-Reg) algorithm7 – a two-step 

process that registers radiographs (e.g., AP, Lat, inlet, outlet, etc.) to a preoperative CT of 

the patient anatomy and a surgical instrument of known design. The covariance matrix 

adaptation evolution strategy (CMA-ES) is used to optimize the following registration 

objective functions:

Tc
v = arg max

T
∑

θ
GO[rθ, DRRθ(v, T )] (2)

Tc
κ = arg max

T
∑

θ
GC[rθ, DRRθ(κ, T )] (3)

such that the resulting instrument pose with respect to the patient in Eq. (1) is Tv
k = Tc

kTv
c, 

where c is the coordinate-frame of the imaging system (C-arm), rθ is a radiograph acquired 

at C-arm gantry rotation (view) θ, and DRR is a digitally reconstructed radiograph 

rigidly transformed by T using the projective geometry of the C-arm at θ. The gradient 

orientation (GO) similarity metric provides robustness against content mismatch (e.g., since 

the radiographs additionally contain the end effector), while gradient correlation (GC) favors 

the high-intensity gradients associated with the robot end effector.10

2.2 Single-view registration of patient anatomy

Determining the 3D pose of an object from a single projection is challenging, especially for 

small objects and “degenerate” views (e.g., a view that stares down the drill guide axis). 

Large extended structures, however, are subject to varying magnification in the source-to-

detector direction. The proposed workflow uses a single radiograph of the patient pelvis to 

solve for Tv
c in Eq. (3), exploiting the rich gradient content and variations in magnification of 

the pelvis anatomy.9

2.3 Single-view registration of the robot

In contrast to the pelvic anatomy, the robot end effector presents a relatively small object 

with less information content (viz., fewer image gradients), that makes 3D pose estimation 

from a single view particularly challenging. To increase both the information content and 

the effective extent (size), precise robot motion was used to image the end effector at 

various locations within the FOV – specifically in the space between the patient and the 

detector (Figure 1). For each acquired radiograph ri, the corresponding instrument pose is 

simply given by the robot pose difference Rb
0 Rb

i −1
, where Rb

0 is an arbitrary / initial pose. 
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The resulting set of radiographs and robot poses can be used to solve the objective below, 

substituting multiple C-arm views (θ) in Eq. (3) with robot poses (i = 1 … N):

Tc
k = arg max

T
∑

i
GC[ri, DRRi(κ, T′)] (4a)

T′ = T (Te
κ)−1 (Rb

0)−1 Rb
i Te

κ (4b)

where Tc
k is the instrument pose with respect to the C-arm coordinate frame at initial robot 

pose Rb
0.

2.4 Phantom experiments

An anthropomorphic abdomen phantom with a natural human pelvis embedded in tissue-

equivalent plastic (The Phantom Laboratory, Greenwich NY) was selected for phantom 

studies. A preoperative CT image of the phantom pelvis was acquired using the SOMATOM 

Definition (Siemens, Erlangen Germany) CT scanner, reconstructed on a 0.82×0.82×0.5 

mm3 voxel grid using a standard bone-kernel.

End effector model.—A drill guide instrument was affixed to a UR5 robot end effector 

(Universal Robots, Odense Denmark) and its 3D CAD model was created from manual 

measurements. The hand-eye calibration was obtained using the Park solver.11 A diagram of 

the drill-guide model with blueprint measurements is shown in Figure 3.

Patient registration.—Four hundred projections of the phantom pelvis were obtained 

from cone-beam CT (CBCT) scans using a Cios Spin C-arm (Siemens, Erlangen Germany) 

covering a 16×16×16 cm3 region about the ilium and sacrum. Single and dual projections 

from this dataset were used to perform the 3D-2D patient registrations. “Ground-truth” 

(T£) for patient pose was defined from 3D-2D registrations of CT to a large number of 

projections from the projection datasets, ensuring that any projections used for the single- 

or dual-view registrations were not included in the set. Registration error was estimated by 

calculating the difference from ground truth, Δv = Tc
v (Tc

v)−1, such that δv is the norm of the 

translational component of Δv. For single-view registration, in-plane and depth components 

of Δv were calculated by projecting the Cartesian components onto the detector plane.

Robot registration.—The robot end effector was placed close to the C-arm isocenter 

(used as starting pose, Rb
0) in air and 3D-2D registration was used to register the end effector 

CAD model to a large number of projections from an acquired CBCT in order to establish 

the “ground-truth” (Tc
κ). The robot was then moved to 8 random poses within the space 

between the patient and detector (Figure 1) and an AP radiograph was acquired at each pose 

(without rotating the C-arm gantry). Single-view robot registrations were performed with 

subsets of randomly selected poses of size N = 1 and N = 5. Error in geometric accuracy 

was calculated as deviation from truth, using Δκ = Tc
κ (Tc

κ)−1, such that δκ is the norm of the 

translational component of Δκ.
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3. RESULTS AND BREAKTHROUGH WORK

3.1 Geometric accuracy of single-view patient registration

Figure 4 shows the translational and in-plane / depth transform differences for single- 

and dual-view patient registrations. Dependency on the number of views were observed 

for translational errors. Mean δv was 0.35 mm (CI95 = 0.05 mm) for dual-view patient 

registration vs. 1.32 mm (CI95 = 0.70 mm) for single-view registrations. No significant 

differences were observed between the dual-view and in-plane component (0.43 mm, CI95 

= 0.06 mm) of the single-view registrations, demonstrating that the error is predominantly 

due to poor depth resolution (1.18 mm, CI95 = 0.47 mm). Despite this increase, single-view 

δv was within margins of error comparable to that of tracker-based navigation (~2 mm) and 

demonstrate feasibility of the single-view patient registration approach.

3.2 Geometric accuracy of single-view robot registration

The accuracy of single-view robot registration (from a single C-arm view) is shown in 

Figure 5, compared to dual-view registration using C-arm gantry rotation. Using only one 

robot pose achieved very high mean δκ > 36 mm, suggesting that a larger set of poses is 

needed in order to achieve a more acceptable level of accuracy. Using random sets of 5 poses 

gave δκ = 1.4 mm (CI95 = 0.78 mm). Dual-view registrations performed with a mean δκ of 

0.27 mm (CI95 = 0.36 mm).

The single-view robot workflow was subject to errors in robot kinematics and joint encoder 

values – similar to how the dual-view workflow is affected by the accuracy of gantry 

encoders and geometric calibration – and sensitivity to these factors is the subject of ongoing 

work. Particular robot poses (randomly selected in the current study) may also play a role 

in the accuracy of robot registration. Further investigation into an optimal number and set of 

poses is warranted, which can be used to establish a protocol for streamlined capturing of 

pose and radiograph.

4. CONCLUSIONS

The proposed approach using single-view patient and robot registration was shown to 

provide accurate localization of a robot end effector and patient anatomy (δ < 2 mm). 

While a registration using multiple views required placing the robot end effector close to 

the patient – to capture both anatomy and the instrument in the same radiograph as the 

C-arm rotates – using a single radiographic view allowed placement of the end effector away 

from the patient. The results demonstrate the feasibility of both multi-view and single-view 

robot-to-patient registration, which is a preliminary step in integrating a robotic assistant 

with intraoperative imaging, without the use of a surgical tracker. Future work will involve 

completing the development of the robotic-assistance pipeline, solving for a new pose to 

align the robot to a planned trajectory in the patient CT, and driving the robot to this 

pose. Analysis of robust operating parameters for the system will be performed, and the 

end-to-end accuracy of K-wire delivery will be evaluated in preclinical studies emulating 

pelvic fracture fixation.
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Figure 1. 
Single-view patient and robot registration. The robot end effector is positioned at multiple 

poses within the FOV and radiographs are acquired at each pose.
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Figure 2. 
Single-view patient and robot registration workflow. For single-view patient registration 

(orange path), DRRs of the patient CT are generated and compared to a single radiograph 

(r0) using the GO metric, yielding the patient pose with respect to the C-arm (Tc
v). For 

single-view robot registration (blue path), DRRs of the end effector model at multiple robot 

poses are generated and compared to the corresponding radiographs (r0 … rn) using the GC 

metric, yielding the end effector pose with respect to the C-arm (Tc
k). The end effector pose 

with respect to the patient is then Tv
k = Tc

kTv
c.
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Figure 3. 
Drill guide end effector model measurements with annotated measurements (left), and 3D 

rendering of the resulting triangulated mesh model (right).
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Figure 4. 
(a) Translational differences for dual-view and single-view registrations. (b) Decomposition 

of single-view registrations into in-plane (x′, y′) and depth components (z’). No significant 

difference (p = 0.1 with Fligner-Killeen testing) was found between dual-view and in-

plane translational differences. (c) Illustration of coordinate decomposition in the C-arm 

coordinate frame.
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Figure 5. 
Geometric accuracy of robot registration. (a) δκ for dual-view robot registration and single-

view (5-pose) registration. (b) δκ for single-view robot registrations using only one pose.
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