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Summary

Memory formation involves binding of contextual features into a unitary representation1–4, 

whereas memory recall can occur using partial combinations of these contextual features. As 

such, the neural basis underlying the relationship between a contextual memory and its constituent 

features is not well understood; in particular, where features are represented in the brain and how 

they drive recall. To gain insight into this question, we developed a behavioral task where mice 

use features to recall an associated contextual memory. We performed longitudinal imaging in 

hippocampus as mice performed this task and identified robust representations of global context 

but not of individual features. To identify putative brain regions that provide feature inputs 

to hippocampus, we inhibited cortical afferents while imaging hippocampus during behavior. 

We found that while inhibition of entorhinal cortex led to broad silencing of hippocampus, 

inhibition of prefrontal anterior cingulate led to a highly specific silencing of context neurons 

and deficits in feature-based recall. We next developed a preparation for simultaneous imaging of 

anterior cingulate and hippocampus during behavior, which revealed: 1. robust population-level 

representation of features in anterior cingulate, that 2. lag hippocampus context representations 

during training, but 3. dynamically reorganize to lead and target recruitment of context ensembles 

in hippocampus during recall. Together, we provide the first mechanistic insights into where 

contextual features are represented in the brain, how they emerge, and access long-range episodic 

representations, to drive memory recall.

A contextual memory is the unification of multiple streams of sensory information entwined 

in a spatiotemporal framework. The hippocampus encodes such memories as a unified 

conjunctive representation 1–4. This is thought to result from recurrent networks that 
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merge associated concepts into a singular representation across the CA3-CA1 network 5–8. 

Thus, global conjunctive representations of a context are widely reported in hippocampus, 

but it remains unknown where individual features are stored. The existence of a feature 

representation, separate from a conjunctive representation, would allow features to be 

independently accessed during feature recognition9,10, feature-based memory retrieval11, 

memory updating12,13, and adaptive coding14,15. Yet, the neurobiological substrates of 

feature representations remain unclear.

It is possible that feature representations are 1) embedded within hippocampus, such that 

neurons encoding discrete sensory stimuli 3,16,17 function as feature selective neurons 

capable of recruiting a population level contextual response, or 2) laid out in separate, even 

distributed, brain areas that have targeted access to hippocampal conjunctive representations. 

To address this question, we developed approaches to perform real-time visualization and 

manipulation of hippocampal and cortical circuits as mice form, store, and recall multi-

modal contextual memories.

Conjunctive memory representations in CA1

We developed a head-fixed virtual reality-based memory retrieval task in which mice 

navigate an endless corridor and repeatedly experience three randomly sequenced 

multimodal contexts, each defined by a unique combination of sensory cues (A-auditory, 

V-visual, O-olfactory, and T-texture (Fig. 1a; and Methods). During training, mice were 

trained to associate one context with reward (sucrose delivery, leading to enhanced licking), 

another as neutral (water delivery), and a third context as aversive (airpuff and water 

delivery, leading to lick suppression). Learning was assessed by significant modulation of 

lick rates on 20% of interspersed probe trials where reinforcement was omitted.

During training, mice demonstrated a significant increase in lick rate (Fig. 1a, n=12 mice, 

24 sessions) and decrease in latency to lick (Extended Data Fig 1a), on probe trials of 

reward vs. aversive context, indicating successful learning of the contextual associations. 

This learning was hippocampal dependent (Extended Data Fig 1c, Methods).

During the retrieval phase of the task, mice were provided with trials consisting of full 

(i.e., AVOT) or partial features (i.e., OT, AT, AOT) of the original multi-modal contexts 

in the absence of reinforcements (n=12 trials/day). On average, mice performed successful 

retrieval in full and partial feature trials (n=3 mice shown, Fig. 1b, Extended Data Fig. 

1b). Interestingly, individual mice used different features to drive memory recall (Fig. 1b), 

suggesting the use of sensory integration rather than a single externally directed salient cue 

to learn and recall contextual memories. Of note, since some mice did not reliable classify 

neutral context as a distinct third context, in subsequent experiments we focused our analysis 

on reward and aversive contexts only.

To assess whether hippocampus encodes context representations, features, or both, mice 

were injected with a genetically encoded Ca2+ indicator, GCaMP6f, and implanted with 

a gradient index (GRIN) lens above dorsal CA1. This enabled volumetric two-photon 

imaging of the same field of view (FOV) throughout training and retrieval (Fig. 1c; 
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Extended Data Figs. 1d,e; 2a). Fast volumetric images (800 × 800 μm x/y, 150 μm z) 

were collected, providing access to >500 neurons per session (Extended Data Fig. 2b), from 

which significant calcium events were extracted (Extended Data Fig. 2c–g) and aligned to 

stimuli and behavior. During training, a substantial fraction (~10%) of neurons responded 

selectively to either the reward or aversive context (Fig. 1d,e,g). Importantly, these context 

selective neurons emerge only after learning (is not purely a sensory representation, 

Extended Data Fig. 3a,c), remain stably selective throughout retrieval (Extended Data Fig. 

3b,d), exist on probe trials (is not due to reinforcement, Fig. 1d,e; Extended Data Fig. 3e), 

and are not time-locked to speed or licking (is not movement related, Extended Data Fig. 

4a–e), and are thus a cognitive signal of context representing the learned association. At 

the population level, we also observed significant divergence of neural trajectories and high 

context decoding accuracy within the first few seconds of trial onset (Extended Data Fig. 

3f,g).

During retrieval, we again observed robust conjunctive responses, but rarely observed 

neurons with feature-selective responses (Fig. 1f,g, 9% conjunctive vs. 1.1% feature-

selective, chance= 0.5% and 0.8% respectively, Extended Data Fig. 3h; n=3 mice, 9 

sessions). In fact, almost all neurons that responded to a particular feature of a given 

context (Methods, Extended Data Fig. 2g,h), also had significant and prominent responses 

to all other features of the same context (Fig. 1f; Extended Data Figs. 3b,d, 4f). At 

the population level, neural state-space trajectories projected onto a low dimensional 

subspace18, demonstrated prominent divergence of context-evoked trajectories but no 

discernable separation of feature evoked trajectories (Fig. 1h, Extended Data Fig. 4g). 

Finally, we assessed the performance of a linear support vector machine to classify context 

when trained on trials containing three different features and tested on trials of a fourth 

held-out feature. We found that the decoding accuracy of the model exceeded 80% within 

the first few second of trial onset for any feature type (Fig. 1i) indicating significant 

shared underlying dynamics for all features of a given context. Taken together, these data 

demonstrate a prominent conjunctive representation of multi-modal context in hippocampus, 

with lack of feature-specific representations, as previously suggested 19–21. This raises 

two questions 1) where are features encoded and 2) how do they interact with or recruit 

appropriate conjunctive representations in hippocampus for memory recall (Fig. 1j)?

AC, not LEC, required for feature-based recall

We suspected that extra-hippocampal brain circuits provide feature inputs to CA1 since 

intra-hippocampal circuits route through CA3 where the recurrent architecture is likely to 

create conjunctive rather than feature representations. We performed retrograde tracing to 

identify brain regions that send direct projections to dorsal hippocampus (Fig 2a; Extended 

Data Fig. 5a, 7f). Two of the strongest projections originated from the anterior cingulate 

region of the prefrontal cortex and lateral region of the entorhinal cortex, both of which 

we confirmed also synapse onto CA1 neurons in the anterograde direction (Extended Data 

Fig. 7a–c). Both regions have known roles in memory processing: We22 and others23–25 

have previously demonstrated that prefrontal cortex is required for memory retrieval, 

and the identification of direct mono-synaptic prefrontal-to-hippocampus projections22,26 

(Supplementary Note 1), highlight anterior cingulate (AC) cortex as an attractive candidate 
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for feature-recognition and recall. On the other hand, the hippocampus also receives dense 

projections from the lateral entorhinal cortex (LEC), where both conjunctive and feature-

like responses have been observed27–30. Thus, we aimed to dissect whether feature codes 

necessary for memory recall could be conveyed to the hippocampus from the AC, LEC, or 

both.

To dissect the contributions of each region to hippocampal physiology and behavior, we 

sought to inhibit AC or LEC while simultaneously imaging CA1 during feature based 

recall. We expressed a soma-localized inhibitory opsin, st-GtACR231 in excitatory neurons 

of AC or LEC and implanted low-profile, angled fiber optic cannulas, ipsilaterally to the 

GRIN-imaged CA1 region. We targeted a field of view in CA1 known to contain inputs 

from both LEC and AC, (Fig. 2b; Extended Data Fig. 5b). During retrieval, light was 

delivered on half of the trials, while the other half served as light-off controls. Light-on 
trials achieved robust inhibition of post-synaptic neurons in CA1 (Fig. 2c,d). We aimed to 

minimize spectral cross-talk, by titrating 470nm light power at the fiber tip to <1.5mW 

to minimize unintended activation of GCaMP, and also confirmed that during two-photon 

imaging at 920nm, there was minimal unintended activation of soma-localized GtACR 

(Extended Data Fig. 6a–d, Methods). We found that Inhibition of AC led to silencing of a 

substantially greater proportion of context-selective neurons than did LEC inhibition, and 

than would be expected by chance, despite similar overall CA1 silencing elicited by both 

projections (Fig. 2d, Extended Data Fig. 6i).

To further characterize the functional inhibition in CA1, we quantified changes in dF/F 

onsets, or the fraction of time CA1 context neurons were active, in light on vs light off 
trials, compared to non-context neurons. We observed that LEC inhibition led to broad and 

widespread inhibition of CA1 neurons, whereas AC inhibition led to selective inhibition of 

context- neurons with negligible inhibition of non-context neurons (Fig. 2e,f). Quantifying 

this inhibition across all mice reveals a specificity for silencing of context- neurons during 

AC inhibition, for both full and partial-feature retrieval conditions, and in both reward and 

aversive contexts, which is absent in LEC inhibition (Fig. 2g; Extended Data Fig. 6e–h,j,k). 

Consistent with this, anterograde tracing from AC/LEC overlaid with cFos stain following 

training (to mark context neurons) revealed a greater fraction of CA1 neurons receiving 

inputs from AC compared to LEC (Extended Data Fig. 7d,e, n=4 mice each, p<0.01, 

Welch’s t-test). In further support of this functional divergence between AC and LEC, we 

observed that AC and LEC project to almost entirely separate subset of neurons in CA1 

(Extended Data Fig. 7a–c).

To determine whether the targeted suppression of CA1 context neurons by AC inhibition 

leads to behavioral deficits, we inhibited AC or LEC (CaMKII-stGtACR-mCherry) 

bilaterally (with CaMKII-mCherry as controls) and delivered light on half of the trials, while 

the other half served as light-off controls. We observed significant deficits in feature-based 

recall in light-on compared to light-off trials for all feature-based retrieval conditions during 

AC inhibition, which was absent during LEC inhibition, and in AC or LEC mCherry control 

mice. These data indicate a prominent role for AC in directing memory recall (Fig. 2h–i), 

and further that this occurs via targeted interactions with CA1 (Extended Data Fig. 7e, with 

AC sending direct excitatory inputs to CA1, Extended Data Fig. 7g–i) though we do not 
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exclude the possibility that these effects are also due to other downstream collaterals of AC 

or indirect interactions with CA1.

Feature representations in AC

To test whether AC indeed encodes for features, we next performed longitudinal two-photon 

imaging of AC throughout training and retrieval, targeting the sub- region of AC with 

known direct projections to hippocampus22. After injecting GCaMP6f in AC, we performed 

a craniotomy, and implanted a coverslip to gain chronic optical access to layers 2/3 of AC 

neurons (Fig. 3a; Extended Data Fig. 8a–h). Fast volumetric images (800 × 800 μm x/y, 

150 μm z) of AC were collected providing access to >1000 neurons per session. During 

training, and similarly to CA1, AC neurons displayed robust context-selectivity at the single 

neuron and population levels (Fig. 3b, Extended Data Fig. 8i,j). However, during retrieval, 

we observed a stark difference in the tuning properties of single neurons in AC compared to 

CA1. AC neurons displayed feature-selectivity as well as mixed-selectivity to combinations 

of features, rather than conjunctive tuning (Fig. 3c–e; Extended Data Fig.8k,l), and their 

emergence required hippocampal activity (Extended Data Fig. 8m–o).

To characterize the effect of the observed feature selectivity and mixed selectivity at 

the population level, we defined ensembles of neurons as feature-responsive if the mean 

ensemble activity to a particular feature was greater than expected by chance. We found that 

separate ensembles drove feature-selectivity in AC, whereas such ensembles were highly 

overlapping in CA1 (Fig 3f,g; Extended Data Fig. 9a, compare with Extended Data Fig. 

4f). Thus, mixed-selectivity of single neurons gave rise to robust feature-selectivity at the 

population level, a coding strategy that has been previously highlighted in cortex32–34. These 

AC feature ensembles, in contrast to CA1, display negligible responses to other features 

of the same or opposite context (Fig. 3f,g, Extended Data Fig. 9b). When AC feature- 

ensembles did generalize to other features, they were almost as likely to generalize to 

features of the opposite context, as they were to features of the same context (Fig 3h, 

Extended Data Fig. 9c). These findings confirm that AC exhibits a population code for 

features, whereas CA1 binds these features into a coherent conjunctive code of the global 

context.

Finally, to examine the differences in encoding mechanisms within AC and CA1, in a 

way that does not rely on pre-selecting feature coding ensembles, we calculated the ratio 

(separation index) of inter-context separation (features of opposite context) to intra-context 

separation (features of same context) along a hyperplane that maximally separated reward 

and aversive feature trials (Fig. 3i, decoding accuracy shown in Extended Data Fig. 9d, 

Methods). We observed that this index was closer to 1 in AC revealing higher feature 

separability compared to CA1 throughout the retrieval trial duration (Fig 3i; also confirmed 

by representing normalized mean responses of feature trials in an n-dimensional space, 

Extended Data Fig. 9e). Thus, AC contains robust population-level codes for features that 

are positioned to interact with contextual codes in CA1 during memory retrieval.

To determine whether these feature coding neurons, rather than any equally sized population 

of neurons in AC, are used to drive feature-based recall, we developed an approach to target 
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the expression of the inhibitory opsin st-GtACR preferentially in feature-coding neurons in 

AC. Briefly, we injected a cre-dependent st-GtACR bilaterally in AC of TRAP2 mice35, 

and provided tamoxifen during feature-presentations (retrieval day 1) to express st-GtACR 

preferentially in feature coding neurons (Fig. 3j). We found, that optical silencing of these 

neurons (~20% of all neurons, Fig. 3j, Extended Data Fig. 9f) was sufficient to drive near 

complete deficit in feature-based recall (Fig. 3k left panel), which is rescued by providing no 

optical inhibition the following day (Fig. 3k left panel; F(1,25)=64.39, p<0.0001; Two-way 

ANOVA between R6 vs R7). In contrast, expression of the inhibitory opsin in a random 

population of neurons of a similar size (also ~20%, Extended Data Fig. 9f) and silencing 

during retrieval resulted in no significant deficit in feature-based recall (Fig 3k right panel; 

F(1,20)=0.14; p>0.05; Two-way ANOVA). Together, these results demonstrate a strong 

causal role for AC feature-coding neurons in driving memory recall.

Dynamic AC-CA1 reorganization enables recall

To understand how feature codes in AC emerge and interact with conjunctive codes in 

hippocampus during memory retrieval, we developed a dual GRIN lens preparation to 

perform simultaneous two-photon imaging in AC and CA1, enabled by the 2p Random 

Access Mesoscope36 (Fig. 4a,b; Extended Data Fig. 10a,b; Supplemental Video 1, 

Methods). To reliably track neural sources in both regions across training and retrieval, 

we reduced the multi-modal contextual association task from 6 days (3 days training + 

3 days retrieval) to 2 days (1 day training + 1 day retrieval). Furthermore, lengthening 

time in each context (60s) enabled us to track the emergence of context and feature 

selectivity in each region and resolve the temporal dynamics of their long range interactions 

(Extended Data Fig. 10c–e, Methods). We observed that during training, the recruitment 

of CA1 context ensembles significantly preceded the recruitment of AC ensembles, which 

was reversed during retrieval (Fig. 4c, p<0.0001 for training, p < 0.01 for retrieval, K–

S two-tail test, Extended Data Fig. 10f). These results are consistent with a dynamic 

reorganization between training and retrieval where CA1 supports the emergence of AC 

feature representations during training (Extended Data Fig. 8m–o), which are in turn used 

to recruit CA1 conjunctive representations during recall (Fig. 2g, 3j,k; Extended Data Fig. 

7d,e).

To further characterize this bidirectional communication between AC feature and CA1 

conjunctive codes, we performed correlation analyses and, as expected, found significant 

correlations between the activity of feature ensembles in AC with the cognate context 

ensembles in CA1 (Fig. 4d, Methods). Interestingly, while AC- CA1 correlations in the 

neutral context were significantly above chance, these correlations were even higher for the 

aversive context (Fig. 4d, q<0.05, Friedman test), suggesting that the AC-CA1 interactions 

are enhanced by saliency. Indeed, most highly correlated cells across the two brain regions 

(Methods) consisted largely of aversive responsive neurons and had significantly more 

synchronous activity with aversive feature ensembles in AC and aversive context ensembles 

in CA1, underscoring in an unbiased way the tighter coupling of neural activity, in the 

aversive compared to the neutral context (Fig. 4e).

Yadav et al. Page 6

Nature. Author manuscript; available in PMC 2023 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Finally, we studied how feature and context selective neurons emerge in AC and CA1 

throughout training. We found that neurons that were initially shock responsive on the first 

two trials became context-responsive on the last two trials in both AC and CA1 (Fig. 4f,g, 

n=3 mice, ~60% of CA1 & ~30% of AC shock neurons became context neurons; Extended 

Data Fig. 10g). These data indicate that neurons initially encoding the unconditioned 

stimulus slowly acquire selectivity to the conditioned stimulus thus shaping a conjunctive 

representation of context in hippocampus. Such salient representations are further supported 

by bi- directional hippocampal-neocortical interactions, where hippocampus instructs salient 

feature representations in cortex during training, and cortex performs targeted recruitment of 

hippocampal representations during retrieval.

Discussion

Here we uncover a fundamental component of parallel memory processing in the 

brain where conjunctive representations of an experience are stored in the hippocampus 

CA1, while the constituent features are represented in the anterior cingulate region of 

the prefrontal cortex. We thus provide direct neurophysiological support to theoretical 

frameworks that have been developed from studies on humans37–39, regarding prefrontal 

contributions to memory recall. We also note that feature coding in prefrontal cortex 

may enable organisms to recognize details in order to subsequently assign and recall 

associated contextual information9,10, as well as identify distinct features of overlapping 

memory representations for high-fidelity retrieval24,40,41 or to extract patterns and create a 

semantic framework of past experiences42–44, all of which are thought to be mediated by 

the neocortex. Moreover, dynamic access to separately stored features provides capabilities 

to update, modify or re-assign weights of salient features without affecting the original 

representation in the hippocampus. Thus, a model that aligns our findings with the literature 

is that parallel processing enables neocortex to parse experiences into details that are 

encoded in a high-dimensional manifold32–34,45,46 which has targeted access to hippocampal 

conjunctive representations encoded in a low- dimensional network to enable feature 

recognition and high-fidelity recall1,7,47.

Furthermore, leveraging simultaneous neural circuit inhibition and imaging approaches, we 

find that prefrontal, but not lateral entorhinal, inputs provide targeted access to context 

representations in hippocampus and are required to drive memory retrieval. Notably, 

our observed lack of discernable feature representations in CA1 hippocampus does not 

contradict previous reports of unimodal representations in CA13,16,17, but rather suggests 

that those unimodal cues were likely considered separate contexts. Additionally, given the 

prominent contextual- inputs that are thought to be conveyed via lateral entorhinal cortex27, 

we postulate that information coding may already be conjunctive by the time it reaches the 

entorhinal circuit28,29,48,49 and/or that the entorhinal-hippocampal system may primarily 

function during memory storage, whereas the prefrontal- hippocampal system may be a 

dedicated retrieval circuit (Fig. 4h).

Finally, simultaneous imaging of prefrontal cortex and hippocampus enabled us to address 

questions related to the co-emergence and interplay of memory representations across these 

regions throughout training and retrieval. We found a dynamic reorganization of temporal 
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structure across the hippocampal-neocortical network, with hippocampus leading cortical 

representations during training but a striking reversal during retrieval where top-down 

cortical inputs target and mobilize contextual hippocampal representations for memory 

recall. This bi-directional communication is enhanced by the saliency of the memory, which 

is likely relevant for understanding how weaker and stronger memories are represented 

across the brain, and how this may be altered, particularly in the prefrontal-hippocampal 

network. In future studies, it will be important to determine the long-term stability of 

the observed feature and conjunctive codes50–53 and whether the prefrontal-hippocampal 

retrieval circuit has time-limited roles, and whether molecular signatures predict functional 

heterogeneity that define the varying levels of commitment individual neurons have in an 

otherwise drifting population code.

Online Methods

Animals

All animals were purchased from The Jackson Laboratory. Six to eight weeks old wildtype 

C57Bl6/J male mice were group housed three to five in a cage with ad libitum food 

and water, unless mice were water restricted for behavioral assays. All procedures were 

done in accordance with guidelines approved by the Institutional Animal Care and Use 

Committees (protocol #19112H) at The Rockefeller University. Number of mice used for 

each experiment was determined based on expected variance and effect size from previous 

studies and no statistical method was used to predetermine sample size.

Surgeries

Viral injections—All surgical procedures and viral injections were carried out under 

protocols approved by the Rockefeller University IACUC. Mice were anesthetized with 1–

2% isoflurane and placed in the stereotactic apparatus (Kopf) under a heating pad. Paralube 

vet ointment was applied on the eyes to prevent drying. Virus was injected using a 34–35 

G beveled needle in a 10ul NanoFil Sub-Microliter Injection syringe (World Precision 

Instruments) controlled by an injection pump (Harvard Apparatus). All viruses were injected 

at the rate 75nl/min (unless mentioned otherwise), and the needle was removed 10mins after 

the injection was done to prevent backflow of the virus.

• For imaging, 500–700nl of AAV1(or AAV9)-hSyn-GCaMP6f (Addgene, Cat No. 

100837-AAV1 (or AAV9); titer: ~1.5*1013 vg/mL) was injected in AC or CA1.

• For inhibition-imaging experiments, ~300–400ul of a soma targeted AAV1-

stGtACR2 under a CamKII promoter (Addgene, Cat No. 105669-AAV1; titer: 

~8*1012 vg/mL) was injected unilaterally in AC/LEC.

• For optogenetic experiments, stGtACR2 was injected bilaterally in AC/LEC with 

the same amount and titer, with CamKII-mCherry in control cohorts (Addgene 

Cat No. 114469-AAV1; titer: ~9*1012 vg/mL).

• For chemogenetic inhibition, Gi coupled DREADD AAV9-hSyn-hM4D(Gi)-

mCherry (Addgene, Cat No. 50475-AAV9; titer: : ~1*1013 vg/mL) virus was 

injected in CA1 (A/P: -1.5mm, M/L: ±1.5mm, D/V: -1.6mm) bilaterally.
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Anatomical Tracings—For retrograde tracing, 6–7 week old mice were injected with 400 

nl of AAVrg-CAG-tdT (Addgene, Cat No. 59462-AAVrg; titer: ~1*1013 vg/mL) at 50nl/min 

to target dorsal hippocampus with one injection in CA1: A/P: −1.5mm, M/L: ±1.5mm, D/V: 

−1.6mm, and the other in CA3: A/P: −1.5, M/L: +/− 1.9mm, D/V: −1.9mm. Mice were 

housed for 4 weeks prior to perfusion and sectioning for histology. Given the enhanced 

sensitivity of retrograde tracers (to existing anterograde tracers), cre/flp is not necessary 

to easily visualize retrograde label in AC/LEC. When retroAAV-cre was used, however 

pre-synaptic labeling was even stronger:

• For CA1 retrograde tracing, 300nl of AAVrg-hSyn-cre (Addgene, Cat No. 

105553-AAVrg; titer: ~7*1012 vg/mL) was injected in CA1 and 400nl of AAV1-

CAG-Flex-eGFP (Addgene Cat No. 51502-AAV1; titer: ~1*1013 vg/mL) was 

injected in AC. For retrograde tracing from emx1-cre and vglut-cre mouse lines, 

350 nl of AAVrg-Flex-tdT (Addgene Cat No. 28306-AAVrg; titer: ~1*1013 

vg/mL) was injected into CA1.

For anterograde tracing, 6–7 week old mice were injected with 300nL of AAV1-hSyn-Cre 

(Addgene, Cat No. 105553-AAV1) in AC or LEC and 350–400nl of AAV1-CAG-Flex-eGFP 

(Addgene Cat No. 515020-AAV1; titer: ~1.5*1013 vg/mL) in CA1, and mice were housed 

for 4 weeks prior to perfusion and sectioning for histology.

• For dual anterograde tracing experiments, 300nL of AAV1-hSyn-Cre (Addgene, 

Cat No. 105553-AAV1; titer: ~1.5–2*1013 vg/mL) was injected in LEC, and 

300nL of AAV1-Ef1a-flp (Cat No. 55637-AAV1; titer: ~1*1013 vg/mL) in 

AC, and 700nL of 1:1 mixture of AAV1-CAG-Flex-eGFP (Addgene, Cat 

No. 515020-AAV1; titer: ~1*1013 vg/mL) and AAV1- Ef1a-fDIO-mCherry 

(Addgene, Cat No. 114471-AAV1; titer: ~1.6*1013 vg/mL) in CA1. All 

injections were performed at 50nl/min. The experiment was also done in reverse 

with AAV1-hSyn-Cre injected in AC and AAV1-Ef1a-flp in LEC. Of note, using 

Cre/Flp substantially increased robustness and reduced technical variability for 

mapping these direct projections to CA1.

• To target neurons that receive convergent inputs from AC and LEC, we injected 

700nL of AAV8-hSyn-ConFon-eYFP (titer: ~2*1013 ) in CA1, in conjunction 

with anterograde Cre and Flp systems in AC and LEC respectively. Coordinates 

used were; CA1 (A/P: − 1.5mm, M/L: ±1.5mm, D/V: −1.6mm); AC (A/P: 

+1.0mm, M/L: ±0.35mm, D/V: −1.4mm); LEC (A/P: −4mm, M/L: ±3.75mm, 

D/V: −4.2mm).

Implanting coverslips, GRIN lenses, fiber optic cannulas—After confirming 

that mice were anesthetized (absence of reflex responses to toe-pinch), dexamethasone 

(0.2mg/kg) was administered intramuscularly using a 1ml syringe. Anesthesia was 

maintained at 1.5–2% isoflurane throughout the procedure. A long incision (covering the 

anteroposterior extent) was made and the skin overlying the skull was removed. The skull 

was cleared and dried with 3% hydrogen peroxide and scalpel scrapings.

For implanting coverslips, a 5mm craniotomy was performed with a pneumatic dental drill 

until a very thin layer of bone was left. This can be determined if by pushing gently on the 
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center of the craniotomy, the bone moves inwards. With a few drops of saline in the area, 

the skull was lifted with very thin forceps, keeping the dura intact. Bleeding was minimized 

with use of an absorbable hemostatic agent. We then positioned the circular coverslip 

(Harvard Apparatus CS-5R) of 5mm (thickness 1mm) over the exposed brain and sealed the 

remaining gap between the bone and the glass with tissue adhesive (Vetbond). A custom 

titanium head-plate was then placed surrounding the coverslip and glued to the skull using 

C&B metabond (Parkell). A 3-D printed well was glued to the head-plate using metabond 

and Gorilla Glue to serve as a well for holding water during two-photon imaging with a 

water immersion objective. We ensured a field of view primarily consisting of cingulate 

cortex, rather than the nearby M2 motor cortex, by targeting a field of view as close to the 

midline as possible, confirming that hippocampal projecting neurons were contained within 

our imaging field of view, and that motor related signals from these neurons were minimal 

and only slightly increased as we moved toward M2 and the edge of our field of view 

(Extended Data Fig. 8e–h).

For GRIN lens implants, a metal jacket of 1.1mm dimeter was prepared from a hollow metal 

tube (McMaster tubing, catalog number 8987K54) and optically glued (using the Norland 

Optical Adhesive NOA61, Thorlabs and cured with UV light) to the 1mm diameter GRIN 

lens (3.4mm height, WD = 0.25mm water, Cat No. G2P10 Thorlabs) to protect the area 

of the lens above the skull. A craniotomy of ~1.1mm was performed and a part of cortex 

was suctioned out with continuous flow of PBS and low pressure vacuum. The dura beneath 

the craniotomy was removed using vacuum and the tip of a 28 G × 1.2” insulin syringe 

(Covidien). A sterile 0.5-mm burr (Fine Science Tools) attached to a stereotaxic cannula 

holder (Doric) was slowly inserted to the injection site and then pulled out of the brain twice 

to clear a pathway for the GRIN during implantation. The GRIN lens was then lowered 

into the brain slowly (at the rate of 1mm/min) and placed 0.2 mm above the site of injection/

recording. The area surrounding the lens (metal jacket) and the skull was sealed with optic 

glue, and covered further with metabond. For simultaneous AC/CA1 imaging experiments, 

the head-plate was affixed following the small craniotomies. The head plate was placed on 

a forked head-bar held by a postholder on a bread board (Thorlabs) to simulate position of 

head-fixation during behavior. This ensured the 2 GRIN lenses were inserted at the same 

angle and depth, parallel to the head plate and imaging objective. We again attempted to 

maximize cingulate neurons in our field of view, instead of nearby M2 motor neurons, by 

targeting the AC GRIN lens as flush with the midline as possible, and confirming that motor 

related signals from our recorded neurons were minimal and increased only slight toward the 

lateral end of our field of view (Extended Data Fig. 10b).

For inhibition-imaging experiments, low profile cannulas were implanted in AC and LEC 

ipsilaterally to the recorded CA1 region, along with GRIN implants in CA1. Mono 

fiberoptic cannulas with low profile and NA of 0.66 (Doric, Cat No. AC: MFC_400/430–

0.66_1.2mm_LPB90(P) and LEC: MFC_400/430–0.66_3.8mm_LPB90(P)_C45) allowed 

simultaneous imaging of CA1 via a 16x/0.8 objective without steric hindrance. The 

headplate was affixed to the skull first, followed by implantation of the GRIN lens 

and finally the low profile cannulas angled away from the center of the head. A well 

made of black Ortho-Jet dental cement was built around the implants using adjustable 

precision applicator brushes (Parkell). For optogenetics experiments, a dual fiberoptic 
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cannula was implanted in AC with 430um outer diameter tip in AC bilaterally with NA 

of 0.66 (Doric, DFC_400/430–0.66_1.1mm_GS0.7_DFL). Two mono fiberoptic cannulas 

were used to inhibit CA1 (Doric, MFC_400/430–0.66_1.4mm_MF1.25_DFL) and LEC 

( Doric, MFC_400/430–0.66_4.1mm_ZF1.25_DFL) bilaterally. All cannulas were placed 

0.2mm dorsal to the site of injection, fixed to the skull with optic glue and metabond.

After surgery, animals were kept on the heating pad for recovery and given Meloxicam 

tablets for one day post-surgery.

Histology and Immunohistochemistry

Mice were transcardially perfused with cold PBS and 4% paraformaldehyde in 0.1M PB, 

then brains were post-fixed by immersion for ~24 hours in the perfusate solution followed 

by 30% sucrose in 0.1M PB at 4oC. Extracted brains were sliced into 40 μm coronal sections 

using a freezing microtome (Leica SM2010R) and stored in PBS. Free-floating sections 

were stained with DAPI (1:1000 in PBST), and mounted on slides with ProLong Diamond 

Antifade Mountant (Invitrogen). Images were acquired on a Nikon Inverted Microscope 

(Nikon Eclipse Ti).

For immunostaining, fixed brain sections were blocked in solution of 3% normal donkey 

serum, 5% BSA, and 0.2% TritonX100 in 1x PBS for ~3h and incubated with primary 

antibody overnight at 4°C. Sections were washed 3 times in PBS and incubated in 

appropriate secondary antibody for ~2.5h. Following 3x 10 min. washes in PBS, sections 

were stained with DAPI (1:1000 in PBST) and mounted using ProLong Diamond Antifade 

Mountant (Invitrogen). Images were acquired at 10X and 20X magnification with a 

Nikon Inverted Microscope (Nikon Eclipse Ti) and ZEISS LSM 780 confocal. Primary 

antibodies include rabbit monoclonal anti-cFos (Cell Signaling Technology, Cat #2250), 

rabbit polyclonal anti-cre recombinase (Abcam, Cat #190177), CaMKII alpha/beta/delta 

rabbit polyclonal antibody (Invitrogen, Cat #PA5–38239). Secondary antibodies include 

Alexa Fluor 647-conjugated AffiniPure donkey anti-rabbit IgG (Jackson ImmunoResearch, 

Cat#711–605–152, 1:250 dilution), Alexa Fluor 488 donkey anti-rabbit IgG (H+L) Highly 

Cross-Adsorbed secondary antibody (Thermo Fisher Scientific, Cat#A-21206). Slices were 

then mounted and imaged on Nikon Inverted Microscope ((Nikon Eclipse Ti).

Virtual reality behavior

We developed a virtual reality environment, adapted from previous approaches22,54,55, 

consisting of a styrofoam ball (150mm diameter) that is axially fixed on a 10 mm rod 

(Thorlabs) resting on post holders, allowing motion in the forward and backward directions. 

Mice were head-restrained using a headplate mount above the center of the ball55,56. Virtual 

environments were designed in ViRMEn (Virtual Reality MATLAB Engine, 2016 release) 

and projected onto a projector screen fabric stretched over a clear acrylic frame curved 

to cover ~200o of the mouse’s field of view. Custom scripts in ViRMEn were used to 

interface the animal’s behavior with the virtual environment: i.e., incoming TTL pulses 

from a lickometer and an optical mouse recorded animal licking and position respectively, 

which were used to send outgoing TTL pulses to deliver quiet solenoid-gated water/sucrose 

rewards, or aversive air puffs/electric shocks respectively. All sensory stimuli were provided 
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using a NIDAQ (NI Data Acquisition Software USB 6000, NI 782602–01) and Arduino 

Uno which interacted with ViRMEn MATLAB to send outgoing TTL pulses to control 

delivery of the various multi-modal cues, of which the olfactory and tactile cues were 

additionally gated by 12V quiet solenoid valves (Cat No. 2074300; The Lee Company). For 

auditory stimuli, a pure tone of 5 KHz, 9 KHz or 13KHz for reward, neutral and aversive 

contexts respectively, was provided through an Arduino speaker placed below the virtual 

environment; Olfactory stimuli were provided with a system of manifolds that directed air 

flow towards the mouse’s snout. Three monomolecular odors were used, alpha-pinene (CAS 

Number:7785–70-8), isoamyl acetate (CAS Number :123–92-2) and methyl butyrate (CAS 

Number:623–42-7; Sigma Aldrich) for each of the three different contexts. Tactile stimuli 

consisted of controlled directional airflow (10 psi, Primefit R1401G Mini Air Regulator) 

behind the mouse hindpaws.

For the task, mice were water restricted (maintaining >80% of the body weight) and 

habituated to handling, head fixation and free water licking (∼0.5 μl per 10 licks; one 20 

min session per day) for at least one week before the start of the task. During pre-exposure 

(Day 1) mice were repeatedly exposed, at random, to each of the three contexts (20s each), 

with inter-trial intervals (ITI) of 5s. During training (Days 2–4), mice again repeatedly 

experience each of the three contexts at random (20s ea., ensuring ~35 presentations of 

each context/day), together with ITIs, but this time with paired reinforcements such that 

the reward context was paired with sucrose delivery, the neutral context was paired with 

water delivery, and the aversive context was paired with aversive airpuffs. In each context, 

the visual cue (V) was always on, but the auditory (A), olfactory (O), and tactile (T) cues 

appeared intermittently to enable binding of contextual cues, where each cue was provided 

for a duration of 3s and appeared a total of three times during a context spanning 20s. In 

the reward and neutral contexts, sucrose and water were delivered continuously, whereas in 

the aversive context air puff was not presented continuously (to avoid habituation) but rather 

delivered at three distinct times. These trials were interspersed with probe trials (20%) where 

contexts were presented without reinforcement. Lick rate profiles (as a function of time) 

were calculated by averaging the lick rates across a rolling window of 1s prior of time point 

to 2s after time point. Integrals of these curves, averaged across trials, provided total licks 

per context across the session. Learning was assessed by successful modulation of lick rates 

on probe trials in the absence of reinforcement, i.e., enhanced licking in reward context, 

suppressed licking in aversive context, and no change in neutral context, with significant 

differences assessed by Two way ANOVA with Sidak’s multiple- comparison procedure.

Once mice learned the task (significant difference in lick rate between reward and aversive 

context p<0.05), mice move to retrieval. During retrieval (typically Days 5–7), mice were 

presented with 10s trials, together with 5s ITIs, consisting of full (AVOT) or partial features 

(AT, OT, AOT) of the original multi-modal in the absence of reinforcements (water delivery 

only). Full context reinforced trials were interspersed periodically (~15% of trials) to prevent 

extinction. We limited the types of features presented to increase number of trials and 

statistical power of features tested. Again, successful retrieval was assessed by appropriate 

modulation of lick rates in the absence of reinforcement, i.e., enhanced licking in the reward 

context and suppressed licking in the aversive context, with significant differences between 
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reward and aversive features individually assessed by a nonparametric, Mann Whitney U 

test.

Modification of behavior during mesoscope imaging

For simultaneous imaging of AC and CA1, we modified the behavior to observe saliency 

and neural dynamics on longer time scales. Thus, we presented only neutral and aversive 

contexts and extended the duration of each context to 60s. Scattered light from the projector 

screen picked up by the mesoscope PMTs (which appeared unavoidable due to the size of 

the objective) limited us to turn off all visual cues, and only use auditory, olfactory and 

tactile cues. During Training (one day only), mice were presented with 5 instances of neutral 

and aversive contexts of 60s each, with an ITI of 30s. Water was delivered in both contexts, 

but additionally, an electric tail shock (0.5mA, 0.5ms) was provided in the aversive context 

using the Coulbourn Precision Animal Shocker system (Harvard Apparatus; shock delivered 

by alligator clips attached to self-adhering conducting electrodes stuck onto the tail). In the 

aversive context (60s), electric shocks were delivered twice, first at 10s from context onset, 

and the second at a random time between 20–50s from context onset. During retrieval, each 

combination of partial cue was presented once (AOT, OT and AT) for 60s each, with a 15 

second ITI.

Two-photon imaging during behavior

Mice were imaged throughout training (days 2–4) and retrieval (days 5–7) in ~30 min 

sessions/day. Volumetric imaging was performed using a resonant galvanometer two-photon 

imaging system (Bruker), with a laser (Insight DS+, Spectra Physics) tuned to 920 nm 

to excite the calcium indicator, GCaMP6f, through a 16x/0.8 water immersion objective 

(Nikon) interfacing with an implanted coverslip or Gradient Refractive Index (GRIN) 

lens through a few drops of distilled water. Fluorescence was detected through GaAs 

photomultiplier tubes using the Prairie View 5.4 acquisition software. Black dental cement 

was used to build a well around the implant to minimize light entry into the objective 

from the projector. High-speed z stacks were collected in the green channel (using a 520/44 

bandpass filter, Semrock) at 512x512 pixels covering each x–y plane of 800x800 mm over 

a depth of ~150 μm (30μm apart) by coupling the 30 Hz rapid resonant scanning (x–y) to 

a Z-piezo to achieve ~3.1Hz per volume. Average beam power measured at the objective 

during imaging sessions was between 20–40 mW. An incoming TTL pulse from ViRMEn 

at the start of behavior enabled time-locking of behavioral epochs to imaging frames with 

millisecond precision.

Simultaneous two-photon imaging of AC and CA1 during behavior

Mice were imaged throughout training and retrieval days (~15 min/session). Dual region 

volumetric imaging was performed using a 12KHz resonant galvanometer multiphoton 

mesoscope system (2p Random Access Mesoscope) with a remote focusing system for 

fast axial control over ~1mm range. A Tiberius Ti:Saphire femtosecond laser (Thorlabs) 

was used to excite the calcium indicator GCaMP6f and fluorescence was detected using 

GaAsP PMTs. A water immersion objective with a 5mm aperture (0.6NA), coupled to two 

separate GRIN lenses was used to access both AC and CA1 in the same field of view. 

Remote focusing enabled rapid switching between the two axial planes corresponding to 
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cortical (AC) and subcortical (CA1) regions simultaneously. Volumetric images of AC and 

CA1 were collected over three optical planes (x/y: 600x600um), separated 60μm apart in z, 

achieving a volume rate of ~5.1 Hz.

Optogenetics

Mice were injected with AAV1-CaMKII-st-GTACR2-mCherry and CaMKII-mCherry 

(control cohort) bilaterally in AC or LEC, and implanted with dual fiber optic cannulas with 

guiding sockets. The cannulas (400μm diameter, 0.66NA) were placed ~0.2mm dorsal to the 

injection site. After recovery over 1–2 weeks, mice were water restricted, habituated to the 

virtual environment, and then trained on the task. During the retrieval phase, half of the trials 

in each trial type (AVOT, AOT, OT, AT) were inhibited (light-On), while the other half were 

controls (light-Off). A dual fiber optic patch-cord (DFP_400/430/2000–0.57_2m_GS0.7– 

2FC, Doric) was used to deliver 470nm from a laser source (DPSS Blue 473 nm Laser Cat 

No. MBL-III-473, Opto Engine LLC), between 4–5 mW at the tip source. Normalized lick 

differences between reward and aversive feature presentations was used as a measure of 

discrimination between reward and aversive context, referred to as the discrimination index 

(DI):

DI = # licks in reward feature A − # licks in aversive feature A
# licks in reward feature A + # licks in aversive feature A

Total licks from all retrieval sessions were pooled to calculate the DI. Only mice that used 

features to discriminate between contexts in light Off trials (i.e. DI >0.1) were included in 

the analysis comparing light On and light Off trials. The same cutoff was used for both st- 

GtACR2 and mCherry cohorts. Two-way ANOVA with Sidak’s post hoc test was used to 

identify significant differences between DI values between light Off and light On sessions 

and across different feature presentations.

For CA1 inhibition, control and opsin cohorts were inhibited throughout reinforced sessions 

during training (T1-T3) across all contexts, and their behavior is assessed as discrimination 

(D.I.) between reward and aversive probe trials on last day of training (T3).

Paired Optogenetic Inhibition & Two-photon Imaging

AAV1-CamKII-GtACR was injected in AC/LEC ipsilaterally to injection of AAV-hSyn-

GCaMP6f in CA1. After one week, a low-profile fiber optic cannula was implanted 

in AC or LEC, together with a 1mm diameter GRIN lens over CA1. Importantly, 

the low-profile cannulas (Doric; MFC_400/430–0.66_1.2mm_LPB90(P)_C45 for AC; 

MFC_400/430–0.66_3.9mm_LPB90(P)_C45 for LEC) extended outward at a 90° angle and 

thus did not have steric hindrance with the objective atop the GRIN lens. Mice remained 

in their home cages for at least one month, to allow for recovery and sufficient viral 

expression, before habituation to the virtual environment. Mice proceeded through training 

as described above. During retrieval, optogenetic inhibition of AC / LEC (on half of all 

trials) was paired with two-photon imaging of CA1. Inhibition of AC / LEC was achieved by 

activating the inhibitory opsin GtACR with 470nm light (via a Mono-fiber optic patch-cord 

MFP_400/430/1100– 0.57_2m_FC-ZF1.25; Doric) with a maximum power of ~1–1.5mW 
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at the fiber tip to minimize unintended activation (and therefore increases in baseline 

fluorescence) of GCaMP, which would underestimate true GCaMP transients. We also 

confirmed that during two-photon imaging, at 920nm, with light powers less than 40mW at 

the objective, there was minimal unintended activation of the opsin, as evidenced by similar 

spontaneous and task-relevant activity patterns in the absence and presence of the opsin 

(Extended Data Fig. 6). Cell sources were extracted as described below (source extraction), 

however, in many cases the sources and portions of the resulting time series were manually 

verified.

Analysis of Paired Inhibition & Imaging Experiments

On inhibition trials, the 470nm light interfered only minimally with GCaMP fluorescence 

activity, thus introducing a small increase in baseline fluorescence, which was postprocessed 

after source extraction. The increase in baseline fluorescence during inhibition trials was 

uniform across the entire task, and thus, was corrected by performing a rolling average 

(~200 frames) baseline correction on the time-series from inhibited trials to match the 

baseline of control trials for each neuron. The responses were then z-scored in both control 

and inhibited trials separately and significant transients (as described below) were identified 

in both conditions.

CA1 neurons that were significantly inhibited by AC/LEC inhibition were defined as 

neurons whose mean dF activity during control trials exceeded the mean dF activity on 

inhibited trials by 1 standard deviation. Context selective neurons were detected from 

control trials (as described below) and for each condition (AC inhibition, LEC inhibition), 

we calculated the percentage of inhibited neurons that were also context-selective. To 

calculate chance probability that a context-selective neuron will be classified as inhibited, 

we randomly subsampled the same number of neurons as in the inhibited ensemble, from 

a given session, and calculated the fraction of context-selective neurons in this randomly 

picked subsample. This process was bootstrapped 1000x and the mean value was used as the 

probability by which a context-selective neuron will be inhibited by chance, rather than due 

to optogenetic inhibition of AC/LEC.

For calculating the relative inhibition of the activity of context-selective and other non-

context selective neurons57, separately, the time series data were binarized, where frames 

with significant activity (significant transients) were assigned 1, and all others set to 0. 

Binarizing the dF/F responses eliminated any effect of increased baseline and transient 

saturation emanating from the 470nm laser (if any), by avoiding magnitude comparisons 

and preserving the temporal structure of changes in GCaMP activity, as the measure of 

true response. The fraction of time a neuron in a given trial/feature is active was calculated 

for each neuron in both control and inhibited trials (by summing the binarized activity). 

The mean activation time for all context ensemble neurons in their respective feature 

presentations was taken as mean ensemble activity for context neurons. To account for 

unequal numbers of context and non-context selective neurons, we defined a “non-context” 

ensemble with the same number of neurons as in the context selective ensemble (non-

context selective neurons were randomly picked) and the fraction of time active was 

calculated. This process was bootstrapped 100x and the mean of the bootstrapped values 
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was taken as the “mean non-context ensemble activity”. Relative inhibition was calculated 

as the difference of ensemble activity between control and inhibited trials normalized to the 

mean ensemble activity on control trials.

Relative inhibition = Mean ensemble activity Control − Mean ensemble activity Inhibited
Mean ensemble activity Control

A Two-way ANOVA with Sidak’s post hoc was performed to detect significant differences 

between relative inhibition of context and non-context ensembles, and mean ensemble 

activity differences across light-Off control and light-On trials.

c-Fos staining and overlap with AC/LEC anterograde tracing to CA1

AAV1-hSyn-Cre was injected unilaterally in AC or LEC and AAV1-CAG-Flex-eGFP 

injection was targeted to CA1. After 3 weeks, mice underwent Training and were perfused 

~1.5 h after completing retrieval. For immediate early gene cFos staining, fixed brain 

sections containing CA1 were blocked in 3% normal donkey serum and 0.3% TritonX100 in 

1X PBS for 1h and incubated with rabbit monoclonal anti-cFos (Cell Signaling Technology, 

Cat#2250, 1:200 dilution) overnight at 4°C. Sections were washed 3 times in PBS and 

incubated in Alexa Fluor 647-conjugated AffiniPure donkey anti-rabbit IgG (Jackson 

ImmunoResearch, Cat#711–605-152, 1:250 dilution) for 1.5 h, then stained with DAPI 

and mounted using ProLong Diamond Antifade Mountant (Invitrogen) for image collection 

at 10X and 20X magnification with Nikon Inverted Microscope (Nikson Eclipse Ti). The 

percentage of cFos+ neurons in CA1 that have overlap with AC and LEC inputs were 

calculated from manual cell quantification covering multiple fields of view per mouse, and 

quantifying across 4 mice per group. For each tracing experiment, 8 slices were used (n=4 

mice, 2 slice per animal). For each animal, two slices spaced 100–150um apart in z were 

quantified, where each slice had an x/y FOV spanning the entire CA1. Each data point in ED 

Fig 7e represents one slice.

Selective inhibition of feature coding neurons

FosTRAP transgenic mouse line TRAP258 were injected with AAV8-DIO-stGtACR2 in AC 

bilaterally and implanted with dual fiber optic cannulas with guiding sockets. The cannulas 

(400μm diameter, 0.66NA) were placed ~0.2mm dorsal to the injection site. After three 

weeks, mice were water restricted and habituated to the task setup for 5 days. On day 4 of 

habituation, randomly selected mice were injected with 30mg/kg of 4-hydroxy tamoxifen 

(4OHT), as described previously59, to trap task irrelevant activated neurons to selectively 

express GtACR as controls for the experiments (TRAP habituation neurons). All mice were 

then trained on the task and proceeded to the retrieval phase. After day 1 of retrieval 

(R1), mice (excluding the control cohort of TRAP habituation neurons) were injected with 

30mg/kg 4OHT to selectively express GtACR in feature responsive neurons (TRAP feature 

coding neurons). After 5 days from R1, AC neurons was inhibited throughout the task across 

all trial types for both cohorts (R6). A dual fiber optic patch- cord (DFP_400/430/2000–

0.57_2m_GS0.7–2FC, Doric) was used to deliver 470nm from a laser source (DPSS Blue 

473 nm Laser Cat No. MBL-III-473, Opto Engine LLC), between 4–5 mW at the tip source. 
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For TRAP feature coding cohort, another day of retrieval was performed the following day 

(R7) without any optical inhibition.

CA1 Chemogenetic inhibition and AC imaging

To chemogenetically inhibit CA1 during training, a Gi coupled DREADD (AAV9-hSyn- 

hM4D(Gi)-mCherry) virus was injected in CA1 (AAV9-hSyn-mCherry for controls) 

bilaterally along with injection of AAV9-hSyn-GCaMP6f into AC. Craniotomy and 

coverslip implant was performed on the mice two weeks after injection. Mice were 

water deprived and habituated after two weeks of recovery. 5mg/kg Clozapine N-oxide 

dihydrochloride (Tocris; Cat. No. 6329) was delivered intraperitoneally to both control 

(mCherry) and inhibited (hM4DGi) cohorts throughout training days 1–3. Retrieval was 

performed the following day. Mice were imaged on training day 3 and retrieval day 1.

Image Processing & Analysis

Source extraction—Two-photon images were motion-corrected using a non-rigid motion 

correction procedure using the NoRMCorre algorithm60. NORMCorre splits the field the of 

view into overlapping spatial patches which undergoes rigid translation against a template 

that is continually updated. After registration, we implement a well-validated and widely 

used non-negative constrained matrix factorization-based algorithm, CNMF, to extract 

neural sources and their corresponding time series activity. Cell sources were well separated 

and manually assessed for any artifacts. Calcium signals were registered across days using 

non-rigid registration of spatial footprints using CellReg61. Calcium imaging data for dual 

region imaging was acquired by ScanImage 2020 software and subsequently processed 

using the Suite2p toolbox62. Motion correction, ROI detection and neuropil correction were 

performed as described.

Statistical Analysis of Calcium Responses—To identify statistically significant 

neural responses, we used an approach described Previously22 where negative going 

deflections in the dF/F responses are assumed to be due to motion-related artifacts and are 

used to estimate the fraction of positive transients that are artifactual. To do so, the number 

of positive and negative transients exceeding 2σ,3σ, and 4σ over noise, were calculated, 

where σ was calculated on a per cell basis. The ratio of the number of negative to positive 

transients was calculated for different σ thresholds and for different transient durations, 

providing a false positive rate for each condition. We thus defined a significant transient as 

any transient rising above 2 σ over noise for at least 2 frames, which resulted in an FPR 

<5%.

Identification of context- and feature- responsive (and selective) neurons—We 

used a probabilistic method to identify context and feature responsive neurons, both during 

training and retrieval. A neuron was defined as being active within a trial if its dF/F response 

in that trial exceeded the average response in the ITIs by 1 standard deviation. We calculated 

that a neuron can be active within any given trial 40% of times simply by chance, i.e., 

by randomly selecting intervals from the time series that match the time of a single trial, 

with a False Positive Rate <5% (Extended Data Fig. 2; Extended Data Fig. 8). Thus, a 

context responsive neuron (during training) or feature responsive neuron (during retrieval) 
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was defined as any neuron that was active in more than 40% of trials of that trial type. 

Additionally, during training, “context -selective neurons” were defined as neurons that had 

greater mean activity in all trials of one context compared with all trials of the other context 

at p<0.05 by t-test with multiple comparison. During retrieval, feature-selective neurons 

were defined as neurons that had greater mean activity in one feature over all other features 

at p<0.05 by one-way ANOVA.

Population trajectories—To visualize population trajectories, we began by representing 

the population response as an N × T matrix Y (one row for each of N neurons, one column 

for each of T time points, N<<T)18. Entries in the matrix Y consisted of the raw activity 

of each neuron minus its mean over time. The columns of this matrix can be thought of 

as the successive coordinates of the trajectory of population activity in an N-dimensional 

state space, where the origin corresponds to the mean activity. To visualize these trajectories, 

we used singular value decomposition (SVD) (MATLAB svd) to find the three-dimensional 

subspace that captures the maximum variance in the data:

Y = USV⊤

where the superscript T denotes the matrix transpose. As is standard, U is an N × N 

orthonormal matrix whose rows indicate how each neuron’s response is a mixture of the 

principal components, V is a T × T orthonormal matrix whose first N rows indicate the 

timecourse of each principal component (PC), and S is an N × T matrix that is nonzero only 

on the diagonal of its first N columns. The entries on the diagonal of S are in descending 

order and their squares give the variance explained by each PC. The portion of the activity 

explained by the first k PC’s is given by Yk=USkVT, where Sk is the matrix S with only the 

first k nonzero values retained. To project Yk onto the first k (here, k=3) principal axes, i.e., 

the 3-dimensional subspace that contains the largest amount of the variance, we computed 

X=UTYk=UTUSkVT=SkVT. (The last equality follows because U is orthonormal.) The first 

three rows of X, as plotted in Fig. 1h, are the population trajectory in that subspace.

Decoding using a Support Vector Machine—To determine the extent to which 

population activity coding for context was feature dependent, we proceeded as follows. 

First, for each feature (OT, AT, AOT, AVOT), we trained a support vector machine (SVM) 

to decode context, based on all trials that contained any of the three other features, and 

then asked the SVM to decode the heldout trials that contained the chosen feature. The 

SVM decoder was trained separately for each individual time point, from 2 seconds prior 

to the context onset to 10s into the feature presentation. For a single time point, the model 

was trained on neural responses, considered as N-vectors, across trials containing any of 

the three non-held-out features, with the corresponding binary classification of “reward” 

or “aversive” label for those trials. The model was built using a linear kernel and 10-fold 

cross-validation. The SVM identified a hyperplane that maximally separated the neural 

responses from the two contexts. This hyperplane was then used to predict the context in the 

held-out trials, containing the responses from the held-out feature. A similar model was also 

built for the training phase of the task; this model was trained on reinforced trials and tested 

on probe trial responses to decode context.
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Separation index using an optimally separating hyperplane—To understand the 

separation of population responses across reward and aversive contexts, and within context 

feature separation, we measured contrastive loss, a method to measure distances across 

different trial types (features) within and across contexts. First, we determined the optimally 

separating hyperplane for decoding context, using an SVM as described above but using 

all feature trials. The perpendicular to this hyperplane was then calculated, using the 

coefficients beta (Model.Beta in fitcsvm MATLAB), and used to calculate distances between 

responses along the axis orthogonal to the separating hyperplane. Distance across features 

from the same context was termed feature separation, whereas, distance across features in 

opposite contexts (intercontextual) was termed context separation. Separation index was 

defined as the ratio of average of all inter-contextual distances (features within same context) 

to the average of all intra-contextual distances across (features across different context). 

While the separation hyperplane was able to decode between reward and aversive responses 

after trial onset, decoding during the ITI is at chance (50%) (Extended Data Fig. 9). Thus 

the “separating hyperplane” during the ITI is a random plane. We used the mean value of the 

separation index during the ITI to normalize the separation indices for each mouse, and then 

grouped data across mice and sessions.

Separation index in an N-dimensional state-space—The population response of 

each trial of the task was represented in an N-dimensional state space (N= no. of neurons). 

The mean activity of all neurons was calculated across all trial types (feature groupings) 

in an Nxf matrix, where f=8 was the total number of feature groupings and contexts 

(AVOT, AOT, OT and AT, for both reward and aversive context). Euclidean distances in 

this N-dimensional state space (without the dimension reduction as described above) was 

calculated between positions representing features of the same context to that of features of 

opposite context, and the ratio of inter-contextual distance to intra-contextual distance was 

defined as the separation ratio (Extended Data Fig. 9).

Generalized context responses—To assess the relative responses of feature ensembles 

to other features of the same context (generalized context responses) and features of 

opposite context (generalized opposite context responses), we calculated the net change 

in response of feature ensembles to all other features in the session. For all trial types, a 

net response value was calculated as the peak ensemble activity within the trial (maximum 

response in any 2 second window in the trial) minus the mean response in the ITI 2s prior 

to the trial onset. These values were then normalized to the net response of the feature 

ensemble in its own trial type, yielding a net relative response. The generalized context 

response was defined as the mean of all net relative responses to trials with features within 

the same context. The generalized opposite context response was defined as the mean of net 

relative responses to trials with features of the opposite context.

Latency analysis—To quantify the relative timing of context and feature ensembles in 

CA1 and AC respectively, the event onset for each neuron in these ensembles was first 

calculated. Event onset was defined conservatively as the first instance within a trial where 

the dF/F exceeded the 3σ cutoff for two consecutive frames (significant transient detection 

as described previously). Neurons that were not active in a given trial type were discarded 
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from the analysis. For the training phase of the task, the onsets for context selective neurons 

in both CA1 and AC were plotted as a cumulative distribution function. For the retrieval 

phase, context selective neurons in CA1 and feature selective neurons in AC were assessed. 

A Kolmogorov-Smirnov test was used to detect significant differences in the distribution of 

onset times.

Functionally connected neurons across regions—The functional connectedness of 

neurons across the two brain regions was assessed by calculating the Pearson correlation 

for all possible pairs across the regions. This analysis yielded a matrix of na × nb 

correlation coefficients, where na is the number of neurons in region A, and nb is number 

of neurons in region B. Functionally connected long-range pairs were identified as those 

pairs whose Pearson’s correlation coefficient exceeded 0.3 (since electrophysiological 

studies have indicated a greater than 50% chance of in vivo functional connectedness 

when GCaMP correlations exceeds 0.3, thus, a conservative estimate of 0.3 was used 

as a cutoff)63,64. Histograms of the number of functionally connected partners for each 

neuron were constructed, indicating the degrees distribution of the connectivity network. 

Highly-connected long-range neurons in both regions were defined as those neurons for 

which the number of correlated partners exceeded the average of the neurons in the same 

volume by 1 standard deviation.
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Extended Data

Extended Data Figure 1|. Behavioral performance during training and retrieval.
a, Latency to the first lick in reward (red), neutral (blue) and aversive (black) context 

in both, reinforced and probe trials during training. n=12 mice, 24 sessions. (Two-way 

ANOVA with Sidak’s post hoc; adjusted *p=0.029; ***p=0.001; ****p<0.0001) b, Lick rate 

modulation in full cue (AVOT) trials during retrieval (n=12 mice, 18 sessions; Two-way 

ANOVA with Sidak’s multiple comparisons; adjusted ***p<0.005). c, Histology of bilateral 

inhibition of CA1 throughout training (T1-T3, reinforced trials only, not probe trials) using 

st-GtACR2 and cannula implant (right, Scale: 1000μm); behavioral performance measured 

as discrimination index (reward– aversive context lick rate / total lick rate) on probe trials 
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in control (mCherry) vs. opsin (GtACR) cohorts (n=6 each; Two-way ANOVA with Sidak’s 

multiple correction, adjusted *p=0.015, Data are mean±s.e.m) d-e, GRIN lens implant does 

not affect learning d, lick rate modulation of mice implanted with GRINs in reinforced and 

probe trials, n=16 mice, (Two-way ANOVA performed with Sidak’s multiple comparisons, 

p<adjusted *p<0.05, ***p<0.0105, ****p<0.001) e, Discrimination index in reinforced and 

probe trials over training days 1–3 (T1-T3); n=16 mice, Two-way ANOVA with Sidak’s 

multiple comparison test, adjusted *p=0.01, Data are mean±s.e.m). Details of statistical 

analyses in Supplementary Table
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Extended Data Figure 2|. Two-photon imaging in CA1 and extraction of neural sources and 
activity.
a, Mean intensity Z-projections of two-photon-acquired imaging videos in CA1, showing 

3 z-planes spaced 60um apart. Scale: 50 μm, b, Example GCaMP6f neural traces during 

behavior with identified transients overlaid on raw dF/F activity in c. d, Identification of 

significant transients in dF/F traces: Histograms show distribution of positive and negative 

events above 2 σ thresholds over range of durations; negative going transients (red) 

compared to positive going transients (blue). Similar analysis for 3 σ and 4 σ threshold 

in e-f; g, False positive rate of transients as a function of time. FPR is described as ratio 
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of negative to positive transients for each duration pooled across all mice (n=3 mice, 11 

sessions) and fields of view and sessions (Data are mean±s.e.m). False positive curve 

(bottom right) is fit to an exponential curve to determine minimum transient duration and 

σ threshold for FPR<5%. Event onset was then described as transient going above 2 σ 
thresholds for 2 frames (~0.6 second) h, Chance probability of a neuron to be categorized 

as “feature-responsive” as a function of fraction of trials that neuron is active (n=3 mice, 

9 sessions in training, 9 in retrieval). If a neuron is active on 40% of trials for a given 

feature, the probability of being false positive is <0.05. Data is presented as mean±sem i, 

%neurons classified as “feature-responsive” on retrieval trials using criteria set in h. Details 

of statistical analyses in Supplementary Table
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Extended Data Figure 3|. Context discrimination in CA1
a-d, Single neurons registered across training days 2 and 3 (T2-T3) and retrieval days 1 and 

2 (R1-R2). a, dF/F activity of neuron aligned to start of reward context probe trials (red) 

and aversive context probe trials (black) shows acquisition of aversive context selectivity 

from training day2 (top) to training day 3 (bottom), with stable context responses during 

aversive feature presentations in retrieval days 1–2, shown in b. c-d, same as a-b for reward 

context selectivity. e, Above, Heatmap shows dF/F responses of reward selective neurons 

in reward probe trials (left) and aversive probe trials (right) aligned to context onset at t=0 
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and context end at t=10s (white dashed lines). Below, similar heatmap shown for aversive 

selective neurons in reward and aversive probe trials. f, Neural population trajectories on 

probe trials, similar to Fig 1h but during training, showing divergent population activity in 

reward (red) and aversive (black) probe trials, with variance explained by first 3 PC’s (m1: 

29%, m2: 19%) g, Performance of a linear SVM decoder trained on dF/F responses at each 

time point after context entry in reward and aversive reinforced trials and tested on probe 

trials shows population level discrimination between reward and aversive contexts. (n=3 

mice, 6 sessions (training). Data is presented as mean ± sem, dashed line shows chance at 

y=0.5), h, Quantification of the fraction of neurons that are context-selective (in training), 

feature-selective or conjunctive (in retrieval); data points represent individual mice (n=3 

mice, *p=0.024; paired t-test). Details of statistical analyses in Supplementary Table
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Extended Data Figure 4|. CA1 context-selective neurons are conjunctive and not movement 
related
a-b, sample traces of 3 context selective neurons (z-scored, orange) overlaid with lick rate 

(blue, in a) and speed (blue, in b), showing no significant correlation to motor activity (black 

dashed lines indicate onset of contexts). Context selective neurons are distributed evenly 

in the field of view (red: reward ensemble, black: aversive ensemble cell centroids) with 

low correlations (z axis) to lick rates (c), speed (d) and acceleration (e), shown here for 

a representative mouse. f, feature responsive ensembles exhibit highly generalized activity 

across all features of the same context, as shown in (g) (Scale; x:1s, y:0.2dF/F). g, Single 
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trial neural trajectories show indiscernible feature trajectories of the same context (similar to 

Fig1h but all trials projected), but divergent across the two contexts (shade of red are reward 

context feature trials, shades of black are aversive context feature trials) for 3 mice, with 

variance explained by first 3 PC’s (34%, 28%, 25%).

Extended Data Figure 5|. Retrograde tracing from dHPC and histology
a, Schematic of retrograde tracing from dHPC by injecting rgAAV-CAG-tdT in CA1 & 

CA3. Detection of retrogradely labeled tdT neurons (in red) together with nuclei stained 

with DAPI (blue) from coronal sections at 10x; insets show zoom at 40x; CLA: claustrum, 

MS: Medial septum; LSr: Lateral Septum, AC: Anterior Cingulate, TH – Thalamus; HY/fx: 

Hypothalamus/fornix, BLA: Basolateral Amygdala, LEC: Lateral Entorhinal Cortex (Scale: 

1000μm) b, Schematic and histology for inhibition imaging. St-GtACR2 (stained with 

DAPI) in AC/LEC and hSyn-GCaMP6f in CA1. Dotted line denotes placement of GRIN 

lens. Scale:400μm.
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Extended Data Figure 6|. CA1 activity in the presence and absence of opsin.
a-d, No significant activation of st-GtACR2 in AC/LEC during two-photon imaging in CA1 

as assessed by similar neural activity patterns with (AC-GtACR, LEC GtACR) and without 

(ctrl) opsin expression. a-c, Mean event rate, time between consecutive events, and mean 

onset time of CA1 neurons across all three cohorts (ctrl no opsin, n=4; AC st-GtACR2, 

n=4; LEC st-GtACR2, n=3) with no significant differences. d, Fraction of CA1 neurons 

that are context selective is similar across cohorts (ctrl no opsin, n=4 mice,9 sessions; AC st-

GtACR2, n=3 mice, 7 sessions; LEC st-GtACR2, n=3 mice, 6 sessions) e-f, Mean ensemble 
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onset activity of CA1 neurons across both AC st-GtACR and LEC st-GtACR cohorts during 

light off trials (no optical inhibition) is similar across cohorts for both context-selective 

neurons (top) and non-context selective neurons (bottom) (All data are mean mean±s.e.m) g, 

Mean onset activity in CA1 during light off and light on trials in context selective ensemble 

(top, Two way ANOVA with Sidak’s correction, adjusted p values for AVOT *** p<0.0001, 

OT ****p<0.0001) and non-context ensemble (bottom, Two way ANOVA with Sidak’s 

correction, adjusted p values for AVOT p=0.008, AOT p=0.0003, OT p=0.0001) for LEC 

inhibition cohort, signifies widespread inhibition of neurons in CA1 (n=3 mice, 6 sessions). 

h, same as in (g) but for AC inhibition cohort (n=4 mice, 7 sessions), context neurons 

(top, Two way ANOVA with Sidak’s correction, adjusted p values for AVOT p=0.009, AOT 

p<0.0001, OT p=0.0001) and non-context neurons (bottom, n.s.). i, Percent of all recorded 

CA1 (top) and CA1 context neurons (bottom) that were inhibited during AC/LEC optical 

inhibition (n=4 mice, AC inhibition; n=3 mice, LEC inhibition; Students t-test p<0.05 for 

CA1 context neurons; mean, quartile, minimum and maximum are shown). j, Percent of 

CA1 context and non-context neurons inhibited during AC/LEC optical inhibition for all 

trials types (AVOT, AOT and OT) combined for reward and aversive trials, n=4 mice, 

AC inhibition; n=3 mice, LEC inhibition, each data point represents an individual mouse 

(context vs non-context neurons; for AC, F(1,18)=36.39, p<0.001; for LEC; F(1,12)=1.749, 

p=0.21; Two-way ANOVA with Sidak’s multiple comparison) k, Percent inhibition of dF/F 

activity of context vs non-context neuron ensembles across all trial types (AVOT, AOT and 

OT) combined for aversive and reward trials, n=3 mice, 6 sessions for LEC (left), 4 mice, 

7 sessions for AC (right), data are mean with each session as an individual data point; (Two-

way ANOVA with Sidak’s multiple comparison test; p=0.035, adjusted *p<0.05; **p<0.01). 

Details of statistical analyses in Supplementary Table.
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Extended Data Figure 7 |. AC and LEC project to non-overlapping subsets of neurons in CA1.
a, Anterograde tracing from AC (AAV1-EF1a-Flp) and LEC (AAV1-hSyn-Cre) and a 

mixture of AAV1-CAG-GIO GFP and AAV1-EF1a-fDIO-mCherry in CA1. Neurons in 

red receive inputs from AC and green receive inputs from LEC, with absence of neurons 

having convergent input from AC and LEC (Scale: 400 μm (left), 200 μm(right)). b, Same 

as in (a) but injected with AAV1-hSyn-Cre in AC and AAV1-EF1a-Flp in LEC, shows lack 

of neurons in CA1 with convergent inputs from both AC and LEC (Scale: 400μm (left), 

400μm (right)). c, (Top) Schematic of a multiplexed construct that allows a marker to be 
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expressed only in cells that express both Cre and Flp: injecting AAV1-hSyn-Cre in AC, 

and AAV1-EF1a-Flp in LEC, and AAV8-EF1a-Con/Fon-eYFP in CA1. (Bottom) Coronal 

section of CA1 shows no neurons receive inputs from both AC and LEC. (Scale:400 μm). 

d, (Left) Anterograde tracing using AAV1-hSyn-Cre, showing starter cells (stained with Cre 

antibody) in AC (left) or LEC (middle, overlaid with DAPI, Scale 400μm) with AC- (top) 

or LEC- receiving (bottom) CA1 neuron overlaid with cFos stain (magenta) after retrieval 

day 1 (right, Scale:40um). e, Quantification of % of CA1 neurons receiving AC/LEC inputs 

that are cFos positive. LEC/AC n=4 mice, 8 slices each. p=0.002, Welch’s t-test. Data points 

are individual slices, with mean±s.e.m. f, Retrograde tracing from CA1 (AAVrg-hSyn-Cre in 

dCA1 and AAV1-CAG-Flex-eGFP in AC) shows AC neurons (green) that project to dCA1 

(Scale: 400μm). g-i, Retrograde tracing in emx1-cre (g) and vglut-cre (h) mice by injecting 

AAVrg-Flex-tdT in starter cells of dCA1(i) revealing excitatory AC-CA1 projections. CA1 

projecting AC neurons (red) overlaid with DAPI (blue, left) and CaMKII stain (green, 

middle) (Scale: 400μm) and zoomed in (right, Scale: 100μm).
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Extended Data Figure 8|. Two-photon imaging in AC during behavior
a, Mean intensity Z-projections of two-photon-acquired imaging videos in AC, showing 3 

z-planes spaced 60μm apart (Scale: 50μm). b, Example GCaMP6f traces during behavior. 

c-d, Detecting significant transients, with false positive rate of transients as a function of 

time, fit to an exponential curve to determine minimum transient duration and σ threshold 

for FPR<5%. Event onset was then described as transient going above 2 σ thresholds for 

2 frames (~0.6 second). (n=7 mice, 14 session; Data are mean±s.e.m). Detected transients 

overlaid with raw traces in d. e, Retrogradely labelled CA1 projecting neurons in AC (red) 
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in recording FOV with syn-GCaMP6f (green), indicating the FOV has direct monosynaptic 

access to CA1/3 (Scale: 150μm). f-h, Neuron centroids across x-y axis plotted as a function 

of correlations to lick rate (f), speed (g) and acceleration (h) shows minimal motor related 

signals in recording FOV. i, Single trial neural trajectories from representative mice (n=2 

shown) show divergence between reward and aversive trajectories in probe trials, with a 

linear SVM decoder trained on reinforcement trials and tested on probe trials in j, indicating 

contextual discrimination in AC at population level (n=7 mice, 13 sessions in training; Data 

are mean±s.e.m). k, Quantification of percent of neurons responsive to each feature type 

across the retrieval sessions (n=7 mice, 11 sessions in retrieval). l, Quantification of the 

fraction of neurons that are context-selective (in training), feature-selective or conjunctive 

(in retrieval); data point represents individual mouse (n=7 mice; adjusted *p=0.015; paired 

t-test). m, Schematic of bilateral Gi-DREADD-inhibition in CA1 only across training days 

1–3 while performing two-pho- ton imaging in AC during training day 3 and retrieval, 

showing n, performance of SVM to decode context during training (n=3 mice, P<0.01 Mann 

Whitney U Test) and o, quantification of percent of AC feature responsive neurons during 

retrieval for CNO injected DREADD (hM4Di) vs. control (mCherry) mice (n=3 mice, n.s. 

paired t-test). Data are mean±s.e.m.
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Extended Data Figure 9|. Feature ensembles in AC compared with context ensembles in CA1
a, Feature responsive ensembles in AC respond minimally to other features in the same 

context, shown for reward (left) and aversive (right) feature presentations. b, Quantification 

of net dF/F activity of feature responsive neurons to all other feature presentations in AC 

(left) and CA1 (right) from n=3 mice in reward context. Note: only context responsive 

neurons are shown (not all recorded neurons). Data are presented either as mean±s.e.m 

(above) or as heatmap (below), with adjacent column indicating whether the neuron was 

statistically classified as feature selective (white) or not (black). See Fig 3f for aversive c, 
Quantification of net relative response of a feature selective ensemble to other features of the 

same context (dark) versus the opposite context (light) in AC and CA1 respectively across 

all mice, each point represents individual mouse (n=7 mice (t16=2.849; *p=0.023); n= 3 

mice CA1 (t16=5.035; ***p=0.0002); Two-way ANOVA with Sidak’s multiple comparison 

test). d, Performance of SVM to decode reward and aversive trials with all features 

pooled into either context (n=3 mice, 9 sessions CA1; 4 mice, 11 sessions AC; Data are 

mean±s.e.m). e, Schematic of state-space location of different features in an N-dimensional 

space (N is the number of neurons) and defining separation index as ratio of inter-contextual 

to intra-contextual distance (right). Separation index for AC (n=12 sessions) and CA1 
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(n= 9 sessions) (**p=0.003; Student’s t-test; data as mean±s.e.m) (left). f, Schematic 

of FOSTRAP behavioral paradigm. Coronal section of AC shows neurons expressing 

st-GtACR2 (red) stained with DAPI (blue) with cannula implant (Scale: 500μm, 100μm). 

Details of statistical analyses in Supplementary Table

Extended Data Figure 10|. Simultaneous imaging of AC and CA1 during behavior.
a, Histology of AC and CA1 GRIN lens implant from a representative mouse. Scale=500μm. 

b, Anatomical location of each recorded neuron and its activity correlations with motor 
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variables (speed, acceleration) in AC (top) and CA1 (bottom) c, Behavioral performance of 

dual GRIN implanted and recorded mice, shown as average lick rate on retrieval day 1 (R1) 

across aversive and neutral features on modified one-day behavioral paradigm (n=3 mice, 

*p<0.023; paired t-test). d, Left: Average fraction of context selective neurons in AC and 

CA1 during training day T1, with average ensemble size of feature responsive neurons in 

these regions during retrieval session R1 (right). e, Location of context-selective neurons 

are evenly distributed throughout field of view in both AC and CA1. f, Top: Proportion 

of context selective neurons responding (cumulative distribution function) to context onset 

during training for two mice as a function of latency (Kolmogorov–Smirnov two-tail test, 

p=0.015 (m2), p=0.001 (m3)) (purple-CA1; green-AC), with mean onset time for AC and 

CA1 (n=3, paired t-test p<0.05) Bottom: Same but for retrieval, with feature selective 

neurons in AC and context selective neurons in CA1 (Kolmogorov–Smirnov two-tail test, 

p=0.002(m2), p<0.0001 (m3)), with mean onset times of AC and CA1 (n=3 mice, paired 

t-test, p=0.01 (Training); p<0.0001 (Retrieval)). g, proportion of shock responsive neurons 

active after context-onset (showing first and last trials) as a function of time (cumulative 

distribution function), and shown separately for each individual mouse. Details of statistical 

analyses in Supplementary Table

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1 |. The hippocampus CA1 encodes conjunctive representations of context
a, Head fixed virtual reality setup with training paradigm (top); Lick rates in reward, neutral 

and aversive context across reinforced and probe trials, n=12 mice, 24 sessions (**p<0.01, 

****p<0.0001, Two-way ANOVA with Sidak’s post-hoc, bottom left); with moving average 

lick rates across probe trials (translucent lines) from one mouse aligned to context entry 

(bottom right, session average in opaque lines). b, Retrieval paradigm; A – auditory, V 

– Visual, O – olfactory, T – texture (top). Lick rate on full (AVOT) or partial features 

(O, T, AT, AO, OT, AOT) of the respective contexts for 3 mice (mean±s.e.m, *p<0.05, 

**p<0.01 Two-way ANOVA with multiple comparison); moving average lick responses 

from representative mouse (right). c, Histology (scale: 500um) and Z-projection images of 

two-photon recording (mean over time, scale:160um) of GCaMP expressing dorsal CA1 

neurons with GRIN implants capturing same field of view (FOV) across training and 

retrieval d-e, Activity of a reward (d) and aversive (e) context-selective neuron in reward 
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(red) and aversive (black) probe trials (mean response in opaque line) with heatmap showing 

individual trial responses. f, Representative neurons exhibiting conjunctive representation of 

reward (right) or aversive (left) contexts showing significant responses to all features of only 

one context. g, Fraction of context-selective (in training), feature-selective or conjunctive 

neurons (in retrieval) (n=3 mice, 5 sessions for training, 9 sessions in retrieval; paired t test 

during retrieval, **p=0.003). h, Significant divergence on retrieval trials of reward (red) vs 

aversive (black) population trajectories from a representative mouse, i, Performance of a 

linear SVM to classify context, trained on three features and tested on a held-out feature 

of the same context, demonstrating shared underlying dynamics for all features of a given 

context (n=3 mice, 9 sessions, mean±s.e.m). j, schematic posing the question: where are 

features represented and how do they access CA1 conjunctive representations. Details of 

statistical analyses in Supplementary Table
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Figure 2 |. AC, not LEC, is necessary for feature based memory recall.
a, RetroAAV-tdT injection in dorsal hippocampus labeled afferents from anterior cingulate 

(AC), lateral entorhinal cortex (LEC), claustrum, medial septum, anterior thalamus, 

hypothalamus, contralateral hippocampus, and amygdala (denoted with asterisks) (scale: 

3000um, see Extended Data Fig. 7c–e). b, AC/LEC inhibition with simultaneous CA1 

imaging, shows c, robust inhibition of some neurons (top: light on inhibition trials in 

red, control light off trials in black), and not others (bottom). Shaded area represents 

light delivery (Scale: y:0.2 dF/F; x:0.5s) d, No significant difference between fraction of 

CA1 neurons inhibited during LEC (n=4 mice, 7 sessions) vs. AC (n=3 mice, 6 sessions) 

inhibition (top) but CA1 context neurons are preferentially inhibited during AC inhibition 

compared to LEC (bottom, Student’s t-test *p=0.001) and by chance (dashed line represents 

chance, Wilcoxon signed-rank test *p=0.015) (mean, quartile, minimum and maximum are 

shown).e,f, Rasters of binarized activity from 50 neurons in CA1 during LEC (e) and 

AC inhibition (f) in reward and aversive feature trials grouped by context responsive vs 
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non-context neurons from one mouse; (right) activity of neurons quantified in histograms. 

Significant left shift (*p<0.05, Wilcoxon signed-rank test) observed on inhibited trials 

across both groups during LEC inhibition, but only of context specific neurons during 

AC inhibition (**p<0.01). g, Percent inhibition of context vs non-context neuron activity 

across all trial types (AVOT, AOT and OT) combined for aversive and reward trials, n=3 

mice, 6 sessions for LEC (top), 4 mice, 7 sessions for AC (bottom), each session is an 

individual data point (F(1,36)=38.92, p<0.0001 for AC; F(1,30)=2.801, p=0.11 for LEC; Two-

way ANOVA with Sidak’s post-hoc) h-i, Bilateral optogenetic-inhibition of LEC(h) or AC(i) 

during memory retrieval showing behavioral performance during inhibited (light on) vs 

control (light off) trials for each trial type, in opsin (GtACR) vs. control (mCherry) cohorts. 

Data points are individual mice((F(1,17)=43.79, p<0.0001 for AC GtACR; F(1,16)=0.82, 

p=0.37 for LEC GtACR cohort; Two-way ANOVA with Sidak’s post-hoc). Details of 

statistical analyses in Supplementary Table
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Figure 3 |. Population codes for feature representation in AC
a, Schematic and Z-projection images (scale:160um) of two-photon recording in AC. b, 
Reward (above) and aversive (below) context-selective neurons, sorted by onset time, 

displayed for reward (left) and aversive (right) probe trials from one mouse. c, Fraction 

of context-selective (in training), feature-selective or conjunctive (in retrieval) neurons in 

AC (n=7 mice, 9 sessions in training, 11 sessions in retrieval; paired t-test in retrieval 

**p=0.002); with a comparison of conjunctive and feature responses in AC and CA1 in 

(d) (n=3 mice, 9 sessions CA1, n=7 mice, 11 sessions AC, ****p<0.0001, ***p=0.0005; 
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Two-way ANOVA with Sidak’s post-hoc). e, Representative examples of four neurons, each 

in a different color, exhibiting feature selectivity in AC and conjunctive representation 

in CA1 during retrieval. f,g, dF/F activity of feature responsive neurons to all other 

feature presentations in AC (left) and CA1 (right, n=3 mice each), presented as either as 

mean±s.e.m (f) or heatmap (g), with adjacent column indicating whether the neuron was 

statistically classified as feature selective (white) or not (black). h, Relative dF/F response of 

a feature selective ensemble to other features of the same context (dark) versus the opposite 

context (light) in AC and CA1 (n=7 mice, 11 sessions AC; n= 3 mice, 9 sessions CA1; 

multiple paired t-test ****q<0.0001; *q=0.027; see Extended Fig 9c). i, Ratio of context 

to feature separation across a maximally separating hyperplane in state space on retrieval 

trials (n=7 mice, 11 sessions AC; n= 3 mice, 9 sessions CA1, Data are mean±s.e.m).j, 
Timeline of TRAP2 paradigm to inhibit feature coding neurons (top), with % AC neurons 

that expressed GtACR in the habituation TRAP’ed and feature coding TRAP’ed cohort 

k, TRAP’ed mice display deficits in feature-based recall on R6, which is rescued during 

light-off on R7 (F(1,25)=64.39, p<0.0001). No behavioral deficit in habituation TRAP’ed 

cohort (F(1,20)=0.14; p=0.71; Two-way ANOVA with Sidak’s post-hoc). Details of statistical 

analyses in Supplementary Table.
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Figure 4 |. Dynamic interactions between feature representations in AC and contextual 
representations in CA1 representation facilitate memory recall
a-b, Side (left) and top view (right, adapted from Allen Institute Repository) of GRIN 

lens implantation to access CA1 and AC simultaneously, with Z-projection images (mean 

over time) from one mouse. Scale: 160um. c, Proportion of context selective neurons 

responding (CDF, cumulative distribution function) to context onset during training as 

a function of latency (Kolmogorov–Smirnov test, p<0.0001) for a representative mouse 

(purple-CA1; green-AC). Middle: Same as in (c) but for retrieval, with feature ensembles in 

AC and context ensembles in CA1 (p=001); difference of mean onset time of AC and CA1 

during training and retrieval (right) determined by fitting onset curve to an exponential 

function (n=3 mice, Data are mean±s.d) d, Interaction between AC feature and CA1 

context ensembles, with dF/F correlation between feature ensembles in AC (all feature types 

grouped) with context ensembles in CA1 across neutral (blue) and aversive (black) feature 

trials. (mean±s.e.m; n=3 mice, 5 retrieval sessions, 3 features each, Kruskal-Wallis One-Way 

ANOVA with Dunn’s post-hoc). e, Highly connected AC-CA1 neurons (long range partners, 

left) and their correlations with feature neurons in AC (all feature types grouped, p=0.055) 

and context neurons in CA1 are quantified (n=3 mice, 5 sessions, Student’s paired t test 

**p=0.009) f, Average activity (shaded bars as s.e.m) of AC shock responsive neurons on 

trial 1 and trial 5 (black dotted line: context onset, red dotted line: first shock delivery) 
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for a representative mouse, with quantification of mean dF/F (during first 10 seconds in 

context normalized to ITI) across all mice (n=3 mice, data are mean±s.e.m) (middle); Right: 

proportion of shock responsive neurons active as a function of time in context in trials 1 and 

5 (n=3 mice). g, Same as in (f) but for CA1. h, schematic of working model where LEC 

inputs to CA1 may be a dedicated storage circuit, whereas ACC inputs to CA1 may be a 

dedicated retrieval circuit. Details of statistical analyses in Supplementary Table

Yadav et al. Page 48

Nature. Author manuscript; available in PMC 2023 February 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript


	Summary
	Conjunctive memory representations in CA1
	AC, not LEC, required for feature-based recall
	Feature representations in AC
	Dynamic AC-CA1 reorganization enables recall
	Discussion
	Online Methods
	Animals
	Surgeries
	Viral injections
	Anatomical Tracings
	Implanting coverslips, GRIN lenses, fiber optic cannulas

	Histology and Immunohistochemistry
	Virtual reality behavior
	Modification of behavior during mesoscope imaging
	Two-photon imaging during behavior
	Simultaneous two-photon imaging of AC and CA1 during behavior
	Optogenetics
	Paired Optogenetic Inhibition & Two-photon Imaging
	Analysis of Paired Inhibition & Imaging Experiments
	c-Fos staining and overlap with AC/LEC anterograde tracing to CA1
	Selective inhibition of feature coding neurons
	CA1 Chemogenetic inhibition and AC imaging
	Image Processing & Analysis
	Source extraction
	Statistical Analysis of Calcium Responses
	Identification of context- and feature- responsive (and selective) neurons
	Population trajectories
	Decoding using a Support Vector Machine
	Separation index using an optimally separating hyperplane
	Separation index in an N-dimensional state-space
	Generalized context responses
	Latency analysis
	Functionally connected neurons across regions


	Extended Data
	Extended Data Figure 1|
	Extended Data Figure 2|
	Extended Data Figure 3|
	Extended Data Figure 4|
	Extended Data Figure 5|
	Extended Data Figure 6|
	Extended Data Figure 7 |
	Extended Data Figure 8|
	Extended Data Figure 9|
	Extended Data Figure 10|
	References
	References
	Figure 1 |
	Figure 2 |
	Figure 3 |
	Figure 4 |

