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% Check for updates Neocortical feedback is critical for attention, prediction, and learning. To

mechanically understand its function requires deciphering its cell-type wiring.
Recent studies revealed that feedback between primary motor to primary
somatosensory areas in mice is disinhibitory, targeting vasoactive intestinal
peptide-expressing interneurons, in addition to pyramidal cells. It is unknown
whether this circuit motif represents a general cortico-cortical feedback
organizing principle. Here we show that in contrast to this wiring rule, feed-
back between higher-order lateromedial visual area to primary visual cortex
preferentially activates somatostatin-expressing interneurons. Functionally,
both feedback circuits temporally sharpen feed-forward excitation eliciting a
transient increase-followed by a prolonged decrease-in pyramidal cell activity
under sustained feed-forward input. However, under feed-forward transient
input, the primary motor to primary somatosensory cortex feedback facil-
itates bursting while lateromedial area to primary visual cortex feedback
increases time precision. Our findings argue for multiple cortico-cortical
feedback motifs implementing different dynamic non-linear operations.

The mammalian neocortex is composed of hierarchically organized
areas, where cortical areas are reciprocally connected with both feed-

feedback connections. Among GABAergic interneurons in mouse
neocortex, parvalbumin (PV), somatostatin (SOM), and vasointest-

forward and top-down feedback projections. Feedback connections
are believed to participate in many important brain functions, such as
attention', prediction*®, and shaping activity based on context’".
Despite the importance of cortical feedback, its precise cell-type wir-
ing logic is still not fully understood, preventing a mechanistic
understanding of its modulatory role in cortical processing.

The mammalian sensory neocortex is organized in a six-layer
structure, composed of distinct cell types wired in canonical circuit
motifs. For example, inhibitory interneurons in cortical circuits are
grouped into highly heterogeneous transcriptomic and morpholo-
gical cell classes, hypothesized to exert distinct functional roles™ .
Therefore, it is critical to decipher the cell-type-specific wiring of

inal peptide (VIP) expressing interneurons are the three main non-
overlapping cell classes that comprise more than 80% of the
GABAergic interneurons™?°, Importantly, these cell classes follow
specific rules governing their connections with other interneuron
types and local excitatory neurons™'?. Specifically, a key con-
nectivity rule is that VIP+ interneurons preferentially inhibit SOM+
interneurons which in turn inhibit local pyramidal cells'***2, Recent
studies indicate that feedback projections primarily recruit this dis-
inhibitory disynaptic circuit by preferentially activating VIP+
interneurons®°, supporting the view that the primary effect of
feedback is a disinhibition of the target areas”. However, the cor-
tical feedback projections to interneurons studied so far mainly
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focused on connections between brain regions across different
modalities such as between motor and sensory areas®**?*. There-
fore, it is not clear if feedback projections recruit the same disin-
hibitory circuit between hierarchically organized areas within the
same sensory modality and whether the feedback-eliciting disin-
hibitory circuit motif is a universal organizing principle of cortical
feedback.

The mouse visual cortex is an ideal model to address this ques-
tion given its hierarchically organized extrastriate areas®°. Here we
focused on feedback connections from the lateral-medial area (LM),
which is believed to be analogous to area V2 in primates®, to area V1.
We compared the organization of this within-hierarchy feedback to
the previously studied feedback pathways across modalities, from
the vibrissal primary motor cortex (vM1) to vibrissal S1 (vS1), to
examine if there is a general rule governing the organization of
feedback pathways across these two different pathways. We found
major differences in both the cell-type-specific wiring rules and the
functional impact of feedback projections between these two path-
ways. LM to V1 feedback connected more strongly to SOM+ cells than
to VIP+ cells while vM1 to vS1 feedback showed the opposite pattern,
consistent with previous studies®. When paired with sustained
positive current injection into the cell bodies of pyramidal cells in
either V1 or vS1, feedback projections had a similar effect on the
activity of pyramidal cells: activation of feedback temporally shar-
pened the feed-forward excitation by eliciting a transient increase
followed by a sustained decrease in firing rate. However, when paired
with a brief positive feed-forward current pulse, vM1 to vS1 feedback
facilitated bursting of Layer 5 (L5) intrinsically bursty (IB) cells. In
contrast, under the same brief feed-forward input, LM to V1 feedback
increased the probability of a second spike but eliminated sub-
sequent spikes, in agreement with temporal sharpening. Our results
argue for multiple feedback circuit motifs specialized for distinct
dynamic non-linear operations.

Results

Distribution of feedback axon terminals

To study the projection pattern and connectivity of feedback path-
ways, we injected the adeno-associated virus (AAV2/1) expressing
channelrhodopsin-2 (ChR2)-YFP in either LM or vM1 (Fig. 1a, Methods),
covering all cortical layers (Methods, Supplementary Fig. S1). LM was
identified with intrinsic optical imaging®*” (Fig. 1b), while vM1 was
identified stereotaxically (0.9 mm lateral and 1.1mm anterior of
bregma®* (Fig. 1a, see Methods).

Two to four weeks later, we used two-photon microscopy to
image the fluorescence within a 3 mm cranial window centered on
either V1 (centered at 3.0 mm lateral, 1.5mm anterior to lambda,
Fig. 1a, red dashed circle, and Fig. 1c) or vS1 (centered at 3.5mm
lateral and 1.5 mm posterior to bregma, Fig. 1a, blue dashed circle,
and Fig. 1d). Consistent with a recent study®’, feedback projections
from LM mainly targeted the retinotopically matched area in V1
(Fig. 1c and d; z-score of fluorescence in retinotopically matched and
unmatched areas in V1; p=0.008, two-sided Wilcoxon signed-rank
test, n=_8 animals), confirming a spatial specificity in the LM to V1
feedback projections®. vM1 to vS1 projections targeted vS1 and other
areas such as secondary somatosensory area and posterior parietal
cortex (Fig. 1d). Although we do not have direct evidence in the
current study, it is possible that vM1 to vS1 projections are also
organized in a topographical manner, as suggested in Mao et. al.,
2011%%,

Coronal slices revealed that LM to V1 axon terminals spanned all
layers, with denser projections in L1 and deep layers (L5 and L6), and
sparser projections to the layers in between (Fig. 1e, left). vM1 to vS1
axon terminals were concentrated in L1 and deep layers (L5 and L6),
and were very sparse in L2/3 and L4 (Fig. le, right), consistent with
previous reports®,

Cell-type wiring logic of the two feedback pathways

To identify the cellular targets of both feedback pathways, we per-
formed multi-cell simultaneous whole-cell recordings in acute brain
slices prepared from either V1 or vS1 areas (Fig. 2a, see Methods). We
recorded from excitatory cells and the major genetically identified
classes of interneurons in Layers 1, 2/3, 4, and 5 (n =516 cells in total).
Distinct interneuronal classes were identified using different mouse
lines (PV-Cre/Ai9, SOM-Cre/Ai9, or VIP-Cre/Ai9) and were further
confirmed by post hoc analyses of their morphological and electro-
physiological properties (see Methods, Supplementary Figs. S2, S3).
In particular, we excluded the activities of fast-spiking cells from the
SOM+ group in the analysis, because of their distinct firing pattern and
morphological features*>*" (refer to Supplementary Fig. S2 for
detailed descriptions). We recorded excitatory postsynaptic currents
(EPSCs) and excitatory postsynaptic potentials (EPSPs) from each
neuron evoked by photostimulation of ChR2-YFP expressed in the
axon terminals of feedback projections from LM or vM1 (2 ms, 470 nm;
Fig. 2b-e for EPSP examples). In control experiments on animals
without virus injections, we observed no response to the LED stimu-
lation (Supplementary Fig S4).

In both V1 and vS1, we found a high proportion of cells responsive
to feedback stimulation across most cortical layers and cell classes
(overall 83.7%, 432/516), except for L4 in vS1, where a very low number
of excitatory cells (1/13), none of the SOM+ cells (0/9) and only about
half (8/14) of the PV+ cells were responsive with a latency smaller than
7ms (Fig. 3a). The 7ms threshold we used to define monosynaptic
projections as a latency cutoff is longer than typical latencies in the
literature®. This is because our recordings were performed under
room temperature instead of physiological temperature, which pre-
serves the quality of adult tissues*>** but leads to larger latencies in
synaptic events**. We also analyzed the results with 4 ms as the latency
cutoff and achieved similar results (Supplementary Fig. S6; see Meth-
ods with more detailed criteria for “responsiveness” and Supplemen-
tary Fig. S5 about latency cutoff selection).

We performed a subset of experiments (32 V1 cells out of 291 cells
in total; 27 vS1 cells out of 225 cells in total) in the presence of tetro-
dotoxin (TTX) and 4-aminopyridine (4-AP)**¢ and confirmed that the
majority of the evoked events were monosynaptic (Methods, Supple-
mentary Fig. S5). Consistently, we never found a pyramidal cell in any
layer of either area firing in response to the feedback activation alone
(Fig. 3d). Since polysynaptic events could only be elicited if local
excitatory neurons are driven to fire, these results also suggest that
most of the recorded feedback-evoked events were monosynaptic.

Although most of the recorded cells were responsive to feedback
activation, the strength of connections varied considerably, across
both the cell classes and feedback pathways (Fig. 2b-d). To compare
the strength of responses to feedback across layers and cell types
recorded in different brain slices and animals, we normalized the
amplitudes of EPSCs and EPSPs to the mean amplitudes of the L2/3
pyramidal cells recorded from each slice, similar to approaches in
previous studies®?, and reported the log2 normalized amplitudes
(Fig. 3b, ¢). We found that for both feedback pathways, the normalized
EPSPs and EPSCs varied considerably across different cell classes
(Fig. 3b, ¢, p <107 for each of the four separate Kruskal-Wallis tests for
EPSPs and EPSCs in V1 and vSl1).

To quantify these differences, we performed statistical compar-
isons between normalized EPSPs and EPSCs in all pairs of neural types
within each feedback pathway (55 x 4 =220 comparisons, see Methods
for details, p values in Supplementary Tables S1-S4), and also com-
pared the responses of the same types of neurons across the two
pathways (10 x 2 =20 comparisons, see Methods for details, p values in
Supplementary Table S5). These comparisons revealed two major
differences in the wiring logic of the two feedback pathways.

First, we found major differences in the layer-specificity of feed-
back connections across the two pathways, especially in L2 to L5.In V1,
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Fig. 1| Feedback axon terminal distribution of the two feedback pathways.

a Anatomy of the areas V1, LM, vS1, and vML. The virus was injected in either vM1 or
LM in different animals. Feedback axon terminals were labeled with ChR2-YFP in
either V1 (red dashed circle) or S1 (blue dashed circle). b Intrinsic imaging to
identify V1 and LM. Left: experimental paradigm. Grating stimuli drifting horizon-
tally or vertically were shown to the left eye, on one of the four locations on the
monitor. A CCD camera was used to record brain intrinsic activity from a cra-
niotomy exposing visual areas of the right hemisphere. Middle: intrinsic imaging
map of the stimulus in the top lateral corner. The white dashed lines mark the
borders among V1, LM, and AL. Right: intrinsic imaging map of stimuli in all four
locations. Different colors represent brain areas responsive to stimuli in different
locations (green: top-lateral; yellow: top-medial; blue: bottom-lateral; magenta:
bottom-medial). Scale bar: 1mm. ¢ LM to V1 feedback projections target the reti-
notopic corresponding area in V1. Left: EYFP expression of the animal in (b), with

relative strength

virus injected in the LM area responsive to top lateral stimulus (green) and the axon
terminals mainly targeted the “green location” in V1. Right: mean z scores of the
fluorescence for both retinotopically corresponding areas and non-corresponding
areas in V1, for 8 animals. Fluorescence strength of the retinotopic area was sig-
nificantly higher (p=0.008, n=8 animals, two-sided Wilcoxon signed-rank test).
d Dorsal view of vM1 to vS1 feedback. Axon terminals were widely distributed in the
somatosensory areas. e Laminar distribution of LM to V1 (left) or vM1 to vS1 (right)
axon terminals. Left: the fluorescent image of a coronal slice in V1 or vS1, with DAPI
signal in blue and EYFP signal in green. Right: Relative strength of fluorescence
(averaged over 100pum horizontally) as a function of depth, normalized to the
maximum (3 animals for LM to V1, and 4 animals for vM1 to vS1). The black line
indicates the axon distribution corresponding to the image on the left, and the gray
lines indicate other slices. Source data are provided as a Source Data file.

responses (either EPSC or EPSP) elicited in pyramidal cells, PV+ cells,
and SOM+ cells in L2/3 were higher than those of their counterparts in
L5 (Fig. 3b, c, for p values, refer to Supplementary Tables S1-S4). In
contrast, in vS1, the responses of pyramidal cells and PV+ cells in L2/3
were lower than their counterparts in L5, but this was the opposite for
SOM+ cells (Fig. 3b, ¢, for p values, refer to Supplementary
Tables S1-S4). The response elicited by feedback in L4 cells was also
different across the two feedback pathways. Specifically, in V1, the
three cell types in L4 exhibited low but reliable responses to feedback

activations (Fig. 3a-c): 13/15 excitatory cells, 10/11 PV+ cells, and 9/9
SOM-+ cells (Fig. 3a-c). In vS1, however, only PV+ cells were responsive
to feedback activation in L4 (Fig. 3a-c). The only similarity in layer
specificity we found between the two pathways was that L1 inter-
neurons had consistently higher responses to feedback stimulation
than L2/3 pyramidal cells (Fig. 3b, c), with median log2 normalized
EPSPs of 0.88 in V1 and 1.1 in vS1 (Fig. 3¢, Supplementary Tables S1-S4
for statistical tests). These results indicate a major difference in
the layer specificity of the two feedback pathways, and are consistent
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Fig. 2| Example slices for connectivity. a Experimental paradigm. Left: Parasagittal
slices containing V1 or vS1 Right: LM or vM1 were excluded from the slices, while the
axon terminals from LM or vM1 were included in the slices. b Example slice
recording of L1 interneurons (red ovals) and pyramidal cells (black triangles) in
either V1 (left) or vS1 (right). Numbers refer to the channel number of the recording
system. The blue dots mark the 2 ms blue LED pulses. ¢ Example slice recording of
PV+ interneurons (blue ovals) and pyramidal cells (black triangles) in either V1 (left)
or VSl (right). d Example slice recording of SOM+ interneurons (green ovals) and
pyramidal cells (black triangles) in either V1 (left) or vSI (right). e Example slice
recording of L2/3 VIP+ interneurons (orange ovals) and pyramidal cells (black tri-
angles) in either V1 (left) or vS1 (right). Source data are provided as a Source Data file.

with what we found in the laminar distribution of projection pat-
terns (Fig. 1e).

Second, in addition to these layer-specific differences we also
found a substantial difference in the overall influence of feedback on
SOM+ neurons and VIP+ neurons. SOM+ responses to feedback in V1
were significantly higher than SOM+ responses in vS1 (p<0.02,

Fig. 3b, ¢, Supplementary Table S5). In fact, vM1 feedback did not elicit
spikes in any of the SOM+ neurons we recorded in vS1 (0/48, Fig. 3d),
while in V1, feedback activation elicited spiking activity in a substantial
fraction of SOM+ neurons (17/54). In contrast, feedback responses of
VIP+ cells in L2/3 of V1, were lower than their counterparts in L2/3 of
VSl (p <0.01, Fig. 3b, c, Supplementary Table S5). Moreover, a direct
comparison of the normalized responses between SOM+ cells and VIP+
cells within each area showed consistent results. vM1 to vS1 feedback
strongly targeted L2/3 VIP+ cells but had weaker connections to L2/3
SOM+ cells (p =0.007 for EPSP, two-sided Conover test, Supplemen-
tary Table S4), and very few connections to SOM+ cells in other layers,
consistent with previous reports®. In contrast, LM to V1 feedback
strongly targeted L2/3 SOM+ cells but had significantly weaker input to
L2/3 VIP+ cells (p <0.01 for both EPSC and EPSP, two-sided Conover
test, Supplementary Tables S1 and S2). These results indicate an
opposite behavior of SOM+ cells and VIP+ cells across these two
feedback pathways.

In summary, we found that the two feedback pathways differ
mainly in two aspects, their layer specificity and the strength of their
influence on SOM+ cells and VIP+ cells: LM to V1 feedback in general
favored L2/3 over L5, while vM1 to vS1 was the opposite (with SOM+
cells being the only exception). LM to V1 feedback connection favored
SOM-+ cells over VIP+ cells, while vM1 to vS1 more strongly drove VIP+
cells than SOM+ cells.

The above analysis was performed using L2/3 excitatory respon-
ses as the baseline to account for inter-animal and inter-slice variability
(e. g. due to variability in the amount and titer of the injected virus).
The non-normalized (raw) responses of the L2/3 excitatory cells were
lower in vSl1 than in V1 (Supplementary Fig. S7). Since on average we
injected a similar amount of virus into both areas, this might reflect a
difference in the overall connectivity strength between the two feed-
back pathways. This possible difference, however, does not affect our
main conclusions. The raw responses of SOM+ and VIP+ neurons
showed the same pattern as the normalized responses (Supplementary
Fig. S7). In particular, we found that that the raw EPSC values in VIP+
cells were similar between V1 and vS1, but raw EPSP values were higher
in vS1 than in V1 (p = 0.0040, two-sided Mann Whitney U test, p value
adjusted with Benjamin-Hochberg method). This is because the input
resistance of VIP+ cells in vS1 (median 287 MQ) is higher than that of
VIP+ cells in V1 (median 204 MQ, Supplementary Fig. S8, p=1.8 x1075,
two-sided Mann Whitney U test). With a similar amount of synaptic
current, VIP+ cells in vS1 responded with a higher EPSP.

Feedback projections in both pathways temporally sharpened
the firing pattern of V1/vSl1 excitatory cells, when combined with
sustained feed-forward input

Next, we investigated the function of feedback projections by studying
how they modulate the activity of recipient excitatory neurons in V1 or
vS1, which are the principal output cells representing visual or tactile
information. We first examined how feedback activation interacted
with tonic depolarizing current injection designed to mimic sustained
feed-forward input.

We injected 300 ms positive current steps in whole-cell config-
uration to the cell bodies of excitatory cells in layers 2-5 that drove
trains of action potentials in these cells. We paired the depolarizing
current injection with a 20 ms light pulse to activate the feedback axon
terminals (Fig. 4a), randomizing the timing of the light stimulation
between 100 and 200 ms after the onset of the current injection. LED-
off trials were interleaved with LED-on trials (Fig. 4a).

These experiments revealed a consistent effect of feedback mod-
ulation in L2/3 and L5 for both feedback pathways: LED stimulation
reliably elicited a spike within 10 ms after the LED onset, and sup-
pressed subsequent spikes even beyond the 20 ms illumination period
(Fig. 4a, for more examples, refer to Supplementary Figs. S9 and S10).
Compared to LED-off trials, the firing rate of neurons during LED-on
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Fig. 3 | Summary of activities in V1 and vSl1 in response to feedback excitation.
a The proportion of responsive cells in V1 or vS1 in different layers (number of

responsive cells/total number of recorded cells). The color in the table indicates the
probability level, same for panel (d). b The log2 normalized EPSC of cells in either V1
(left) or vS1 (right) normalized to the average EPSC of L2/3 pyramidal cells. Colors
and positions of the violin plot indicate the cell type corresponding to the charts in

panels (a) and (d). Each dot indicates one recorded cell and the color indicates the
cell type. The black dashed lines indicate the quartiles (top and bottom) and the
median (middle). The outlines indicate the distributions of the log2 normalized
EPSCs. ¢ Same as (b), for log2 normalized EPSP. d The proportion of spiking cells in
V1 or vS1in different layers (number of spiking cells/total cells recorded in the
current-clamp mode). Source data are provided as a Source Data file.

trials displayed a sharp peak within 10 ms after the LED onset followed
by a decrease below the baseline due to the delay of subsequent spiking
(Fig. 4b). To quantify the effect during the excitation, we compared the
firing rate of LED-on and -off trials within 10 ms relative to the LED onset
(Fig. 4¢). To quantify the subsequent delay in spiking after the feedback
stimulation, we examined the time delay of spikes after stimulation
offset (or the matching time points in the LED-off trials). Optogenetic
feedback stimulation caused a 2- to 4-fold increase in initial firing
(within the first 10 ms following LED-on) in both L2/3 and L5 in both V1
and vSl1 (Fig. 4c, two-sided Wilcoxon signed-rank test, p <=0.0099,
n> =11 neurons for all four comparisons), as well as an increased delay
of 1.2-2 folds in the appearance of the first spike following stimulation
offset (Fig. 4d, p<=0.035, n>=11 neurons for all four comparisons).
Following the terminology of previous work on a different circuit*’, we
call this effect “temporal sharpening”. This effect was weaker in L4
neurons in V1, with a non-significant increase in the initial firing rate
(Fig. 4c left, p=0.07, n=20 neurons) and a significant decrease in the
delay of the subsequent spikes (Fig. 4d left, p = 0.0028, n = 20 neurons).
However, there was no effect in L4 neurons in vS1 (Fig. 4c, d, right),
consistent with the low connection strength to L4 neurons.

This temporal sharpening effect in pyramidal cells in L2/3 and L5
was consistent with the connectivity profile of the feedback circuits,
where feedback projections in both pathways connected to both
excitatory neurons and inhibitory interneurons (Fig. 3). Direct con-
nection from feedback to pyramidal cells potentially increases the
firing probability right after the onset of the feedback activation, while
disynaptic inhibition (PV+ cells and SOM+ cells in V1, and PV+ cells in

vS1) likely mediates the delay in subsequent spiking. In summary, for
both LM to V1 and vM1 to vS1, feedback activation temporally shar-
pened sustained feed-forward excitation by eliciting a transient
increase followed by a prolonged decrease in the firing rate of pyr-
amidal cells in L2/3 and LS. This “temporal sharpening” effect is not a
unique feature for feedback circuits, but has also been described in
feed-forward and local recurrent circuits>*52,

Feedback facilitates bursting of intrinsically bursty cells when
paired with brief feed-forward input in vM1 to vS1 pathway

We next examined the modulatory effect of the feedback activations
when paired with brief, temporally precise feed-forward input. Since
previous studies have shown that feedback projections synapse on
apical dendrites® and the activity on apical dendrites facilitates
bursting in L5 intrinsically bursty (IB) neurons in S1°*, we hypothesized
that feedback regulates the burstiness of L5 IB neurons.

We identified L5 IB neurons in both V1 and vSl1 based on their
relatively large size and characteristic bursty firing pattern (Supple-
mentary Fig. S3), which corresponded to the thick-tufted cells repor-
ted in the literature®™*°. In a subset of the experiments, we further
confirmed the cell identities with their morphologies (Supplementary
Fig. S3). To mimic the feed-forward input, we injected a 2 ms current
impulse (1.5nA to 2nA) to elicit spikes (Fig. 5a, b). On some trials,
paired with the feed-forward input, we delivered a 2 ms LED stimula-
tion to activate feedback terminals. We chose an initial delay of 3 ms
between the somatic current injection and subsequent optogenetic
stimulation in order to maximize the effect on bursting based on
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previous studies®. With feed-forward input only, there were low
probabilities of bursting in both V1 and vS1 (Fig. 5b, left). With both
feed-forward and feedback inputs, we found a major difference in the
response of neurons in V1 and vS1. For neurons in V1, LM feedback
reliably elicited a single extra spike within 3 ms after LED stimulus
onset, with a higher probability of second spikes (0.53 + 0.15, mean +
s.e.m, same for the rest of the section) compared to the feed-forward-
only condition (Fig. 5a-c left, 0.20+0.11, p=0.045, two-sided Wil-
coxon signed-rank test, n =10 neurons). Subsequent spiking within at
least a 20 ms time window was eliminated. This effect was consistent
with the temporal sharpening effects we observed during sustained
feed-forward excitation. In contrast, feedback from vMl elicited bursts
of spikes in LS vS1 IB neurons, with a higher probability of a second
(0.60+0.10) and a third spike (0.26 + 0.06) compared to the feed-

Fig. 4 | Feedback activity temporally sharpened the firing patterns of pyr-
amidal cells in V1 or vS1 in both feedback pathways. a Examples of feedback
modulation on the firing patterns of pyramidal cells in L2/3 (top), L4 (middle), and
LS (bottom) of V1 (left) or vS1 (right). Cells were driven to fire with sustained
positive current injection. In LED-on trials (left plots), 20 ms LED stimulus (blue bar)
was delivered. LED-off trials (right plots) were paired with the LED-on trials. Gray
bars mark the LED stimulus range of the corresponding LED-on trials.

b Peristimulus time histogram of pyramidal cells for feedback on trials (red, solid
line: mean, shade: s.e.m across cells, same for later) and feedback off trials (black).
c Firing rate in feedback off trials vs feedback on trials within the time range of O to
10 ms after the LED onset for pyramidal cells in L2/3 (black dots, 44 cells over 15
animals for V1 and 11 cells over 2 animals for vS1), L4 (blue dots, 20 cells over 7
animals for V1 and 6 cells over 2 animals for vS1) and LS (red dots, 45 cells over 15
animals for V1 and 17 cells over 6 animals for vS1). p values are from the two-sided
Wilcoxon sign-rank tests. d Time delay relative to the LED onset of the first spike
after LED offset (i.e. after 20 ms) in feedback-on trials vs feedback-off trials for
pyramidal cells in L2/3 (black dots, 44 cells over 15 animals for V1 and 11 cells over 2
animals for vS1), L4 (blue dots, 20 cells over 7 animals for V1 and 6 cells over 2
animals for vS1) and L5 (red dots, 45 cells over 15 animals for V1 and 17 cells over 6
animals for vS1). p values are from the two-sided Wilcoxon sign-rank tests. Source
data are provided as a Source Data file.

forward-only condition (Fig. 5a-c; second spike with feed-forward
only: 0.15+0.07, p=0.003, third spike with feed-forward only:
0.09+0.04, p=0.04, two-sided Wilcoxon signed-rank test, n=13
neurons).

According to a previous study**, the burstiness of L5 IB neurons is
highly dependent on the time difference between the stimulation of
the cell body (feed-forward) and the apical dendrites (feedback). We
therefore varied the time delay (4¢) of the feedback onset relative to
the feed-forward onset and characterized the corresponding prob-
ability of feedback-evoked additional spikes contributing to bursting.
Feedback from LM to V1 elicited an extra spike when the feedback was
activated after the feed-forward input (Fig. 5a—c left). Other than the
At =3 ms condition (Fig. 5a, b left), the probability of second spikes at
At =6 ms (0.54 £ 0.14) was also significantly higher than the probability
in the feed-forward-only condition (Fig. 5c, left, p =0.042, two-sided
Wilcoxon signed-rank test, n=10 neurons). Importantly, feedback
from LM to VI never elicited a third spike (Fig. 5c, left). However,
feedback from vM1 to vSl increased the probabilities of both a second
and a third spike when At was between O and 6 ms (Fig. 5c, right).
Regardless of At, vM1 to vS1 feedback never reduced the probability for
the second and the third spike, compared to the feed-forward-only
condition (Fig. 5c, right).

Moreover, we also found that for the LM to V1 pathway, the timing
of the second spike elicited by feedback was strongly locked to the
feedback stimulus onset (Fig. 5d), with a mean time delay (across trials)
of 4.4+ 0.2 ms (mean + s.e.m across neurons, n =6 neurons, Fig. 5e),
and a standard deviation (across trials) of 0.49 + 0.07 ms (mean + s.e.m
across neurons, n=6 neurons, Fig. 5f). In contrast, the time of the
second spike in vM1 to vS1 pathway was both longer and more variable
across trials, with a mean time delay of 16 + 4 ms (mean + s.e.m across
neurons, p=0.0006 compared to LM to V1 pathway, two-sided Wil-
coxon rank sum test, Fig. 5e) and a standard deviation of 8.0 + 2.2 ms
(mean * s.e.m across neurons, p=0.0006 compared to LM to V1
pathway, Fig. 5f).

To exclude the possibility that what we observed is due to the
difference in the intrinsic burstiness of IB neurons in V1 and vSI1, we
directly compared their burstiness by recording the firing patterns of
the neurons with step-wise current injections. We measured how
prone they were to burst with two metrics: minimal current to elicit a
burst and burstiness. Burstiness was defined as the firing rate differ-
ence of the spikes inside bursts from that out of the burst, normalized
by their summation (see Methods). We found that there were no sig-
nificant differences between V1 bursty neurons and vS1 bursty neurons
in both metrics (Supplementary Fig. S11), indicating that the difference
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we found in bursting with feedback stimulation is not a result of the
difference in their intrinsic bursting properties. We also compared the
kinetics of light evoked EPSCs of L5 pyramidal cells in V1 and vS1,
including the rise time, decay time and time to peak. We found no
difference between cells of V1 and vS1 in any of these metrics (Sup-
plementary Fig. S13), suggesting that the difference we found in
bursting is not a result of excitatory responses to feedback per se but is
related to feedback modulation on the inhibitory circuit.

These results together suggest a major difference in the regula-
tion of L5 IB cell bursting by the two feedback pathways: LM to V1
feedback induces a single, temporally precise extra spike, similar as the
pattern of light-evoked EPSP (Fig. 2c) and the temporal sharpening
effect with sustained feed-forward input (Fig. 4a, b), while vM1 to vS1
feedback facilitates bursting of L5 IB neurons when feed-forward input

Fig. 5 | Feedback regulation on bursting behavior of L5 intrinsically bursty (IB)
neurons. a Firing of example LS IB neurons in response to feed-forward stimulus
only (FF, 2 ms) and the combination of feed-forward and feedback stimulus (FF +
FB, FB 2 ms) in V1 (left) or vS1 (right). In these examples, the FB stimulus was
delivered 3 ms after the FF stimulus. b Raster plots of all cells in V1 (left) or vS1
(right). Each row refers to a trial and each tick indicates a spike. ¢ Probability of
occurrence of the second spike (black) and third spike (blue) of L5 IB neurons
responsive to FF + FB stimulus, as a function of the time of FB onset relative to the
FF onset (4¢). Dots and error bars are mean and bootstrapped 68% confidence
intervals of the mean. n=11 cells over 2 independent experiments for LM to V1
feedback; n =15 cells over 5 independent experiments for vM1 to vS1 feedback.

d Cumulative probability of second spike occurrence time relative to the FB onset.
Black: LM to V1. Red: vM1 to vSL. e, f Mean (e) and standard deviation (STD, f) of the
time delay across trials for the second spikes were both significantly higher in the
VM1 to vS1 pathway (n = 6 cells over 2 independent experiments for LM to V1
feedback; n =11 cells over 5 independent experiments for vM1 to vS1 feedback;
p=0.0006, two-sided Wilcoxon rank-sum test). Each dot represents a cell. Source
data are provided as a Source Data file.

is transient (2ms), even though the feedback connection strength is
generally weaker for vML1 to vS1 pathway (Supplementary Fig. S7).

Discussion

In this study, we characterized LM to V1 feedback connections and
compared their properties with connections principles described in
other studies™?. In contrast with previous reports describing the
effects of vM1 to vSl1 feedback®, we observed that LM to V1 feedback
targeted L2/3 SOM+ cells instead of VIP+ cells. We replicated the pre-
vious results in the vM1 to vS1 feedback pathway as a control to con-
firm that the differences we observed in feedback in the visual system
were not due to our experimental protocol. We also found substantial
differences in the layer specificity and the functional impact of feed-
back connections between these two pathways, arguing against a sin-
gle universal principle governing the organization and functional
operation of feedback in the neocortex. More studies are needed to
explore the characteristic connectivity of feedback in other sensory
modalities and hierarchies of connected areas, ideally with more high-
throughput methods such as electron microscopy or mesoscale con-
nectome techniques®’.

Our results showed that while vM1 to vS1 feedback mainly pro-
jected to L1, L5, and L6, LM to V1 feedback innervated all the layers,
including some sparse innervations in L4. The observation of projec-
tions from LM to V1 L4, although sparse, is in conflict with the cano-
nical notion that feedback terminals avoid L4 in other species such as
primates®® and rats?**. Interestingly, this observation is aligned with a
recent study showing that the feedback projection from secondary
somatosensory cortex (S2) to S1 also weakly targets L4 in S1°°. How-
ever, further studies are needed to examine whether feedback pro-
jections to L4 are a common feature across all feedback pathways
within a sensory hierarchy or are unique to feedback from secondary
sensory areas to primary sensory areas.

In addition to the connectivity difference in L4, LM to V1 feedback
preferentially connected to neurons in L2/3 over L5 while vM1 to vS1
was the opposite, with the exception of SOM+ cells. LM to V1 feedback
formed stronger connections to L2/3 SOM+ cells than L5 SOM+ cells,
while vM1 to vS1 was the opposite. However, we did not investigate the
feedback connectivity to L6 cells in this study. A recent study revealed
that among the excitatory cell types in L6, LM to V1 feedback sends
strongest projections to the intratelencephalic (IT) neurons that also
project to LM while avoiding other excitatory neuronal types, sug-
gesting this may be a defining motif of cortico-cortical feedback in L6°".
Additional work is necessary to further investigate this topic. Other
factors we did not investigate in the current study is the layer specifi-
city of the origin of feedback projections from LM or vM1 and how V1
or vSI cells respond to activation of feedback terminals residing in
different layers. It is important for future studies to dissect the full
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layer-specific connectivity matrix by both specifically expressing ChR2
of LM or vMl1 cells in different layers using layer specific Cre lines®* and
specifically activating feedback terminals in different layers using
subcellular ChR2-assisted circuit mapping (sSCRACM)*.

Another important difference in the wiring logic between these
pathways was that vM1 to vS1 feedback preferentially targeted VIP+ cells
over SOM+ cells but LM to V1 was the opposite. Our results are con-
sistent with previous reports describing a disinhibitory feedback circuit
from vM1 to vS12**°, where feedback targets VIP+ cells that activate SOM
+ cells and disinhibit local pyramidal cells. The same circuit has also
been found in the feedback from the cingulate cortex to V1?°. Moreover,
a recent study shows that SOM+ neurons in vSl receive relatively weak
long-range connections from S2 as well®°. In contrast, we found that this
disinhibitory circuit was not preserved in the LM to V1 pathway. Instead,
feedback from LM to V1 exhibited the opposite pattern, with stronger
direct feedback inputs on SOM+ cells than VIP+ cells. This, to our
knowledge, is the first evidence that shows SOM+ cells can be strongly
activated by top-down feedback projections. Previous studies have
revealed an important role of SOM+ cells in surround suppression.
Specifically, the activity of SOM+ cells increases with the stimulus size
and both activation and inhibition of their activity affects surround
suppression in pyramidal cells®***, It has also been shown that higher
visual areas contribute to surround suppression in both primates®>*
and rodents®”, In light of these previous findings, our results suggest
that the effects of feedback on surround suppression may be mediated
by direct feedback connections on SOM+ neurons in V1.

Functionally, we found that when combined with sustained feed-
forward input, both feedback pathways “temporally sharpened” feed-
forward excitation by eliciting a transient increase followed by a pro-
longed decrease in the firing rate of pyramidal cells. This “temporal
sharpening” was consistent with previous studies in a variety of
contexts**%¢°7* suggesting that it is a canonical circuit motif. The
mechanism of the inhibitory phase of the biphasic response could
include direct*® or indirect” excitation of local interneurons from the
long-range projections. In our case, given the connectivity we descri-
bed here, the most likely explanation of the inhibitory phase we
observed is the direct excitation of interneurons from LM or vM1
feedback projections and not the indirect excitation of inhibitory cells
via local V1 or vS1 excitatory neurons. Despite simultaneously driving a
large number of feedback terminals with optogenetics, feedback
excitation never elicited spiking in V1 or vSI excitatory neurons, and
thus did not excite interneurons via local excitatory neurons.

Compared to the sustained feed-forward inputs, transient feed-
forward inputs may better mimic rapidly changing feedforward
inputs that occur under ethological conditions. Here, we showed that
when paired with transient temporally precise feed-forward input to
the cell bodies, only feedback from vM1 to vS1 increased the prob-
ability of bursting in L5 IB cells, while feedback from LM to V1 con-
tinued to show temporal sharpening. We characterized the
difference in bursting between the two feedback pathways by two
metrics: (a) the probability of eliciting a third spike and, (b) the
latency distribution for the second spike relative to the LED onset.
We saw significant differences in both of these metrics. In the LM to
V1 pathway, feedback typically elicited a single reliable spike that was
time-locked to the optogenetic stimulation. This pattern is consistent
with the light-evoked EPSP recording of L5 neurons (Fig. 2c) and
temporal sharpening experiments (Fig. 4a), where there was a sharp
window of excitation followed by a prolonged inhibitory phase. In
contrast, in the vM1 to vS1 pathway, feedback triggered additional
spikes that fired at more random times relative to the optogenetic
stimulation onset. This effect was very different from the spikes eli-
cited in the LM to V1 pathway where spikes were locked to the
optogenetic stimulus (Fig. 5b, d-f). The difference in the connections
to SOM+ cells and VIP+ cells between the two feedback pathways may
play an important role in establishing these different firing patterns

in the two areas. VIP+ cells inhibit SOM+ cells that have been shown
to target and gate the activity on the apical dendrites’®”’%. Therefore,
without the inhibition from SOM+ in the vM1 to vS1 feedback path-
way, the input on the apical dendrites from the feedback projections
may induce plateau potentials, propagated to the soma to elicit
bursting®**. Previous work revealed that feedback from vM1 to vS1
elicits calcium spikes at the apical dendrites”, and simultaneous
activation of the apical and somatic compartments elicit bursting in
L5 IB neurons™. Here we linked these two findings together by
directly showing that the combination of feed-forward and vMl1 to
vS1 feedback inputs were able to elicit bursting in L5 IB neurons in
vS1. Given that bursts activate their targets stronger than single
spikes, which effectively depolarize their targets to be more sensitive
to detect subsequent inputs®®®!, vM1 to vS1 feedback may also
function as an attentional signal that amplifies the sensory responses.
In the LM to V1 feedback pathway, in contrast, the strong connections
to SOM+ cells might explain why we did not observe bursting facil-
itation on V1 L5 IB cells. Plateau potentials and calcium spikes on the
apical dendrites could be inhibited by SOM+ activities®?, preventing
bursts in the cell bodies. However, the causal relationship between
feedback-activated disinhibitory circuit and bursting requires further
investigation with optogenetic inhibition of SOM+ cells or VIP+ cells
while activating feedback. In addition to SOM+ cells, we also found
that feedback from LM to VI targeted PV+ cells, consistent with
previous reports®* %, In contrast to SOM+ cells, the majority of PV+
cells target the soma and basal dendrites of pyramidal cells. The fact
that feedback from LM to V1 connected to both PV+ cells and SOM+
cells suggests that this feedback precisely controls the time of
activities not only at the cell body but also at the apical and tuft
dendrites. Given the precise time window of the excitation, feedback
from LM can only enhance the activity in V1 in cases where there is a
temporal coincidence between higher-level representations in LM
and sensory information in V1.

Our work leads to a question about what information V1 neurons
integrate from LM feedback that requires such precise timing. One of
the leading models that have been proposed for the feedback inte-
gration is the predictive coding model***°. In this model, feedback is
interpreted as the prediction signal while the feed-forward input is the
prediction error®. With this notion, Friston® predicted two different
types of feedback projections. One type is to deep layers which is
suppressive, and the other is to superficial layers which is modulatory
and excites similar features but suppresses orthogonal features. We
found that LM to V1 feedback projected to both pyramidal cells and
interneurons (i. e. SOM+ cells and PV+ cells) in L2/3 which could serve
as a modulatory signal with both excitatory and inhibitory compo-
nents. In contrast, L5 pyramidal cells mostly received inhibition from
feedback, thus being more suppressive, which is consistent with the
predictions of the predictive coding model. However, in our study we
activated all feedback terminals simultaneously which did not likely
preserve the natural pattern of feedback activity. Therefore, future
in vivo work is needed to examine how LM neurons precisely influence
V1 neural activity under natural sensory stimulation and behavioral
conditions, and how this process is regulated by interneurons. Several
recent studies have explored this direction. In particular, Marques
et al., 2018 shows that compared to local V1 neurons, LM to V1 feed-
back boutons over-represent the visual areas perpendicular to their
preferred orientation of the boutons, but are aligned with their pre-
ferred direction®. Building on the results we show here, it will be
intriguing to further dissect the microcircuitry to directly test the
predictions for the predictive coding model.

Methods

Animals and surgeries

All procedures performed on animals were in accordance with the
ethical guidelines of the National Institutes of Health and were
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approved by the Institutional Animal Care and Use Committee (IACUC)
of Baylor College of Medicine, with the animal protocol number
AN-4703.

In this study, we used 79 mice in total (51 males and 28 females),
aged 8 weeks to 4 months. These included 4 C57BI/6 mice (all male), 29
PV-Cre/Ai9 mice (19 males and 10 females), 35 SOM-Cre/Ai9 mice (22
males and 13 females), and 11 VIP-Cre/Ai9 mice (6 males and 5 females).
All animals were maintained in the animal facility with a light-cycle
from 6 am to 6 pm daily, temperature ranging from 68 to 72 °F and
humidity ranging from 30% to 70%. All Cre and Ai9 reporter lines are
on a C57BI/6 background, and they are from Jackson Labs as follows:

SOM-Cre: https://www jax.org/strain/013044

VIP-Cre: https://www.jax.org/strain/010908

PV-Cre: https://www jax.org/strain/008069

Ai9 reporter: https://www.jax.org/strain/007909

Before each experiment, we performed the following surgical
procedures on the animals. We used 3% isoflurane to induce anesthe-
sia, and anesthetized animals were placed in a stereotaxic head holder
(Kopf Instrument). The anesthesia was then maintained with 1.5-2%
isoflurane and the body temperature was maintained at 37 °C during
the whole surgical procedure using a homeothermic blanket system
(Harvard Instrument). We injected the following drugs at the begin-
ning of the surgery: 0.05 mL, 0.5% bupivacaine subcutaneously under
the scalp, 3 mg/kg dexamethasone intramuscularly in the leg, and
7.5 mg/kg ketoprofen subcutaneously on the back. After 10-20 min,
we removed an approximately 1cm? area of skin above the skull and
cleaned up the underlying fascia. With the surgical glue (VetBond,
3 M), we sealed the wound margins. We then attached a custom-made
head bar on the skull with dental cement (Dentsply Grip Cement). After
the dental cement was completely dry, we removed the mouse from
the stereotaxic frame and held the skull stationary on a small platform
with the newly attached head bar. Using a surgical drill and HP 1/2 burr,
we made a ~3 mm diameter craniotomy on the right hemisphere with a
center 3 mm lateral of the midline and contacting the lambda suture
on its posterior edge, which allowed the exposure of areas V1 and LM.
The exposed cortex was then cleaned up with ACSF (125 mM Nadl,
5mM KCI, 10 mM Glucose, 10 mM HEPES, 2 mM CacCl,, 2 mM MgSO,).
After viral injections (described in the section Virus Injections), the
cortical window was sealed with a 3 mm-diameter coverslip (Warner
Instruments), using VetBond glue.

Intrinsic optical imaging and visual areas identification

We used intrinsic imaging to identify the precise locations of V1 and LM
(Fig. 1b). The animal was kept anesthetized with 1-2% isoflurane. We
measured the change in cortex reflectance to red light with a wave-
length of 610 nm*. Using a CCD camera, we captured 512x512 pixels
images at a rate of 12 Hz. To present visual stimuli, we positioned a 7”
LCD monitor (Lilliput 665GL-70NP/HO/Y monitor, 60 Hz scan rate)
approximately 10 cm away from the left eye of the animal, covering
about 88° (azimuth) and 72° (elevation) of the contralateral visual field.
To map the retinotopy of V1 and LM, we stimulated the animal with
drifting gratings presented in one of the four locations (top lateral:
—20° azimuth, 20° elevation; top medial: 20° azimuth, 20° elevation;
bottom lateral: -20° azimuth, —20° elevation; bottom medial: 20°
azimuth, 20° elevation) on each trial. The gratings were drifting either
vertically or horizontally, with a spatial frequency of 0.03 cycles/°, a
temporal frequency of 4 Hz, and a size of 8°. Stimuli were presented for
2s and separated with a 3-second luminance-matched gray back-
ground. Stimulus displays were generated with MATLAB Psycho-
physics Toolbox and a photodiode attached to the screen that allowed
a precise time-stamping of each frame of stimulus presentation on the
clock of CCD camera recording. We then constructed the retinotopic
map based on the brain reflectance using linear regression and iden-
tified V1, LM, and AL by comparing with the published retinotopic
maps>.

Virus injections and histology

We used adeno-associated virus (AAV, serotype 2/1; University of
Pennsylvania Gene Therapy Program Vector Core, titer 2.3 x 10" /mL)
to express ChR2-EYFP under the CaMKIla promoter, which only allows
ChR2-EYFP to express in the excitatory neurons in LM or vML.

Anatomical structures used in this study (V1, LM, vS1, vMl), are
shown in Fig. 1a. To inject in LM, we made the injection in one of the
four retinotopic locations of LM, with the guidance of the vessels and
the retinotopic map obtained with intrinsic imaging. For vM1, we ste-
reotactically injected with coordinates 1.1 mm anterior and 0.9 mm
lateral relative to bregma (Fig. 1a). Virus was injected into two depths in
the cortex, 300 pm and 700 pm below pia, with a volume of 30 nL
each, aiming to cover cells in all layers.

Two to four weeks after the injections, we checked the virus
infection by imaging the EYFP expression pattern under a two-photon
microscope (Fig. 1c). We took two-photon 300 pm stacks, covering the
whole craniotomy.

In some experiments (3 animals for LM injections and 4 animals
for vM1 injections), we checked the laminar distribution of axon
terminals from feedback projections. Before the perfusions, we injec-
ted 2% Fast Green FCF (Sigma-Aldrich) stereotactically into the area in
V1or vSl1 that had the densest expression of ChR2-EYFP. Fast Green FCF
is blue under the widefield imaging and does not have any fluores-
cence, which serves as a marker to guide our slicing and imaging on the
slices. We then perfused the animal with 4% paraformaldehyde (PFA)
via the cardiovascular system. We removed the brain from the skull
and left it in the 4% PFA solutions overnight. On the second day, the
brain was cut into 50 um coronal slices using vibratome (Leica,
VT12008S). In some experiments, to facilitate the identification of dif-
ferent layers, we used DAPI containing mounting media to mount the
brain slices and stained the nuclei (VectaShield, H-1200-10). The
regions of interest on the slices (injection sites in LM or vM1 or the
projection sites in V1 or vS1) were imaged under either two-photon
microscopy or epifluorescent microscopy.

Multi-cell whole patch-clamp recording in brain slices with
optogenetics
We followed the protocol described in previous studies' to prepare the
visual cortical slices. NMDG (N-Methyl-D-glucamine) was used in the
slicing solutions to improve the quality of slices from adult animals*.
Before the experiments, similar to the procedures before histology, we
also injected 2% Fast Green FCF stereotactically into the area in V1 or
vS1with the densest expression of ChR2-EYFP. Then the animal was put
into deep anesthesia with 3% isoflurane and decapitated. The brain was
quickly removed and placed into 0-4 °C oxygenated NMDG solution
(93 mM NMDG, 93 mM HCI, 2.5mM KCI, 1.2mM NaH,PO,, 30 mM
NaHCOs, 20 mM HEPES, 25 mM glucose, 5 mM sodium ascorbate, 2 mM
Thiourea, 3 mM sodium pyruvate, 10 mM MgSO,4 and 0.5 mM CaCl,, pH
7.35). We cut 300 pm thick parasagittal slices from the tissue blocks
with a microslicer (Leica VT 1200). With the guidance of the injected
dye, we only kept the slices that contain our region of interest in V1 or
vS1 (LM or vM1 was not in the slices), which was marked with Fast
Green. Slices were kept at 37.0 + 0.5 °C in oxygenated NMDG solution
for 10-15 min and then transferred to the normal ACSF (125 mM NaCl,
2.5mM KCl, 1.25nM NaH,PO,, 25 mM NaHCO;, 1mM MgCl,, 25mM
glucose and 2 mM CaCl,, pH 7.4) for 0.5-1h before recording. During
the recording, the slices were submerged in a chamber and stabilized
with a fine nylon net attached to a platinum ring. The recording
chamber was filled with oxygenated ACSF.

We performed multi-cell whole-cell patch recordings in L1, L2/3,
L4 and L5 in the region of interest in V1 or vS1, with 4-7 MQ borosilicate
pipettes (2.0 mm OD, 1.16 mm ID, Sutter Instruments) filled with a
standard low-chloride internal solution (120 mM potassium gluconate,
10 mM HEPES, 4 mM KCI, 4 mM MgATP, 0.3 mM Na;GTP, 10 mM
sodium phosphocreatine and 0.5% biocytin, pH 7.25). For IPSC
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recordings, a Cs+ based internal solution was used instead (135 mM
cesium methanesulfonate, 10 mM HEPES, 2.5mM MgCl,, 4 mM
Na,ATP, 0.4 mM NazGTP, 10 mM sodium phosphocreatine, 0.5 mM
EGTA, 0.1 mM spermine and 0.5% biocytin, pH 7.25). On each slice, we
always recorded at least one L2/3 pyramidal cell as an internal refer-
ence. For voltage-clamp recordings, we clamped the voltage at -85 mV
to record EPSCs. For current-clamp recordings, we adjusted the
membrane voltage to =70 mV (Fig. 2b-e). We performed both EPSC
and EPSP recordings because they lead to different interpretations.
EPSCs characterize the strength of synaptic connection from feedback
terminals to cells in V1 or vS1, while the EPSPs reflect a final result of
activities of a neuron evoked by the feedback stimulation, including the
effect of both the monosynaptic excitation and disynaptic inhibition.
With both measures, we were able to estimate both relative strengths
of connections and the network effect of the feedback activities.

To activate ChR2 expressed in the axon terminals, we delivered
470 nm LED blue light through the light path of the microscope with a
40x objective lens. The LED light spot with a spatial spread of
approximately 1 mm? covered all layers of the cortex in the recorded
slice. 2ms LED pulses with an intensity of approximately 6 mW/mm?
were used to trigger EPSCs or EPSPs (Figs. 2 and 3).

In some experiments to identify monosynaptic events (Supple-
mentary Fig. S5), we applied TTX (1 uM) to block action potentials, and
then applied 4-AP (0.5 mM) to block potassium channels to enhance
the responsiveness of ChR2 expressing axon terminals. If the EPSC was
recovered with 4-AP, we regarded it as a monosynaptic event.

Cell classes were primarily identified by their genetic markers and
were further confirmed with electrophysiological and morphological
features (Supplementary Figs. S2 and S3). Cell morphologies were
reconstructed following methods reported in previous studies™”*S,
Briefly, after the electrophysiological recording, slices were immersed
in freshly prepared 2.5% glutaraldehyde/4% paraformaldehyde in 0.1 M
phosphate-buffered saline at 4 °C for at least 48 hours and were sub-
sequently processed with the avidin-biotin-peroxidase method to
recover the morphologies. The morphologically recovered cells were
examined, reconstructed and analyzed using a 100X oil-immersion
objective lens and a camera lucida system. Multiple whole-cell
recording allows us to recover the morphologies of multiple cells
recorded in one slice simultaneously, which is essential to our study
because it gives us another dimension to identify neuronal types,
especially in the cases where genetic markers are not precise enough
to classify neurons with different functional features. Several recent
studies have shown that SOM-Cre lines also label some fast-spiking (FS)
cells*>%°_FS cells were basket cells, which were very different in both
morphology and firing patterns from other SOM + types” (Supple-
mentary Fig. S2). We, therefore, excluded FS cells in the SOM + group
in later analyses.

In experiments for temporal sharpening (Fig. 4), we injected
200-800 pA positive current lasting 300 ms to drive the cells to fire
with a regular pattern. On LED-on trials, we delivered 20 ms 470 nm LED
stimuli in a random time, ranging from 100 ms to 200 ms after the onset
of the current injection. LED-off trials were interleaved with the LED-on
trials, to control for the effect by the firing pattern change across time.

In experiments for bursting (Fig. 5), we identified the L5 intrinsic
bursty neurons by their laminar position, large cell bodies, and thick
apical dendrites. After patching the cells, we then preselected IB neu-
rons by their firing patterns (Supplementary Fig. S3) with stepwise
current injections of 700 ms, from -200 pA to 600 pA, with 20 pA
steps in between. We then injected 2 ms 2000 pA positive current to
elicit a single spike. The intrinsic bursty neurons sometimes fired a
burst of spikes in response to the current injection only. The strength
of the feedback activities varied across animals and slices because of
the variance in the amount of virus injected. To make the results
comparable across experiments, we recorded the light-evoked EPSCs
before the bursting protocol and adjusted the LED light intensity to

elicit EPSC ranging from 100 pA to 500 pA. Light-evoked EPSCs
between the intrinsic bursty neurons in V1 and vS1 have no significant
difference (Supplementary Fig. S12). On LED-on trials, we delivered
2 ms 470 nm photostimuli with various time differences relative to the
current injection: -10, -6, -3, 0, 3, 6, 10 ms. For each time difference,
we recorded 6 to 10 trials.

Data analysis for EPSC or EPSP recordings

Amplitude and latency measurement. The baseline activity was
defined as the mean activity within 40 ms prior to the LED stimulus
onset. The peak value of EPSC or EPSP was the maximum value within
35 ms after the LED stimulus onset relative to the baseline activity. If
the cell fired in response to the light stimulus, we then defined the EPSP
amplitude as the difference between the baseline membrane potential
and threshold potential. The latency of the synaptic event was esti-
mated from the extrapolated intersection of the baseline with a line
through the two points of time when the current was 20% and 80% of
the peak value®*.

Criteria of cell “responsiveness”. We considered a cell responsive to
light stimulation (Fig. 3a) when both criteria were met: first, the latency
of the response (EPSC or EPSP) is less than 7 ms; second, the amplitude
of the response is larger than 3 times the standard deviation of the
baseline activity. We selected 7ms as a cutoff based on our experi-
ments with TTX and 4-AP, there are no events with a latency greater
than 7 ms that were recovered with the addition of 4-AP and rarely any
events smaller than 7 ms that were not recovered with the addition of
4-AP (Supplementary Fig. S5c).

Statistical comparison of EPSC or EPSP values. To compare the
amplitudes of EPSCs and EPSPs across different slices and animals, we
normalized the amplitude of individual cells to the amplitude of the
L2/3 pyramidal cell on the same slice. If there were more than one L2/3
pyramidal cells recorded on the same slice, we normalized by their
mean amplitude.

We statistically compare the log2 normalized amplitudes of EPSC
or EPSP between different cell classes across slices within the same
feedback pathway. We performed Conover’s test’ for comparisons
among cell classes other than L2/3 pyramidal cells, which is the post
hoc pairwise comparison followed by Kruskal-Wallis one-way analysis
of variance by ranks. We performed a permutation signed test for
comparisons between L2/3 pyramidal cells and other types.

To statistically compare the normalized amplitudes of EPSC or
EPSP of the same cell type across different pathways, we performed the
Wilcoxon rank-sum test, with p values corrected by Benjamini-
Hochberg adjustments for multiple comparisons.

Criteria for “spiking cells”. To quantify the probability of neurons to
fire in response to light stimulation (Fig. 3c), we only included data
from slices with a minimal level of ChR2-expressing feedback inner-
vation, defined by a minimum mean EPSC in L2/3 pyramidal cells of 50
pA. We never observed spikes on slices that did not meet this minimum
criterion.

Data analysis of experiments with a sustained current step

For the experiments with sustained current steps (Fig. 4), we detected
the spikes by thresholding and aligned the spike trains with the onset of
LED pulses. We computed mean firing rates across trials for each cell,
which were smoothed by convolving with a box-car filter of 4 ms time
bins. To quantify the excitatory effect of the feedback modulation, we
compared the firing rate of LED-on trials and LED-off trials within 10 ms
after the LED stimulus onset of the LED-on trials or the matching time
points of the LED off trials. To quantify the inhibitory effect of the
modulation, we compared the spike delay of the first spike after
the LED-on period of the LED-on trials or the matching LED-on period of
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the LED-off trials, relative to the LED stimulus onset. We performed the
Wilcoxon signed-rank test for the statistical comparison.

Data analysis of bursting experiments

Characterize the intrinsic burstiness of neurons. Given strong dif-
ferences in dendritic integration properties of L5 cells that has been
previously reported®, it is possible that L5 neurons are more prone to
burst in vS1 than in V1. To exclude the difference in the intrinsic
burstiness, we preselected IB neurons by their firing patterns with
stepwise current injections of 700 ms, from —200 pA to 600 pA, with
20 pA steps in between. To characterize their intrinsic burstiness, we
defined two metrics: minimal current that elicits bursts and bursti-
ness. Following the method described in Allen Software Develop-
ment Kit (github.com/alleninstitute/allensdk), burstiness was
defined as the firing rate difference of the spikes inside bursts from
that out of the burst, normalized by their summation. We took the
median of this normalized firing rate difference over the traces of the
first 5 current steps that elicited bursting and used this as a “bursti-
ness” metric. We also quantified the minimal current that elicits
bursts for each cell, which indicates how prone a cell is to bursts in
response to current injections. We found no difference in either of
the two metrics between L5 IB cells in either V1 or vS1 (results in
Supplementary Fig. S11).

Statistical analysis for bursting with feedback activation. For the
bursting experiments (Fig. 5), we performed two analyses. First, we
showed the probability of the occurrence of the second spike and third
spike as a function of the time difference between the feed-forward
and feedback inputs (Fig. 5b). We performed the Wilcoxon signed-rank
test to compare the probability of second spikes and third spikes with
feedback stimulus delivered at different time points after feed-forward
onset to those with feed-forward stimulus only. Second, for those trials
where a second spike occurred, we characterized the time delay of the
second spike relative to the feedback onset. For each cell that had at
least a second spike across trials, we compared both the mean and the
standard deviation of the time delay in the two feedback pathways with
the Wilcoxon rank-sum test.

Reporting summary
Further information on research design is available in the Nature
Research Reporting Summary linked to this article.

Data availability

The processed data in this study have been deposited in Figshare
10.6084/m9.figshare.21086572. Access to the full data pipeline of this
study is available from the corresponding author on reasonable
request. Raw data of all figures are provided in the Supplementary
Information/Source Data file with this paper. Source data are provided
with this paper.

Code availability

The code to generate the essential figures are available at GitHub
repository https://github.com/shenshan/feedback_paper_codeshare,
archived in https://doi.org/10.5281/zenodo.7106045. The code to
generate the visual stimuli are available at GitHub repository https://
github.com/shenshan/visual_stimuli ~ with  https://doi.org/10.5281/
zenodo.7106033. We use Datajoint’ to manage the data collection
and data analysis, which is an open source framework available
at https://github.com/datajoint/datajoint-python for python version
and https://github.com/datajoint/datajoint-matlab for matlab version.

References

1. Luck, S. J., Chelazzi, L., Hillyard, S. A. & Desimone, R. Neural
mechanisms of spatial selective attention in areas V1, V2, and V4 of
Macaque visual cortex. J. Neurophysiol. 77, 24 (1997).

10.

.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

Lamme, V. A., Supér, H. & Spekreijse, H. Feedforward, horizontal,
and feedback processing in the visual cortex. Curr. Opin. Neurobiol.
8, 529-535 (1998).

Ito, M. & Gilbert, C. D. Attention modulates contextual influences in
the primary visual cortex of alert monkeys. Neuron 22,

593-604 (1999).

Rao, R. P. & Ballard, D. H. Predictive coding in the visual cortex: a
functional interpretation of some extra-classical receptive-field
effects. Nat. Neurosci. 2, 79-87 (1999).

Bastos, A. M. et al. Canonical microcircuits for predictive coding.
Neuron 76, 695-711 (2012).

Lee, T. S. & Mumford, D. Hierarchical Bayesian inference in the
visual cortex. J. Opt. Soc. Am. A Opt. Image Sci. Vis. 20,
1434-1448 (2003).

Schwiedrzik, C. M. & Freiwald, W. A. High-level prediction signals in
a low-level area of the macaque face-processing hierarchy. Neuron
96, 89-97.e4 (2017).

Lochmann, T. & Deneve, S. Neural processing as causal inference.
Curr. Opin. Neurobiol. 21, 774-781 (2011).

Angelucci, A. et al. Circuits and mechanisms for surround mod-
ulation in visual cortex. Annu. Rev. Neurosci. 40, 425-451 (2017).
Angelucci, A. & Bressloff, P. C. Chapter 5 Contribution of feedfor-
ward, lateral and feedback connections to the classical receptive
field center and extra-classical receptive field surround of primate
V1 neurons. Prog. Brain Res 154, 93-120 (2006).

Hupé, J. M. et al. Cortical feedback improves discrimination
between figure and background by V1, V2 and V3 neurons. Nature
394, 784-787 (1998).

Bullier, J., Hupé, J. M., James, A. & Girard, P. Functional interactions
between areas V1 and V2 in the monkey. J. Physiol.-Paris 90,
217-220 (1996).

Bair, W., Cavanaugh, J. R. & Movshon, J. A. Time course and time-
distance relationships for surround suppression in macaque V1
neurons. J. Neurosci. 23, 7690-7701 (2003).

Jiang, X. et al. Principles of connectivity among morphologically
defined cell types in adult neocortex. Science 350, aac9462 (2015).
Lee, S., Hjerling-Leffler, J., Zagha, E., Fishell, G. & Rudy, B. The lar-
gest group of superficial neocortical GABAergic interneurons
expresses ionotropic serotonin receptors. J. Neurosci. 30,
16796-16808 (2010).

Markram, H. et al. Interneurons of the neocortical inhibitory system.
Nat. Rev. Neurosci. 5, 793-807 (2004).

Tasic, B. et al. Shared and distinct transcriptomic cell types across
neocortical areas. Nature 563, 72-78 (2018).

Rudy, B., Fishell, G., Lee, S. & Hjerling-Leffler, J. Three groups of
interneurons account for nearly 100% of neocortical GABAergic
neurons. Dev. Neurobiol. 71, 45-61 (2011).

Tremblay, R., Lee, S. & Rudy, B. GABAergic interneurons in the
neocortex: from cellular properties to circuits. Neuron 91,
260-292 (2016).

Zeng, H. & Sanes, J. R. Neuronal cell-type classification: challenges,
opportunities and the path forward. Nat. Rev. Neurosci. 18,
530-546 (2017).

Pfeffer, C. K., Xue, M., He, M., Huang, Z. J. & Scanziani, M. Inhibition
of inhibition in visual cortex: the logic of connections between
molecularly distinct interneurons. Nat. Neurosci. 16,

1068-1076 (2013).

Xu, H., Jeong, H.-Y., Tremblay, R. & Rudy, B. Neocortical
somatostatin-expressing GABAergic interneurons disinhibit the
thalamorecipient layer 4. Neuron 77, 155-167 (2013).

Lee, S., Kruglikov, 1., Huang, Z. J., Fishell, G. & Rudy, B. A disin-
hibitory circuit mediates motor integration in the somatosensory
cortex. Nat. Neurosci. 16, 1662-1670 (2013).

Manita, S. et al. A Top-Down Cortical Circuit for Accurate Sensory
Perception. Neuron 86, 1304-1316 (2015).

Nature Communications | (2022)13:6389


http://github.com/alleninstitute/allensdk
https://github.com/shenshan/feedback_paper_codeshare
https://doi.org/10.5281/zenodo.7106045
https://github.com/shenshan/visual_stimuli
https://github.com/shenshan/visual_stimuli
https://doi.org/10.5281/zenodo.7106033
https://doi.org/10.5281/zenodo.7106033
https://github.com/datajoint/datajoint-python
https://github.com/datajoint/datajoint-matlab

Article

https://doi.org/10.1038/s41467-022-33883-9

25.

26.

27.

28.

20.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

Yang, W., Carrasquillo, Y., Hooks, B. M., Nerbonne, J. M. & Bur-
khalter, A. Distinct balance of excitation and inhibition in an inter-
areal feedforward and feedback circuit of mouse visual cortex. J.
Neurosci. 33, 17373-17384 (2013).

Zhang, S. et al. Long-range and local ciucruits for top-down mod-
ulation of visual cortex processing. Science 345, 660-665 (2014).
Larkum, M. A cellular mechanism for cortical associations: an
organizing principle for the cerebral cortex. Trends Neurosci. 36,
141-151 (2013).

Andermann, M. L., Kerlin, A. M., Roumis, D. K., Glickfeld, L. L. & Reid,
R. C. Functional specialization of mouse higher visual cortical areas.
Neuron 72, 1025-1039 (2011).

Coogan, T. A. & Burkhalter, A. Hierarchical organization of areas in
rat visual cortex. J. Neurosci. 13, 3749-3772 (1993).

Glickfeld, L. L., Reid, R. C. & Andermann, M. L. A mouse model of
higher visual cortical function. Curr. Opin. Neurobiol. 24,

28-33 (2014).

Marshel, J. H., Garrett, M. E., Nauhaus, |. & Callaway, E. M. Functional
specialization of seven mouse visual cortical areas. Neuron 72,
1040-1054 (2011).

Roth, M. M., Helmchen, F. & Kampa, B. M. Distinct functional
properties of primary and posteromedial visual area of mouse
neocortex. J. Neurosci. 32, 9716-9726 (2012).

Wang, Q. & Burkhalter, A. Area map of mouse visual cortex. J.
Comp. Neurol. 502, 339-357 (2007).

Wang, Q., Gao, E. & Burkhalter, A. Gateways of ventral and dorsal
streams in mouse visual cortex. J. Neurosci. 31, 1905-1918 (2011).
D’Souza, R. D., Meier, A. M., Bista, P., Wang, Q. & Burkhalter, A.
Recruitment of inhibition and excitation across mouse visual cortex
depends on the hierarchy of interconnecting areas. Elife 5,

1-19 (2016).

Garrett, M. E., Nauhaus, I., Marshel, J. H. & Callaway, E. M. Topo-
graphy and areal organization of mouse visual cortex. J. Neurosci.
34, 12587-12600 (2014).

Kalatsky, V. A. & Stryker, M. P. New paradigm for optical imaging:
temporally encoded maps of intrinsic signal. Neuron 38,

529-545 (2003).

Mao, T. et al. Long - Range Neuronal Circuits Underlying the Inter-
action between Sensory and Motor Cortex. Neuron 72,

1M1-123 (2011).

Marques, T., Nguyen, J., Fioreze, G. & Petreanu, L. The functional
organization of cortical feedback inputs to primary visual cortex.
Nat. Neurosci. 21, 757-764 (2018).

Reimer, J. et al. Pupil fluctuations track fast switching of cortical
states during quiet wakefulness. Neuron 84, 355-362 (2014).
Large, A. M., Kunz, N. A, Mielo, S. L. & Oswald, A.-M. M. Inhibition by
somatostatin interneurons in olfactory cortex. Front. Neural Circuits
10, 62 (2016).

Ballanyi, K. & Ruangkittisakul, A. Brain Slices. In Encyclopedia of
Neuroscience (eds. Binder, M. D., Hirokawa, N. & Windhorst, U.)
483-490 (Springer Berlin Heidelberg, 2009).

Ting, J. T., Daigle, T. L., Chen, Q. & Feng, G. Acute brain slice
methods for adult and aging animals: application of targeted patch
clamp analysis and optogenetics. Patch-Clamp Methods Protoc.
1183, 221-242 (2014).

Taschenberger, H. & von Gersdorff, H. Fine-tuning an auditory
synapse for speed and fidelity: developmental changes in pre-
synaptic waveform, EPSC kinetics, and synaptic plasticity. J. Neu-
rosci. 20, 9162-9173 (2000).

Petreanu, L., Mao, T., Sternson, S. M. & Svoboda, K. The subcellular
organization of neocortical excitatory connections. Nature 457,
1142-1145 (2009).

Cho, J.-H., Deisseroth, K. & Bolshakov, V. Y. Synaptic encoding of
fear extinction in mPFC-amygdala circuits. Neuron 80,

1491-1507 (2013).

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

63.

64.

65.

66.

Hasse, J. M. & Briggs, F. Corticogeniculate feedback sharpens the
temporal precision and spatial resolution of visual signals in the
ferret. Proceedings of the National Academy of Sciences
201704524 (2017).

Cruikshank, S. J., Lewis, T. J. & Connors, B. W. Synaptic basis for
intense thalamocortical activation of feedforward inhibitory cells in
neocortex. Nat. Neurosci. 10, 462-468 (2007).

Swadlow, H. A. Fast-spike interneurons and feedforward inhibition
in awake sensory neocortex. Cereb. Cortex 13, 25-32 (2003).
Naskar, S., Qi, J., Pereira, F., Gerfen, C. R. & Lee, S. Cell-type-
specific recruitment of GABAergic interneurons in the primary
somatosensory cortex by long-range inputs. Cell Rep. 34,

108774 (2021).

McCafferty, C. et al. Cortical drive and thalamic feed-forward inhi-
bition control thalamic output synchrony during absence seizures.
Nat. Neurosci. 21, 744-756 (2018).

Marek, R. et al. Hippocampus-driven feed-forward inhibition of the
prefrontal cortex mediates relapse of extinguished fear. Nat. Neu-
rosci. 21, 384-392 (2018).

Petreanu, L., Huber, D., Sobczyk, A. & Svoboda, K. Channelrho-
dopsin-2-assisted circuit mapping of long-range callosal projec-
tions. Nat. Neurosci. 10, 663 (2007).

Larkum, M. E., Zhu, J. J. & Sakmann, B. A new cellular mechanism for
coupling inputs arriving at different cortical layers. Nature 398,
338-341(1999).

Shai, A. S., Anastassiou, C. A., Larkum, M. E. & Koch, C. Physiology of
Layer 5 Pyramidal Neurons in Mouse Primary Visual Cortex: Coin-
cidence Detection through Bursting. PLoS Comput. Biol. 11,
1004090 (2015).

Oberlaender, M. et al. Three-dimensional axon morphologies of
individual layer 5 neurons indicate cell type-specific intracortical
pathways for whisker motion and touch. Proc. Natl Acad. Sci. USA
108, 4188-4193 (2011).

Huang, L. et al. BRICseq Bridges Brain-wide Interregional Con-
nectivity to Neural Activity and Gene Expression in Single Animals.
Cell 182, 177-188.e27 (2020).

Barone, P., Batardiere, A., Knoblauch, K. & Kennedy, H. Laminar
distribution of neurons in extrastriate areas projecting to visual
areas V1 and V4 correlates with the hierarchical rank and indicates
the operation of a distance rule. J. Neurosci. 20, 3263-3281(2000).
Coogan, T. A. & Burkhalter, A. Conserved patterns of cortico-
cortical connections define areal hierarchy in rat visual cortex. Exp.
Brain Res. 80, 49-53 (1990).

Minamisawa, G., Kwon, S. E., Chevée, M., Brown, S. P. & O’Connor,
D. H. A Non-canonical Feedback Circuit for Rapid Interactions
between Somatosensory Cortices. Cell Rep. 23,

2718-2731.e6 (2018).

Young, H., Belbut, B., Baeta, M. & Petreanu, L. Laminar-specific
cortico-cortical loops in mouse visual cortex. Elife 10, (2021).
Harris, J. A. et al. Anatomical characterization of Cre driver mice for
neural circuit mapping and manipulation. Front. Neural Circuits 8,
76 (2014).

Adesnik, H., Bruns, W., Taniguchi, H., Huang, Z. J. & Scanziani, M. A
neural circuit for spatial summation in visual cortex. Nature 490,
226-231(2012).

Nienborg, H. et al. Contrast dependence and differential contribu-
tions from somatostatin- and parvalbumin-expressing neurons

to spatial integration in mouse V1. J. Neurosci. 33,

M145-11154 (2013).

Nassi, J. J., Lomber, S. G. & Born, R. T. Corticocortical feedback
contributes to surround suppression in V1 of the alert primate. J.
Neurosci. 33, 8504-8517 (2013).

Nurminen, L., Merlin, S., Bijanzadeh, M., Federer, F. & Angelucci, A.
Top-down feedback controls spatial summation and response
amplitude in primate visual cortex. Nat. Commun. 9, 2281 (2018).

Nature Communications | (2022)13:6389

12



Article

https://doi.org/10.1038/s41467-022-33883-9

67. Keller, A. J. et al. A disinhibitory circuit for contextual modulation in
primary visual cortex. bioRxiv https://doi.org/10.1101/2020.01.31.
929166 (2020)

68. Vangeneugden, J. et al. Activity in lateral visual areas contributes to
surround suppression in awake mouse V1. Curr. Biol. 29,
4268-4275.e7 (2019).

69. Liu, B.-H. et al. Intervening inhibition underlies simple-cell
receptive field structure in visual cortex. Nat. Neurosci. 13,

89-96 (2010).

70. Wehr, M. & Zador, A. M. Balanced inhibition underlies tuning and
sharpens spike timing in auditory cortex. Nature 426,

442-446 (2003).

71.  Wilent, W. B. & Contreras, D. Dynamics of excitation and inhibition
underlying stimulus selectivity in rat somatosensory cortex. Nat.
Neurosci. 8, 1364-1370 (2005).

72. Wu, G. K., Arbuckle, R., Liu, B.-H., Tao, H. W. & Zhang, L. I. Lateral
sharpening of cortical frequency tuning by approximately balanced
inhibition. Neuron 58, 132-143 (2008).

73. Crandall, S. R. et al. A corticothalamic switch: controlling the tha-
lamus with dynamic synapses. Neuron 86, 1-15 (2015).

74. Markopoulos, F., Rokni, D., Gire, D. H. & Murthy, V. N. Functional
properties of cortical feedback projections to the olfactory bulb.
Neuron 76, 1175-1188 (2012).

75. Kapfer, C., Glickfeld, L. L., Atallah, B. V. & Scanziani, M. Supralinear
increase of recurrent inhibition during sparse activity in the soma-
tosensory cortex. Nat. Neurosci. 10, 743-753 (2007).

76. lJiang, X., Wang, G., Lee, A. J., Stornetta, R. L. & Zhu, J. J. The orga-
nization of two new cortical interneuronal circuits. Nat. Neurosci. 16,
210-218 (2013).

77. Krishnamurthy, P., Silberberg, G. & Lansner, A. Long-range
recruitment of Martinotti cells causes surround suppression and
promotes saliency in an attractor network model. Front. Neural
Circuits 9, 60 (2015).

78. Silberberg, G. & Markram, H. Disynaptic inhibition between neo-
cortical pyramidal cells mediated by Martinotti cells. Neuron 53,
735-746 (2007).

79. Xu, N.-L. et al. Nonlinear dendritic integration of sensory and
motor input during an active sensing task. Nature 492,

247-251 (2012).

80. Sherman, S. M. Tonic and burst firing: dual modes of thalamocor-
tical relay. Trends Neurosci. 24, 122-126 (2001).

81. Crick, F. Function of the thalamic reticular complex: the searchlight
hypothesis. Proc. Natl Acad. Sci. USA 81, 4586-4590 (1984).

82. Royer, S. et al. Control of timing, rate and bursts of hippocampal
place cells by dendritic and somatic inhibition. Nat. Neurosci. 15,
769-775 (2012).

83. De Pasquale, R. & Sherman, S. M. Synaptic properties of cortico-
cortical connections between the primary and secondary
visual cortical areas in the mouse. J. Neurosci. 31,

16494-16506 (2011).

84. Gonchar, Y. & Burkhalter, A. Distinct GABAergic targets of feed-
forward and feedback connections between lower and
higher areas of rat visual cortex. J. Neurosci. 23,

10904-10912 (20083).

85. De Pasquale, R. & Sherman, S. M. A modulatory effect of the feed-
back from higher visual areas to V1 in the mouse. J. Neurophysiol.
109, 2618-2631 (2013).

86. Keller, G. B. & Mrsic-Flogel, T. D. Predictive processing: a canonical
cortical computation. Neuron 100, 424-435 (2018).

87. Friston, K. Does predictive coding have a future? Nat. Neurosci. 21,
1019-1021 (2018).

88. Lee, A. M. et al. Identification of a Brainstem Circuit Regulating
Visual Cortical State in Parallel with Locomotion. Neuron 83,
455-466 (2014).

89. Hu, H., Cavendish, J. Z. & Agmon, A. Not all that glitters is gold: off-
target recombination in the somatostatin-IRES-Cre mouse line
labels a subset of fast-spiking interneurons. Front. Neural Circuits 7,
195 (2013).

90. Nassar, M. et al. Diversity and overlap of parvalbumin and soma-
tostatin expressing interneurons in mouse presubiculum. Front.
Neural Circuits 9, 1-19 (2015).

91. Kepecs, A. & Fishell, G. Interneuron cell types are fit to function.
Nature 505, 318-326 (2014).

92. Jonas, P., Major, G. & Sakmann, B. Quantal components of unitary
EPSCs at the mossy fibre synapse on CA3 pyramidal cells of rat
hippocampus. J. Physiol. 472, 615-663 (1993).

93. Bartos, M., Vida, |., Frotscher, M., Geiger, J. R. P. & Jonas, P. Rapid
signaling at inhibitory synapses in a dentate gyrus interneuron
network. J. Neurosci. 21, 2687-2698 (2001).

94. Conover, W. J. & Iman, R. L. On multiple-comparisons procedures.
NM, USA: Los Alamos Scientific Lab 1-17 (1979).

95. Fletcher, L. N. & Williams, S. R. Neocortical topology governs the
dendritic integrative capacity of layer 5 pyramidal. Neurons Neuron
101, 76-90.e4 (2019).

96. Yatsenko, D. et al. DataJoint: managing big scientific data using
MATLAB or Python. Preprint at bioRxiv https://doi.org/10.1101/
031658 (2015).

Acknowledgements

We thank Dr. Emmanouli Froudarakis, Dr. Dimitri Yatsenko, Dr. Saumil
Patel, Yves Bernaerts, Francisco A. Blanco, and other lab members of
Tolias lab for technical support. We thank Dr. Philipp Berens, Stelios
Papadopoulos for discussions and comments on the manuscript. This
study is supported by the Intelligence Advanced Research Projects
Activity (IARPA) via Department of Interior/Interior Business Center (Dol/
IBC) contract number D16PCO00083. This work was also supported by
the National Eye Institute and National Institute of Mental Health under
Award Numbers RO1EY026927, ROIMH109556 and U19MH114830. This
research was also supported by NEI/NIH Core Grant for Vision Research
P30OEY002520.

Author contributions

S.S., X.J., F.S., and A.S.T. designed the experiments. S.S., X.J., F.S.,
J.F.,P.F., Z.T., and N.Z. performed the experiments. S.S., X.J., D.K,,
and F.S. analyzed the data. S.S., X.J., F.S., D.K,, F.S., J.R., and
A.S.T. wrote the manuscript. A.S.T. supervised all aspects of the
project.

Competing interests
The authors declare no competing interests.

Additional information

Supplementary information The online version contains
supplementary material available at
https://doi.org/10.1038/s41467-022-33883-9.

Correspondence and requests for materials should be addressed to
Andreas S. Tolias.

Peer review information Nature Communications thanks the anon-
ymous reviewer(s) for their contribution to the peer review of this
work. Peer reviewer reports are available.

Reprints and permission information is available at
http://www.nature.com/reprints

Publisher’s note Springer Nature remains neutral with regard to jur-
isdictional claims in published maps and institutional affiliations.

Nature Communications | (2022)13:6389

13


https://doi.org/10.1101/2020.01.31.929166
https://doi.org/10.1101/2020.01.31.929166
https://doi.org/10.1101/031658
https://doi.org/10.1101/031658
https://doi.org/10.1038/s41467-022-33883-9
http://www.nature.com/reprints

Article

https://doi.org/10.1038/s41467-022-33883-9

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if
changes were made. The images or other third party material in this
article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not
included in the article’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright
holder. To view a copy of this license, visit http://creativecommons.org/
licenses/by/4.0/.

© The Author(s) 2022

Nature Communications | (2022)13:6389

14


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Distinct organization of two cortico-cortical feedback pathways
	Results
	Distribution of feedback axon terminals
	Cell-type wiring logic of the two feedback pathways
	Feedback projections in both pathways temporally sharpened the firing pattern of V1/vS1 excitatory cells, when combined with sustained feed-forward input
	Feedback facilitates bursting of intrinsically bursty cells when paired with brief feed-forward input in vM1 to vS1 pathway

	Discussion
	Methods
	Animals and surgeries
	Intrinsic optical imaging and visual areas identification
	Virus injections and histology
	Multi-cell whole patch-clamp recording in brain slices with optogenetics
	Data analysis for EPSC or EPSP recordings
	Amplitude and latency measurement
	Criteria of cell “responsiveness”
	Statistical comparison of EPSC or EPSP values
	Criteria for “spiking cells”
	Data analysis of experiments with a sustained current step
	Data analysis of bursting experiments
	Characterize the intrinsic burstiness of neurons
	Statistical analysis for bursting with feedback activation
	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Additional information




