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ABSTRACT HRas, KRas, and NRas are GTPases with a common set of effectors that control many cell-signaling pathways,
including proliferation through Raf kinase. Their G-domains are nearly identical in sequence, with a few isoform-specific residues
that have an effect on dynamics and biochemical properties. Here, we use accelerated molecular dynamics (aMD) simulations
consistent with solution x-ray scattering experiments to elucidate mechanisms through which isoform-specific residues associ-
ated with each Ras isoform affects functionally important regions connected to the active site. HRas-specific residues cluster in
loop 8 to stabilize the nucleotide-binding pocket, while NRas-specific residues on helix 3 directly affect the conformations of
switch I and switch II. KRas, the most globally flexible of the isoforms, shows greatest fluctuations in the switch regions
enhanced by a KRas-specific residue in loop 7 and a highly dynamic loop 8 region. The analysis of isoform-specific residue ef-
fects on Ras proteins is supported by NMR experiments and is consistent with previously published biochemical data.
SIGNIFICANCE This work links specific residues unique to each Ras isoform to G-domain dynamics that impact func-
tional roles such as hydrolysis of GTP and are in areas that affect effector binding, the Ras dimerization interface and
interaction with the membrane. Given the importance of these regions in Ras function, the mechanistic work presented
here contributes to the greater puzzle, currently being assembled, of how Ras signals through its various effectors and may
give insight to isoform-specific selection of oncogenic mutations associated with cancers. For example, lower accessibility
of NRas to the catalytic conformation necessary for GTP hydrolysis may synergize with oncogenic mutants of residue 61 to
promote sustained signaling through Ras/Raf, providing understanding for this preferred locus in NRas-driven cancers.
INTRODUCTION

Ras GTPases are molecular switches that modulate signals
through multiple effector proteins, including Raf and
PI3K, and are involved in the control of cell proliferation,
survival, and apoptosis (1). They are inactive when bound
to GDP, active when bound to GTP, and switch between
these states with the help of guanine nucleotide exchange
factors and GTPase-activating proteins (GAPs) (2). The
G-domain of Ras, residues 1–166, has two lobes: the
effector lobe (residues 1–86) and the allosteric lobe (resi-
dues 87–166) (3). The effector lobe contains the P-loop (res-
idues 10–17), switch I (residues 30–40), and switch II
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(residues 60–76), as well as sites of protein-protein interac-
tions (4–6).

In its active GTP-bound form the switch regions are dy-
namic and can access different conformational states,
several of which have been observed in crystal structures
(Fig. 1). Switch I can access an open state 1, where T35 is
away from the nucleotide (PDB: 4EFL, 5UK9) (7,8); and
a closed state 2 where it interacts with the bound Mg2þ

ion bridging to the g-phosphate of GTP (PDB: 1CTQ,
3K8Y) (9,10). With switch I in the state 2 conformation,
switch II can exist in a disordered T state (tardy) (PDB:
2RGE) (11), where GTP hydrolysis is expected to be very
slow, or an R state (reactive), with a highly ordered active
site (PDB: 3K8Y) (9). Ordering of the active site to the R
state requires stabilization of switch I in state 2 (for instance,
by binding of Raf-RBD (Ras-binding domain) or a GAP)
and of switch II, including catalytic residue Q61. This can
be promoted by GAP binding the free G-domain (12) or
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FIGURE 1 Conformational states of the Ras catalytic G-domain

observed in crystal structures. HRas (PDB: 3K8Y, green), KRas (PDB:

5UK9, yellow), and NRas (PDB: 5UHV, cyan) are superimposed. HRas is

in state 2, with switch I positioned over the nucleotide, and switch II is

in the R state, placing Q61 in the active site. KRas is in state 1 with switch

I in the open conformation and switch II is in the T state. NRas is in state 2,

with switch II in the T state. The GTP analog, GppNHp, is shown in black.

To see this figure in color, go online.
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by binding of Ca2þ at a remote allosteric site in the presence
of Raf-RBD (9,13). Thus, to hydrolyze GTP and stop the
signaling events, Ras needs to have its switch I in state 2
and switch II in the R state. In uncomplexed Ras bound to
GTP or its analogs, the various conformational states are
sampled differently depending on isoform-specific amino
acid residue differences in the allosteric lobe (14). These
subtle differences in access to conformational space may
be one of the ways in which H, K, and NRas are associated
with distinct biological functions (15).

There are four Ras isoforms, including HRas, NRas,
KRas4B, and KRas4A, that are posttranslationally modified
in different ways for attachment to the membrane through
C-terminal hypervariable regions that are only 15%conserved
(16). In contrast, their G-domains are very similar, with 95%
sequence identity and all of the variation on the allosteric lobe
(17).Here,we focus on theG-domains of the threemost prom-
inent isoforms, HRas, KRas4B (from here on referred to as
KRas), and NRas. We have shown that these Ras proteins
have different intrinsic hydrolysis rate constants and respond
differently to binding Raf-RBD (18). HRas has the highest
rate constant and it is unchanged by Raf-RBD, whereas
KRas and NRas are slower enzymes. Interestingly, while the
rate constant for KRas is increased to nearly that of HRas in
the presence of Raf-RBD, for NRas it does not change upon
binding the effector (18). Given identical active sites, these
differences in the hydrolysis rate constants must be due to
changes in accessibility of the catalytic conformation affected
by isoform-specific residues in the allosteric lobe.

Here, we study the differences in dynamics and confor-
mational states between the three Ras isoforms and propose
mechanisms by which isoform-specific residues are respon-
sible for these differences. For this, we first present wide-
angle solution x-ray scattering (WAXS) data (19) and, as ex-
pected, find that conventional molecular dynamics (cMD)
simulations do not represent the range of conformational
states observed in solution for Ras proteins, at least not
within the 600 ns timescale encompassed by our three
200 ns replicates. In contrast, 600 ns accelerated MD
(aMD) simulations, where a boost potential is used to over-
come energy barriers (20), show better agreement with the
WAXS experiments. The aMD results show that each Ras
isoform has a unique pattern of isoform-specific residue
clusters that affect functionally important regions in distinct
ways, with overall features consistent with the biochemical
differences between the isoforms (18) and with conforma-
tional states assessed by NMR (8).
METHODS

WAXS

Solution x-ray scattering data capture the behavior of a protein in solution

and can quickly determine radius of gyration, molecular envelopes, and the

pair distribution function (21). While solution x-ray scattering yields very

low-resolution data, WAXS extends data out to higher resolution and is sen-

sitive enough to detect structural changes in proteins (22). For the present

experiments, HRas, KRas, and NRas (residues 1–166) were expressed in

E. coli, purified, and the GDP exchanged for the GTP analog 50-guanylyl
imidodiphosphate (GppNHp) as published previously (23). Ras proteins

were exchanged into stabilization buffer (20 mM HEPES [pH 7.5], 5 mM

MgCl2, 50 mM NaCl, 1 mM DTT) and concentrated to 10 mg/mL for

WAXS data collection. Two measurements were conducted for each exper-

iment: protein in buffer solution and the buffer solution by itself, which was

subtracted from the protein þ buffer to obtain the protein scattering data.

Data were collected at the G1 beamline at Cornell High Energy Synchro-

tron Source, Ithaca, NY, USA, with x rays at 9.846 keV, l ¼ 1.259 Å,

and with a beam size of 250 * 250 mm (24). Data were collected in the range

of 0.13 < q < 0.68 1/Å and processed using the software RAW (25). The

relative flatness of the observed intensities based on experimental WAXS

data collected for each of the three Ras isoforms is calculated as follows,

Flatness ¼
Pb

i ¼ a
Ii � Ii� 1

Ii� 1

b � a
� 100%;

where a and b are the 1/d indices in the range 1/d �0.03–0.09 and I is the

observed intensity. The flattening of the overall intensity curve compared

with the rigid protein structure is characteristic of an increase in protein flex-

ibility. For comparing the relative flatness of the observed intensity curves

between the three Ras isoforms the HRas curve was normalized to 1%.
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cMD simulations

cMD simulations were performed for 200 ns production run for HRas,

KRas, and NRas on the Discovery Cluster supercomputer at Northeastern

University, Boston, MA, USA. The starting structures were obtained

from x-ray crystal structures in their active conformations bound to the

GTP analog GppNHp (HRas, PDB: 3K8Y; KRas, PDB: 6GOD; and

NRas, PDB: 5UHV) or with GppCH2p (KRas, PDB: 5UK9). The simula-

tions for HRas and NRas were started with structures in state 2. Two sets

of simulations were performed for KRas: one starting from a structure in

state 2 (PDB: 6GOD) and the other in state 1 (PDB: 5UK9). The GTP an-

alogs were converted to GTP by replacing the b-g bridging NH or CH2

groups with an oxygen atom. Crystallographic water molecules were re-

tained for the simulation. The NAMD and VMD software packages were

used to prepare, perform, and analyze all of the simulations with the

CHARMM36 force field (26–29). Each protein was placed in a TIP3P water

box extending 10 Å from the protein molecule. Charges in the systems were

neutralized by adding sodium and chloride ions. The simulations started

with energy minimization for 5000 cycles, followed by gradual heating

from 50 to 250 K before the production runs. Periodic boundary conditions

were used at the x, y, and z directions. A time step of 1 fs was applied for the

first 30 ns of the production run at isothermal-isobaric conditions of 300 K

and 1 atm and then the time step was increased to 2 fs for the subsequent

170 ns. The switch function was used between 10 and 11 Å to calculate

long-range nonbonded interactions. Electrostatic interactions were evalu-

ated using particle mesh Ewald (30). Covalent bonds to hydrogen atoms

were constrained using the SHAKE algorithm (31).
aMD simulations

In aMD a bias potential is added to increase conformational sampling by

enhancing the escape rates from potential energy wells (20). The form of

the modified potential is shown by Eq. 1, where a boost potential given

by DV(r), shown in Eq. 2, is added to the true potential when the overall

potential energy is below a user-calculated value. Dual boost potential

was added to the total potential and dihedral energies (20,26). The form

of the boost potential requires two parameters, E and a, as published by

McCammon and colleagues and shown in Eqs. 3 and 4 (20). The first nano-

second of the simulation was done using cMD to determine E and a for the

total potential energy and the dihedral energy of the protein. These values

were added to the conformation file to continue the production run in aMD

mode for a total of 200 ns simulation time. Boosting the potential for the

total potential energy is done to increase the degree of diffusivity for the

system, where the solvent molecules are also accelerated. The additional

boost potential for the dihedral energy, shown in Eqs. 5 and 6, increases

the conformational space sampled by the protein, as protein conformational

changes occur mostly through torsional rotations.

V� ðrÞ
�
VðrÞ VðrÞRE
V ðrÞ þ DVðrÞ VðrÞ%E

(1)

ðE � VðrÞÞ2

DVðrÞ ¼

aþ ðE � VðrÞÞ (2)

natom

Etotal ¼ CVtotalDþ

5
(3)

natom

atotal ¼

5
(4)

Edihed ¼ CVdihedDþ 4 , nresidues (5)
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adihed ¼

5
, nres: (6)

The potential energy can be obtained by reweighting points in the phase

space on the bias potential by the Boltzmann factor (32), with energy re-

weighting to account for the boost potential either using 1D or 2D data

(33). To obtain an unbiased estimate of the population of conformational

states, it is necessary to reweigh the conformations according to the poten-

tial energy difference between the biased and unbiased potential energy,

CADðcMDÞ ¼ CAe� ½V�VaMD �=kTDðaMDÞ
Ce� ½V �VaMD�=kTDðaMDÞ

¼
P

kAðkÞe� ½VðkÞ�VaMDðkÞ�=kTP
ke

� ½VðkÞ �VaMDðkÞ�=kT ;

where A is any property of interest, V is the unbiased potential energy, and

VaMD is the aMD biased energy. However, this is only possible with suffi-

ciently long simulations to provide equilibrium averages under the aMD po-

tential energy function. Although three 200 ns aMD simulation replicates

provided in this study for each isoform show transitions between the major

conformational states observed in various crystal structures, there are very

few transitions indicative of insufficient sampling (Figs. S1 and S2), such

that Boltzmann reweighting the conformations would not provide more

meaningful results. Thus, while we compare the aMD simulations directly

between the three isoforms of Ras to get approximate information on

atomic fluctuations of residues throughout the Ras structures, a qualitative

sense of coverage of conformational space, or a feel for differences in in-

teractions that we observed during the combined 600 ns aMD simulations

for each isoform, we must acknowledge that there is an uncorrected bias

that affects the absolute root mean-square fluctuation (RMSF) values, the

accuracy of the fit to the WAXS data as reflected in the s(r) values and

the precise population of conformational states associated with each of

the interactions we discuss in the results. Nevertheless, it is reassuring

that the patterns of RMSFs that we observe for cMD are qualitatively re-

tained in aMD. Even if at a qualitative level, our analysis provides useful

insights that are consistent with the experimental observations provided

by WAXS, NMR data, and previously published biochemical experiments

as detailed below.
aMD validated by WAXS

We previously published a method by which the extent of fluctuations

sampled with MD simulations can be assessed experimentally by

WAXS (19). Fig. 2 summarizes the process. Scattering from a protein is

the Fourier transform of the pair distribution function p(r), obtained

from a histogram of interatomic distances within the protein molecule

(34). The p(r) for a flexible protein can be obtained by vector length

convolution of p(r) for the rigid protein and the range of motions repre-

sented by s(r) (calculated from an MD trajectory), shown as a function

of the interatomic distances in a sigma-r plot (19,34). In this process,

each interatomic vector in the pair correlation function of the rigid protein

is replaced by a Gaussian distribution of vector lengths from the sigma-r

plot (22,35). This results in a calculated scattering pattern that can be

directly compared with the observed WAXS data, thereby assessing the

extent to which the MD simulations represent the fluctuations observed

in solution under the experimental conditions (19). For calculation of

the sigma-r plot, a previously published Python script (34) was used to

read the atomic coordinates from each frame of an MD trajectory (all

frames included), calculate and accumulate all interatomic distances for

each one, and then take the standard deviation of each interatomic dis-

tance. The values of the interatomic distances were listed in increasing or-

der, and the standard deviations were averaged within intervals with a step



FIGURE 2 Combining crystal structure with MD

simulations data to calculate a scattering intensity

curve for comparison with experimentally observed

WAXS data. Vector length convolution of the pair

distribution function from a rigid structure and the

pairwise interatomic variation with distance

(sigma-r) taken from the MD simulations yield

calculated intensities that can be compared directly

with experimental data. To see this figure in color,

go online.

Ras isoform-specific residues
size of 0.3 Å to determine the average r value for each interatomic distance

interval. A scale factor is calculated to indicate the degree to which the

fluctuations in the MD simulations are consistent with fluctuations under-

lying the experimental data. A scale factor greater than 1 indicates greater

flexibility in solution than indicated by MD simulations, whereas a scale

factor less than 1 implies that the protein is more flexible in the MD sim-

ulations. A scale factor close to 1 indicates excellent agreement between

the MD simulations and experimental WAXS data. Keeping in mind that

the solution scattering data are low resolution, this agreement reflects the

range of conformations sampled as reflected by s(r), even if the popula-

tion of conformational states is not precisely correct due to the bias result-

ing from the boost potential.
H-bond analysis

Salt bridge and H-bond analysis was performed using the plugins in VMD

(29). H-bonds are reported between interacting donor and accepted atoms

that come within 3.0 Å of one another during the simulation. We recognize

that the H-bonding angle is important in determining the strength of H-

bonds. However, H-bonds in protein structures are known to exist within

a wide range of angles (36) and here we use distance as a first approxima-

tion for interaction between donor and accepter atoms.
1H NMR of HRas, KRas, and NRas proteins

1H NMR on Ras spectra were obtained as described previously (8). Ras pro-

teins used for NMR analyses were dialyzed into 40 mM HEPES (pH 7.4),

10 mM MgCl2, 150 mM NaCl, and 1 mM DTT, and concentrated to 1–

2 mM. 1H NMR spectra were acquired at 700 MHz with a Bruker Avance

II NMR spectrometer (Bruker Corperation, Billerica, MA, USA) equipped

with a 5 mm triple resonance inverse probe at 37�C. For optimal detection

of downfield exchangeable proton resonances, the 3-9-19 WATERGATE

(37) pulse sequence (p3919fpgp) with gradients and additional flip-back

pulse was used with the center of the maximal excitation region at 13.9

ppm. The calculated delay for binomial water suppression was 39 ms at

700 MHz. Routinely, 4000 scans were accumulated. Peak Z at 10.3 ppm

and peak X at 10.9 ppm are associated with closed conformations of switch

I and II, respectively (8).
RESULTS

The extent of conformational variation observed in Ras
crystal structures available in the PDB is not adequately rep-
resented by relatively short cMD simulations (38). To assess
whether this can be better achieved with aMD for the three
Biophysical Journal 121, 3616–3629, October 4, 2022 3619
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isoforms of Ras bound to GTP, we compared results from
cMD and aMD with WAXS experimental data.
aMD results are more consistent with
experimental data

For each Ras isoform we ran three independent 200 ns sim-
ulations with cMD and aMD simulations, starting from their
respective crystal structures. In aMD a boost potential is
added to increase conformational sampling by enhancing
the escape rates from potential energy wells (20). All 24
simulations were well behaved and converged on similar
average RMSD values relative to the respective H, K, and
NRas starting structures (Fig. S1). The RMSFs per residue
were calculated after combining the three cMD (total
600 ns) and three aMD (total 600 ns) simulations for each
isoform, with KRas simulations starting with state 2 as in
HRas and NRas and with state 1 (Fig. 3). The locations of
flexible residues vary little between the isoforms and are
similar for cMD and aMD simulations, consistent with ex-
periments and previous simulation analysis (7,9,11,38–
40). Note, however, that the magnitudes of the fluctuations
are significantly larger for aMD, suggesting a larger range
of sampled conformations in areas known to be flexible,
such as the switch regions and helix 3/loop 7. This is consis-
tent with the expectation that the biased potential echoes the
original shape of the conventional potential energy land-
scape (20). The cMD simulations show only slight differ-
ences in the residue fluctuations between the isoforms
throughout most of the structure, although it does show
greater flexibility in the switch regions of KRas relative to
the other two isoforms as noted previously (38). Interest-
ingly, the cMD and aMD simulations started from KRas
in state 2 show very similar RMSFs for the switch II region,
comparable with those obtained for HRas and NRas in aMD,
but not cMD. Both sets of simulations, cMD and aMD, start-
ing from KRas in state 1 show significantly increased fluc-
tuations in both switch I and switch II relative to the
3620 Biophysical Journal 121, 3616–3629, October 4, 2022
comparable simulations in HRas and NRas, while increased
fluctuations in switch I extend to include the initial part of
b2 in the interswitch region. This again is consistent with
aMD echoing features observed in cMD. Other than in the
switch regions and loop 10, which is near the nucleotide-
binding pocket, the aMD KRas simulations starting from
state 1 and state 2 structures show very similar fluctuation
patterns relative to the other isoforms in the functional re-
gions analyzed below. Overall, by focusing on the aMD sim-
ulations more significant differences can be observed not
only in the switch regions, but elsewhere in the structure.
Furthermore, while enhancing the range of conformations
for regions that are observed to have greater flexibility by
cMD, aMD simulations maintain the integrity of the Ras
core structure. Interestingly, while KRas, which is known
to be more dynamic than HRas and NRas (8,40,41), consis-
tently shows greater flexibility at the C-terminal end of
switch I leading to b2, switch II, the N-terminal end of helix
3 and loop 8, HRas is the most flexible at the C-terminal end
of helix 3 and loop 7 near the allosteric site (9). NRas, in
turn, has the most flexible P-loop.

To justify the use of aMD over cMD in the present anal-
ysis, even with insufficient sampling of the landscape to
appropriately correct for the boost potential bias (Fig. S2),
we generated sigma-r plots (19) for each of the simulations
(Fig. 4), representing the range of conformations within the
MD trajectories. Note the consistently higher sigma-r values
associated with aMD. This indicates greater flexibility in the
aMD than in the cMD simulations. Furthermore, the tripli-
cates for the cMD simulations have superimposable
sigma-r plots. The small differences observed in the range
of fluctuations in the individual aMD simulations are prob-
ably resulting from different access to certain conforma-
tional states associated with the randomly generated initial
velocities at the start of each independent simulation run, re-
flecting the importance of independent replicates (42).

X-ray scattering from a protein in solution is the Fourier
transform of the pair distribution function p(r), obtained
FIGURE 3 RMSF per residue for combined

200 ns simulations done in triplicate with different

initial velocities for HRas, KRas state 1 and state 2,

and NRas using cMD (dotted lines) and aMD

(solid lines). HRas is in green, KRas in yellow

(state 1) and maroon (state 2), and NRas is in

cyan. Isoform-specific residues in each Ras protein

are indicated by stars at a location directly above

its sequence number in the RMSF plot.



FIGURE 4 Sigma-r plots for Ras proteins from each of the MD simula-

tion replicates for HRas, KRas, and NRas. The darker colors are associated

with cMD and the light colors with aMD, as indicated in the legend: HRas,

green; KRas state 1, yellow; KRas state 2, maroon; NRas, blue. To see this

figure in color, go online.

Ras isoform-specific residues
from a histogram of interatomic distances within the protein
molecule (34). It is possible to obtain a calculated scattering
curve for a flexible protein by vector length convolution of
p(r) for the rigid protein and the range of motions repre-
sented by sigma-r values calculated from an MD trajectory,
shown as a function of the interatomic distances in a sigma-r
plot (19,34) (Figs. 2 and 4). The average of the three sigma-r
plots for each Ras isoform was used for vector length convo-
lution with the respective crystal structure to obtain a calcu-
lated scattering curve for direct comparison with WAXS
data (Fig. 5). In all cases, the calculated intensity curves
from aMD simulations show better fits to the experimentally
observed intensity curves out to 1/d ¼ 0.1, corresponding to
a resolution of 10 Å. In particular, HRas and KRas show
excellent fit between the calculated intensity using aMD
simulations (blue curve) and the observed intensity (red
curve) (Fig. 5, A and B). The rigid Ras proteins (black curve)
show sharper features than the flexible Ras proteins obtained
from the aMD trajectories and the experimental data.
Normalizing HRas to 1%, the overall flatness of the inten-
sity curve calculated for KRas is 0.79% and for NRas it is
0.88%, with lower numbers indicating greater flatness asso-
ciated with more flexible structures. The flattening of the
curve is more prominent in KRas than HRas, indicating
that KRas is more flexible in solution relative to HRas.
The experimental scattering curve for NRas indicates that
NRas is intermediate between HRas and KRas, which is
in rough agreement with the RMSFs shown in Fig. 3, partic-
ularly in the helix 3 and loop 8 regions.

We have previously shown that 90 ns aMD simulations
are more representative of active HRas fluctuations in solu-
tion than 90 ns cMD based on comparison with WAXS data
(19). Here, we show that this is also the case for HRas,
KRas, and NRas, with 200 ns simulations in triplicates,
totaling 600 ns for each isoform. This is quantified by the
scale factors that we obtain by scaling the sigma-r plots ob-
tained from the MD simulations to optimize the match be-
tween calculated and observed intensity curves (Table 1).
This scale factor corresponds to the degree to which the
range of fluctuations in the MD simulations agree with those
reflected by the WAXS data. The scale factors are all close
to 1 in aMD, indicating an excellent representation of the
range of conformational states found in solution, while the
sigma-r values for cMD need to be significantly scaled to
match the experimental data. The difference between scale
factors obtained with cMD and aMD is largest for KRas,
the most flexible of the three isoforms. Furthermore, since
the scale factor for the KRas state 1 simulation series shows
better agreement with WAXS data, we used it for the anal-
ysis that follows, although we checked that the conclusions
regarding influence of isoform-specific residues are essen-
tially the same for the two simulation sets.

Keeping in mind that the solution scattering data are low
resolution, the agreements with the WAXS data do not mean
that the aMD simulations perfectly reflect the balance of
conformational states in solution. Rather, the results indicate
that aMD better represents the range of accessed conforma-
tions given by s(r), recognizing that, due to insufficient
sampling for meaningful reweighting of the relative en-
ergies, we do not have accurate quantitative information
on the population of conformational states. It has previously
been noted that distinct MD simulation packages generate
distinct conformational ensembles while agreeing equally
well with experimental data (43). The authors conclude
that agreement with experiments is necessary but not always
sufficient to validate atomistic simulations. Here, we show
that triplicate 200 ns aMD simulations show significantly
better agreement with WAXS data than do the triplicate
200 ns cMD simulations. Thus, we go forward with analysis
based on the aMD simulations while recognizing the limita-
tions imparted by the biased potential in terms of obtaining
quantitative information on the population of conforma-
tional states.
HRas samples R state more frequently than KRas
and NRas in our simulations

The HRas, NRas, and one of the two KRas crystal structures
used for the simulations have closed switch I in state 2,
whereas one KRas simulation set started with switch I in
the open state 1 conformation. All proteins remain with
switch I near their starting positions during cMD, with no
transitions observed between states 1 and state 2. There
are also no transitions observed between R and T state con-
formations of switch II/helix 3/loop 7 in our cMD simula-
tions. In contrast, aMD captures a larger range of
conformational states, particularly in switch I, where
Biophysical Journal 121, 3616–3629, October 4, 2022 3621



FIGURE 5 Observed and calculated scattering curves for (A) HRas, (B) NRas (C) KRas state 1, and (D) KRas state 2. The observed experimental curves

are in red, those calculated from the aMD trajectories are in blue, and those from the rigid crystal structures are in black. To see this figure in color, go on-

line.
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transitions between state 2 and state 1 are observed, albeit
very few of those transitions take place (Figs. S1 and S2).
The three isoforms undergo transitions between R and T
states in all four sets of aMD simulations, with prominent
T state conformation regardless of starting structure.
HRas, which has a higher intrinsic hydrolysis rate constant
than KRas and NRas (18), has its average structure from the
simulations, with helix 3 shifted toward the allosteric site
and away from switch II. KRas and NRas on the other
hand sample the R state less frequently, with average simu-
lation structures showing helix 3 leaning toward switch II in
a manner characteristic of the T state.
TABLE 1 Scale factors for HRas, KRas, and NRas comparing

cMD and aMD simulations

Protein Method Scale factor Error

HRas cMD 1.61 0.022

KRas state 1 1.91 0.023

KRas state 2 1.60 0.020

NRas 1.63 0.072

HRas aMD 1.05 0.020

KRas state 1 1.08 0.025

KRas state 2 1.15 0.019

NRas 1.03 0.074

The error is the mean absolute error between the observed and calculated

intensity curves.
Isoform-specific residues centered on helix 3
affect functionally important regions

Analysis of the experimentally validated aMD simulations
presented here expands on previous insights regarding the
role of isoform-specific residues on structure and dynamics
(18), adding further mechanistic information to allosteric ef-
fects on the active site and beyond. Since the largest differ-
ences in dynamics between the isoforms exist within the
active site and the allosteric site, the residues that flank
the water-mediated H-bond network associated with these
sites were explored. Many of the isoform-specific residues,
such as those on helices 4 and 5, are in areas that interact
with the plasma membrane (14,44) or are near the Ras
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dimerization interface in the presence of Raf (45,46). Inter-
estingly, several helix 3 residues are involved in the allo-
steric pathways linking the active site to helices 4 and 5
and to the allosteric site (9,47). Analysis of the aMD trajec-
tories suggests that helix 3 is at the center of communication
between the effector and allosteric lobes, with nuances
driven by isoform-specific interactions.

Helix 3, composed of residues 87–103, is adjacent to
switch I and switch II and can be divided into 4 regions
that contribute to functional areas containing isoform-spe-
cific residues (Fig. 6). When observed from an orientation
with helix 3 at the center, Ras can be viewed as forming
four quadrants, each impacting allosteric networks linking
the effector and allosteric lobes: loop 8 (magenta), switch



FIGURE 6 Interactions around helix 3 influ-

enced by isoform-specific residues. The main

panel shows a view of helix 3 at the center flanked

by four major regions that contain isoform-specific

residues (PDB: 3K8Y): loop 8 (magenta) switch I

(green), allosteric site (blue), and switch II (red).

Residues that influence the differences in dynamics

are shown in sticks. Isoform-specific residues are

designated by red stars. Each quadrant is magnified

in the peripheral panels, with residue side chains

and their favored interactions shown color-coded

for each of the isoforms: HRas, green; KRas, yel-

low; NRas, cyan.

FIGURE 7 The structure of NRas (PDB: 5UHV) with residues that are

different in at least one isoform shown in sticks colored cyan. Conserved

residues that behave differently in H, K, and NRas due to the isoform-spe-

cific residues are in gray sticks. To see this figure in color, go online.

Ras isoform-specific residues
I (green), allosteric site (blue), and switch II (red) (Fig. 6).
In all, 14 of the 17 G-domain residues (1–166) that are
not identical between the three isoforms of Ras are in these
4 areas, with significant impact on isoform-specific modula-
tion of active site dynamics. The remaining 3 are on helices
4 or 5, at the surface that becomes the dimer interface in the
presence of Raf (46). The loop 8 region (Fig. 6) is adjacent
to the nucleotide-binding pocket NKxD and ExSAK
conserved active site motifs and contains residues involved
in a water-mediated allosteric network linking switch I to
helix 5 (47). This region includes isoform-specific residues
A/P/P121, A/S/T122, E/D/D126, S/T/T127, R/K/K128, and
Y/F/F141 (HRas/KRas/NRas). All of these residues are
distinct in HRas, and identical in KRas and NRas, with res-
idue 122 being the one exception. Residue 122, which is
specific to each of the isoforms, is chemically unique in
HRas (A) and contains a hydroxyl group in the other two
isoforms: KRas (S) and NRas (T). Overall, the loop 8 region
is unique in HRas compared with KRas and NRas and it is
poised to impact the nucleotide-binding pocket and switch I.

Residue T/T/S87 on helix 3 faces loop 8 and is S in NRas
and T in the other two isoforms, with a hydroxyl group pre-
sent in all cases. Residue 87 is at the N-terminal end of helix
3, at the beginning of a continuous surface of isoform-spe-
cific residues unique to NRas that also includes E/E/A91,
H/H/N94, and Q/H/L95 on helix 3, with significant impact
on switch I and switch II. Other residues specific to NRas
include conservative mutations Q/Q/H131, D/D/E132, and
R/R/K135 on helix 4 and H/H/Y166, which increases bulk
at the C-terminus of helix 5 near the allosteric site
(Fig. 7). All of these NRas-specific residues are identical
in HRas and KRas, except for residue 95, which is hydro-
philic in HRas and KRas and with a unique hydrophobic
character in NRas. Here, we focus on the effects of the helix
3 NRas-specific residues. Helix 4 residue H131 is adjacent
to residues that affect the loop 8 region and may impact
the distinct switch I behavior discussed below for NRas.
Residues E132, K135, and Y166 are near the dimer inter-
face and may also contribute through allosteric connections
to the unique switch conformations for NRas. Overall,
NRas-specific residues are situated to impact switch I and
switch II and their connection to the allosteric site. Unlike
HRas and NRas, which have several isoform-specific resi-
dues that cluster to affect loop 8 and the connection between
helix 3 and the switch regions, respectively, the three resi-
dues unique to KRas, other than S122 and H95, are distant
from each other on the G-domain structure. Their common
feature is that they are located near the Ras dimer interface
Biophysical Journal 121, 3616–3629, October 4, 2022 3623
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consisting of helices 4 and 5. Residue E107 (D in HRas and
NRas) is on the allosteric site loop 7, whereas D153 (E in
HRas and NRas) and K165 (Q in HRas and NRas) are
near the N- and C-terminal ends of helix 5, respectively.

While useful to look at the four quadrants of Ras through
the lens focused on helix 3, the dynamics of each quadrant
are linked to the others. Here, we explore the connections
between loop 8 and switch I and between the allosteric
site and switch II, as well as factors that differently affect
the link between switch I and switch II.
Loop 8 and switch I

Loop 8 is adjacent to the nucleotide-binding pocket and con-
tributes to a conserved salt bridge between R123 and E143
of the ExSAK nucleotide-binding motif. In HRas the
R123:E143 salt bridge is highly prominent and is at the cen-
ter of an H-bonding network supported by HRas-specific
residues. Alanine at residues 121 and 122 allows loop 8 flex-
ibility for the backbone carbonyl oxygen of A120 to bridge
to the Nε group of R123 through a water molecule on one
side, while the longer side chain of E126 (D in KRas and
NRas) bridges through a different water molecule to the ter-
minal NH2 of R123 on the other side from the A120 inter-
action. This network is extended through the R123:E143 salt
bridge with direct H-bonds to the hydroxyl groups of Y141
and S127 side chains on opposite sides of the E143 side
chain. In KRas and NRas, the more restricted P121 back-
bone keeps loop 8 slightly more open and D126 is too short,
such that their water-mediated interactions with R123 are
weakened. Concomitantly, E143 is shifted due to steric hin-
drance with F141, which now is within van der Waal’s con-
tact of the side-chain methyl group of T127, further
weakening the tight H-bonding network prevalent in HRas
(Fig. 6). The prominence of the R123:E143 salt bridge
and surrounding interactions in HRas results in reduced dy-
namics in the P-loop and helix 1, the N-terminal end of helix
3, loop 8 itself, and the N-terminal end of helix 4 compared
with KRas and NRas (Fig. 3). The loop 8 region is poised in
HRas to form an anchor to the nucleotide-binding pocket,
including stabilization of the GTP g-phosphate, which inter-
acts with the P-loop, promoting interaction with Y32 in
switch I in the canonical state 2/R state that we associate
with hydrolysis of GTP (9). Weakening of the loop 8
H-bonding network in KRas and NRas results in increased
dynamics adjacent to the guanine base of the nucleotide
and the P-loop regions (Fig. 3), with significant impact on
switch I and associated allosteric networks (47). The
increased flexibility in the P-loop is consistent with the
fact that we were not able to use 31P NMR to study state 1
and state 2 in KRas (8) as has been done by others for
HRas (39) and successfully reproduced in in our laboratory
(see SI of (8) for KRas and HRas 31P NMR spectra).

Residue A91 in NRas is among several that are chemi-
cally different from those found in the other two isoforms,
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with significant consequences to interactions near the active
site. In HRas and KRas, K88 comes within interaction dis-
tance of three negatively charged residues: E91 and D92 on
helix 3 and E62 on switch II (Fig. 6). The K88-E91 salt
bridge is prominent in these two isoforms, followed by the
K88-D92. In NRas, with no negatively charged side chain
at residue 91, the major interaction of K88 is with D92, fol-
lowed by interaction with E62. While in HRas the K88-E62
interaction is of little consequence to the stability of switch
II due to a robust H-bond network between helix 3 and
switch II residues, which includes interaction between
D92 and R68, in NRas the K88-E62 interaction contributes
to the disruption between helix 3 and switch II driven by iso-
form-specific residues N94 and L95 (described below).
These unique interactions in NRas, promote a conformation
of the Y32 side chain turned toward helix 1, not observed for
HRas and KRas. This would be expected to decrease access
of Y32 to the active site and increase exposure of the nucle-
otide and the P-loop residues to solvent. In the GTP-bound
state this conformation is unique to NRas as a result of iso-
form-specific residues (Fig. 7). The combination of the loop
8 residues resulting in increased dynamics in the nucleotide-
binding pocket and the shifts in NRas due to the absence of
E91, leads to a conformation of switch I that increases the
active site solvent exposure, while its backbone remains in
state 2 with the characteristic interaction between T35 and
Mg2þ ion in the active site.
Allosteric site and switch II

The allosteric site is a charged pocket at the interface of he-
lix 3, loop 7, and helix 4, previously observed to bind cal-
cium and acetate in HRas (9). This pocket involves
residues R97, K101, and D/E/D107, and is flanked by
Y137 in helix 4, and E98 and R102 in helix 3 (Fig. 6).
This region is relatively dynamic (Fig. 3) and interactions
within it directly impact the access to the R and T states
associated with shifts of helix 3/loop 7 toward helix 4 (R
state) or switch II (T state) (5,9). This is modulated by iso-
form-specific residue 94 (H94 in HRas and KRas, N94 in
NRas) and 107 (D107 in H-Ras and N-Ras, E107 in
K-Ras) affecting K101 and R102 salt bridges with nega-
tively charged residues E98 on helix 3 and D69 on switch
II (Fig. 6, top two quadrants). In KRas, E107 reaches into
the allosteric site making significant interactions with R97
and K101. While both interactions are diminished in our
simulations in HRas, NRas retains good sampling of the
D107-K101 salt bridge, possibly due to the presence of
Y166, which H-bonds directly with S106 and may stabilize
loop 7. The diminished D107-R97 interaction increases the
prominence of the R97-E98 salt bridge in both HRas and
NRas relative to KRas. With E98 shifted toward the allo-
steric site in HRas, it rarely interacts with R102, located
at the very top of helix 3. Thus, R102 faces the solvent
and is highly dynamic in HRas, interacting only rarely



FIGURE 8 Downfield proton NMR spectra for HRas, NRas, and KRas.

The T peak is associated with binding of the GTP analog GppNHp, shifted

further downfield when Ras is bound to GDP. Peak Z is a sensor for switch I,

present when Ras is in state 2 but not state 1. The X peak is an indicator of

switch II closed over the active site. It is weakened or absent when switch II

is shifted away from the active site.

Ras isoform-specific residues
with the side chain of D69 in switch II. As observed in
Fig. 3, residues at the top of helix 3 and in loop 7 have
high RMSFs in HRas compared with the same region in
KRas and NRas, primarily due to the relative lack of inter-
actions between R102 and either E98 in the allosteric site or
D69 in switch II. While D69 is exposed to solvent in HRas,
other nearby residues such as Q99 and Q95 form favorable
H-bond interactions with switch II (9), helping to maintain
the integrity of the switch. In KRas, the more prominent
interaction between E107 and R97 releases E98 which shits
its position toward the top of helix 3, where it interacts with
R102 more frequently in our simulations. However, R102
can also swing toward switch II to interact with D69, pro-
moting the T state and distancing Q61 from the active
site. In NRas, isoform-specific residue N94 interacts with
the backbone carbonyl group of F90, with R97, and, to a
lesser extent, with E98. This series of interactions, not pre-
sent in HRas, allow E98 to interact with R102 as in KRas,
and D69 participates in a salt bridge interaction with R73
(Fig. 6), which in concert with the NRas isoform-specific
residues in helix 3 facing switch II impair the H-bonding
networks integral to the R state.

Although switch II is conserved among the three iso-
forms, it behaves differently in the three Ras proteins
due to key isoform-specific residues on helix 3. The first
residue at this location is residue 95, unique in H, K,
and NRas (Fig. 6). In HRas this residue is Q95, which sus-
tains interactions with nearby Q99 and R68, both of
which, along with Y96, are involved in the allosteric
network linking the allosteric and active sites (9). KRas
features H95, which interacts with Q99 but not with
R68. The absence of this interaction, in concert with
KRas isoform-specific residue E107, which enhances the
R102-D69 interaction as described above, appears to favor
the T state in KRas relative to HRas, and switch II shifts
outward allowing an interaction between Y71 and D38 in
switch I not observed in the other two isoforms during our
simulations. This, could be associated with a sharp kink in
helix 3 that is unique to KRas and may contribute to the
high RMSF values seen for switch II, not only in the
aMD simulations but also in the cMD simulations
(Fig. 3). As switch II is a driver of switch I conformation
in KRas (48), it is not surprising that switch I exhibits high
RMSF values in KRas as well. NRas, with L95 unable to
participate in any H-bond interactions with either Q99 or
R68 in switch II, shows reduced connectivity between
switch II and the allosteric site and, without these key in-
teractions to promote the R state, NRas is almost always
in the T state during our simulations. In short, the interac-
tions at the allosteric site provide a molecular basis for
how the E98-R102 and D69-R102 pairs influenced by iso-
form-specific residues affect access to R state and T state
associated with the placement of catalytic Q61 in the
active site, which we propose is essential for hydrolysis
of GTP (9,49).
1H NMR spectrum in line with aMD simulations

To test whether the aMD simulation analysis described
above is consistent with an experimental probe of active
site dynamics, we turned to proton NMR data in the down-
field region of the spectrum as we previously described for
HRas and KRas (8), with added NMR data for NRas
(Fig. 8). Note that here we add a new spectrum for KRas
with no contribution from the GDP-bound form, and sum-
marize the peaks associated with the Ras isoforms bound
to the GTP analog GppNHp. In brief, we take a resonance
peak at 13.2 ppm (peak T) as a sensor of Ras bound to
GppNHp; a resonance at 10.9 ppm (peak X) as a sensor of
the switch II shielding of the protonated g-phosphate of
GppNHp (49); and a resonance at 10.3 ppm (peak Z) as a
sensor of switch I shielding of the P-loop, as we described
previously in detail (8). The aMD simulation analysis
described above reveals a relatively stable active site for
HRas supported by HRas-specific residues in the loop 8 re-
gion, such that its state 2 is characterized not only by the
T35 H-bond to the Mg2þ ion but also by a Y32 side chain
turned toward the nucleotide interacting with the g-phos-
phate of GTP. This protected active site results in strong
downfield NMR resonance peaks, particularly the X peak,
due to a relatively stable switch II, presumably associated
with the R state. For KRas, the peaks are present, although
with a less prominent X peak, consistent with a more open
switch II and more prominent T state, while a Z peak similar
to that of HRas is indicative of similar sampling of state 1 in
the two isoforms. Interestingly, the NRas NMR spectrum is
flat in the region where the X and Z peaks are expected. As
discussed above, diminished connection between switch I
and the N-terminal end of helix 3 due to NRas-specific
residue A91 and between helix 3 and switch II due to
Biophysical Journal 121, 3616–3629, October 4, 2022 3625
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NRas-specific residue L95, promotes a more open state 2,
with Y32 interacting with helix 1 residues and a prominent
T state. This leads to an active site highly exposed to sol-
vent, including the P-loop, which is highly dynamic in
NRas (Fig. 3), and the g-phosphate of GTP, consistent
with the absence of the X and Z peaks in the NMR spectrum.
In all, the NMR spectra shown in Fig. 8 support our MD
simulation analysis of active site dynamics in the three
Ras isoforms.
DISCUSSION

It is now accepted that while HRas, KRas, and NRas have
essentially the same 3D structure, with highly similar se-
quences, their dynamics and access to functionally relevant
conformational states vary substantially. Experimentally,
this is reflected in distinct GTP hydrolysis rate constants
(18), different levels of hydrogen-deuterium exchange
observed by mass spectrometry (50), and distinct proton
NMR signatures in the downfield region associated with
switch I and II conformational states (Fig. 8) (8). Computa-
tionally, cMD has been used to study differences between
the Ras isoforms, establishing KRas as the most flexible
of the isoforms and delineating important regions of corre-
lated motions in the active, GTP-bound state (38,40,48).
Importantly, the conformational transition between the
GDP- and GTP-bound states of HRas has been studied using
aMD, shown to sample a wide range of conformational
states exemplified in various crystal structures in the PDB
(51). This supported our choice of aMD for observing tran-
sitions between state 1 and state 2 and R and T states, not
accessible by cMD for Ras bound to GTP in relatively short
simulations as presented in this study. Here, we contribute to
the existing body of work by adding WAXS as experimental
evidence that the flexibility or range of conformational
states observed in solution for the three Ras isoforms is bet-
ter captured by aMD than cMD, and analyze the aMD sim-
ulations of the G-domains with focus on how isoform-
specific residues lead to distinct sets of interactions that
affect their structure and dynamics. Our comparative anal-
ysis is based on simulations that started with our crystal
structures of each wild-type Ras, HRas (PDB: 3K8Y) (9),
KRas (PDB: 5UK9) (8), and NRas (PDB: 5UHV) (18),
and an additional structure of wild-type KRas present in
the PDB (PDB: 6GOD) (52), without having to make any
in silico reversions other than the substitution of the b-
and g-phosphate bridging group with an oxygen atom to
obtain GTP. This is important because short simulations
that start with mutant structures reverted back to wild-type
may retain some features of the original structure that could
bias the simulation results.

We have previously described the use of WAXS data to
show that HRas-GDP is globally more rigid in solution
than HRas-GppNHp and that, while cMD appropriately cap-
tures the flexibility of HRas-GDP, aMD is needed to match
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the WAXS data in the case of HRas-GppNHp (19). Here, we
use aMD to capture conformations not accessed in compa-
rably short cMD simulations, with scale factors shown in
Table 1 that are near 1. The greater global flexibility of
the GTP-bound state is supported experimentally, with
HDX-MS results showing that HRas, KRas, and NRas
bound to GppNHp undergo increased hydrogen-deuterium
exchange relative to their respective GDP-bound forms
(50). The global features of our simulations are consistent
with experimental WAXS data and the results of our anal-
ysis are supported by the NMR spectra presented here.

Although aMD has limitations due to the boost potential
bias already discussed, it succeeds in traveling across the
conformational landscape more easily than cMD within a
short simulation time, revealing possible conformations
that do not come up within an equivalent time frame in
cMD. Therefore, there is added value for a biological anal-
ysis of these isoforms of Ras. Although several of the con-
formations observed in the aMD simulations are similar to
those seen in crystal structures, some are not represented
in the PDB. Thus, the aMD simulations provided more in-
formation about the overall accessible conformations than
cMD as presented here. Possibly, running long multi-micro-
second simulations would yield sufficient sampling of
conformational states for a quantitative assessment of the
population distribution. However, being able to attain dy-
namics information with relatively short aMD simulations
is an important factor for the wider use of simulation tools
in the analysis of structural data.

Focus on the contribution of the isoform-specific residues
in the aMD simulation analysis revealed that these residues
cluster in functionally important regions that connect the
two lobes of the Ras G-domain centered around helix 3.
HRas, with its isoform-specific residues located in the
loop 8 region, which includes both the NKxD and the
ExSAK nucleotide-binding motifs, has the most stable
active site where the nucleotide is anchored and serves as
a docking area for switch I residues Y32 and T35. This is
reflected in lower RMSF for the P-loop, helix 1, and N-ter-
minal portions of helix 3 adjacent to loop 8, as well as the
N-terminal portion of switch II in HRas, relative to the other
two isoforms (Fig. 3). Consistently, our NMR results indi-
cate protected P-loop and g-phosphate of GTP in HRas
(Fig. 8). Interestingly, HRas has the highest fluctuations in
the C-terminal end of helix 3/loop 7 due to the disordered
nature of R102 and D69 in this isoform stemming from
the E98-R97 interaction in the allosteric site. Fluctuations
in this region of KRas and NRas are attenuated by the pres-
ence of isoform-specific residues E107 in KRas and N94,
L95, and possibly Y166 in NRas. In KRas the presence of
E107 positions this residue to interact more optimally
with K101, shifting allosteric site interactions such that
E98 interacts with R102. In NRas, the E98-R102 interaction
is enhanced by the fact that N94 interacts with F90 and by
the diminished connection between helix 3 and switch II,
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strongly promoting the T state. KRas has highly dynamic
switch I and switch II, loop 8, and the N-terminal end of he-
lix 3, all areas surrounding the nucleotide-binding pocket.
Its P-loop also exhibits significantly higher RMSF values,
albeit not as high as NRas (Fig. 3). This reflects the arrange-
ment of residues in loop 8, similar to NRas but without the
switch I and II stabilizing features promoted by helix 3
NRas-specific residues that favor a more open state 2 in
switch I and stabilizing interactions within switch II, such
as that between D69 and R73 (Fig. 7). NRas shows signifi-
cantly increased P-loop dynamics and this is explained by
the helix 3 NRas-specific residues that lead to a relative
lack of connection between the switch regions and helix 3,
with an enhanced K88 salt bridge with E62 in switch II pro-
moted by A91 in an open state 2 conformation that exposes
the nucleotide and the P-loop. Previous simulations have es-
tablished R102 as a driver of motions for the switch regions
in K-Ras (48). This residue is modulated by isoform-specific
residues in Ras proteins, with significant impact on the
behavior of switch II, which in turn affects switch I. The fea-
tures we describe for the three isoforms are in line with the
NMR spectra presented in Fig. 8, and consistent with previ-
ously published Ras intrinsic GTP hydrolysis behavior in
the absence and presence of Raf-RBD (18). In the context
of the results presented here, the greater hydrolysis rate con-
stant for HRas (0.016 min�1) relative to KRas (0.006 min�1)
and NRas (0.006 min�1) (18) can be ascribed to loop 8 res-
idues specific for HRas, which anchors GTP and with it Y32
and Q61 in the active site, favoring the R state conformation
associated with GTP hydrolysis (9,49). Binding of Raf-RBD
to both KRas and NRas stabilizes switch I in a catalytically
competent conformation as it does in HRas (9,13,53). In
KRas, this leads to a rate constant for GTP hydrolysis
similar to HRas, providing an anchor for switch II to adopt
the R state. In NRas the disconnection between helix 3 and
switch II due to L95, with an enhanced T state, prevents the
binding of Raf-RBD from having a similar effect on the
GTP hydrolysis rate constant, which remains slow. Thus,
here we add mechanistic understanding of our previously
published observation that the stabilization of switch I in
the active site in the presence of Raf-RBD is rate-limiting
in KRas, whereas in NRas attaining the R state associated
with switch II is the rate-limiting step in the intrinsic hydro-
lysis of GTP on Ras (18). The variation in hydrolysis rate
constants in the absence of GAPs (54) or of membrane com-
ponents and ligand binding in the allosteric site (9,13) are
useful to validate the analysis presented here, although other
factors are needed to achieve the 3–5 orders of magnitude
necessary for a biologically relevant increase in GTP hydro-
lysis. Furthermore, the fact that there seems to be greater
difficulty in attaining the R state in NRas due to isoform-
specific residues in helix 3, may have consequences for
signaling through Ras/Raf/MEK/ERK where switch II is
not part of the Ras/effector interface and where an allosteric
switch mechanism may be of key importance in turning the
signal off (9,13,45,46). This could be related to the promi-
nence of Q61 mutations in NRas-mutant cancers, such as
melanomas, in association with signaling through Raf
(55). One last point to note is that NRas was observed to
have slightly lower affinity for Raf-RBD than the other iso-
forms (200 vs. 100 nM for HRas and KRas) (18). This could
be due to a more open state 2 conformation of switch I
where Y32 interacts with helix 1, as the Y32 side chain
must change conformation to close over the nucleotide
when the two proteins interact (13).

To conclude, we present a series of aMD simulations start-
ing from crystal structures of the active states of each Ras iso-
form, providing mechanistic understanding of the influence
of isoform-specific residues on Ras dynamics, consistent
with experimental results. It is clear that isoform-specific
residues coevolved in clusters to fine-tune dynamics in a
way that affects functionally important regions connected
to the active site. These differences affect biochemical prop-
erties of the G-domain and it will be exciting to learn going
forward of mechanistic connections to signaling outputs.
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