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INTRODUCTION
As the landscape of surgical education has evolved, 

there is an ever-increasing requirement for surgical 
residents to demonstrate procedural competency as a 
necessity for program completion.1 Concurrently, clini-
cal opportunities and the time required for compe-
tency-based assessment may be limited by a framework 
of duty-hour restrictions with reduced time for skill and 
knowledge acquisition, as well as increased emphasis on 
patient safety.1–3 This challenge requires a paradigm shift 
in surgical education that utilizes novel strategies and 
technologies for resident education and assessment.1,3,4 
Some technologies that have seen the most significant 
innovation for surgical education include the use of sur-
gical simulation coupled with virtual reality (VR), mixed 
reality (MR), and augmented reality (AR).4,5

The use of simulation in surgical education, achieved 
with cadaveric, animal, synthetic, or virtual models, aims 
to recreate the operative experience and allow for skill 
development. Using these various modalities, trainees are 
able to develop and refine both technical and cognitive 
skills in a controlled environment.6 Simulation has been 
well-described in the surgical literature, with multiple 
studies demonstrating an acceleration of learning curves 
and successful development of surgical skills in trainees.3,6,7 
The value of simulation has also been demonstrated via 
improvements in resident competency scores and intraop-
erative performance for both junior and senior residents.8

VR can be defined as immersion in an entirely simu-
lated digital environment isolated from the external 
world, often via a wearable headset or other simulator.4,5,9 
The terms “AR” and “MR” are often used interchangeably 
within the surgical literature; however, it is important to 
distinguish fundamental differences. AR describes tech-
nology in which digital information is superimposed onto 
the user’s view of the external environment, including 
graphics, audio, or video, such as Google Glass (Google, 
Inc., Mountain View, Calif.).1,4,5 However, unlike MR, this 
information is not interactive with the real world. MR is 
the blending of virtual and real worlds in which super-
imposed information is integrated into the user’s sur-
roundings, allowing for the user to fully interact with this 
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virtual information and stimuli.1,4 The most heavily stud-
ied technology in this domain is the Microsoft Hololens 
(Microsoft Corp., Redmond, Wash.), which encompasses 
a head-mounted display (HMD) and the projection of 
visual information over the user’s field of view.3,10

VR, AR, and MR have seen increasing adoption in 
recent years across multiple surgical disciplines, demon-
strating utility for surgical education, preoperative plan-
ning, and intraoperative navigation.10,11 However, much of 
this research has been focused on general surgery, ortho-
pedics, and spine surgery, with relatively fewer publica-
tions pertaining to plastic surgery.11,12 Given the breadth 
of plastic surgery and the necessity of surgeons to transfer 
their skills to unique clinical scenarios, plastic surgery is a 
specialty that could benefit from surgical simulation. This 
review aims to describe the current state of VR and AR as it 
pertains to education of plastic surgery trainees and its lim-
itations, and offers guidance for future implementation.

VIRTUAL, AUGMENTED, AND MIXED 
REALITY—THE BENEFITS OF EACH AND 

THE PURSUIT OF THE IDEAL SIMULATION 
ENVIRONMENT

The most recent advances in surgical simulation per-
tain to the use of VR, AR, and MR, with each modality con-
ferring its own relative advantages.6 VR simulators provide 
an immersive experience well suited for the development 
of knowledge and intraoperative decision-making skills.3,13 
VR simulation can also replicate rare clinical scenarios 
and avoids the need for direct supervision by an expert 
instructor to obtain constructive feedback.8,13 AR allows 
for information to be superimposed onto the user’s field 
of view, permitting quick referencing of data to assist with 
procedural completion, and may also be utilized for task 
recording and later review.1 In contrast, MR typically uses 
an HMD, a position-tracking system, and software that 
allows for integration of superimposed information with 
the real environment.3 The ability to integrate the real 
and virtual worlds provides for a higher fidelity simulation 
and the possibility of remote learning and telementor-
ing.3,14 The advantages and disadvantages of VR, AR, and 
MR are summarized in Table 1.

Among the three modalities, AR/MR technology has 
become predominant given the advantages it confers over 
VR3. The immersive nature of VR excludes the physical 
environment from the user, it is difficult to incorporate 
haptic/force feedback into these systems, and it does not 
allow natural interaction among a group of teachers/
learners.3,13,23 Haptics, or the force feedback capability of 
the system, is a critical element and results in improved 
skill acquisition among trainees.15,23 Many VR systems also 
lack the construct validity, or the ability to accurately dis-
tinguish intermediate and expert trainees with respect 
to technical expertise.16 Finally, certain educational VR 
simulators are noninteractive and may be better-suited to 
anatomic visualization and operative planning rather than 
learning technical skills.13 Therefore, in the pursuit of an 
ideal simulator for trainees, AR/MR will likely become 
the predominant modality, although certain limitations 

pertaining to simulator realism and haptic feedback will 
need to be overcome.

EDUCATIONAL BENEFITS OF AUGMENTED 
AND MIXED REALITY

With ongoing improvements, AR/MR applications 
hold significant promise for the training of surgical train-
ees, ranging from anatomy curricula to the development 
of procedural skills and remote instruction.9,24 This tech-
nology has already demonstrated utility as an adjunct to 
nonsimulation-based training methods, with some stud-
ies demonstrating increased comprehension and under-
standing of three-dimensional structures.5

Traditional anatomy teaching has often relied on 
physical models and cadaveric dissection.5 Due to limited 
availability and high cost, alternatives to cadaveric speci-
mens are required.25 High-fidelity virtual models provide 
an alternative to cadaveric models and may allow for 
improved understanding and conceptualization of ana-
tomical details that are difficult to demonstrate in some 
cadaveric specimens. For example, Vartanian et al25 devel-
oped an interactive 3-D virtual model of a human nose 
using cadaveric specimens, allowing individual users to 
review the anatomy in a high level of detail—something 
that may be beneficial to mastering procedures such as 
rhinoplasty.26 Subsequently, these models can be extended 
to create interactive surgical animations and mobile appli-
cations such as Touch Surgery (Touch Surgery, London, 
United Kingdom).2,5 Flores et al27 have also developed 
a similar virtual atlas of craniofacial procedures and 
demonstrated its utility in trainee knowledge and skill 
acquisition.8,28

Reduced opportunity to develop surgical skills stem-
ming from duty-hour restrictions has also been coupled 
with an increased emphasis on patient safety, creating 
an expectation that trainees must accumulate improved 
surgical expertise before performing procedures in the 
operating room.3 Proponents maintain that simulation is, 
therefore, essential for skill development without needing 
to balance patient safety concerns.3 MR/AR simulators are 
uniquely suited to fill this void, providing an environment 

Takeaways
Question: What is the current state of augmented reality 
in surgical education and how will broader implementa-
tion impact future trainees?

Findings: Augmented reality applications have been imple-
mented across multiple surgical disciplines, although 
little literature exists pertaining to plastic surgery. We 
describe the strengths of augmented reality, applications 
in surgical education, and current limitations, and offer 
practical guidance for implementation in competency-
based curricula.

Meaning: Augmented reality has tremendous untapped 
potential in plastic surgery. With creation of standardized 
assessment tools, AR/MR is uniquely positioned to com-
plement the next phase of surgical education. 
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for deliberate, hands-on practice away from a clinical set-
ting.2 In addition, there is added flexibility with respect 
to timing and location of training, as these simulators are 
available on tablets and phones.1 Furthermore, they pro-
vide repetition and real-time formative feedback that are 
imperative for skill development.2,6,29 This has gained trac-
tion in spine surgery as it pertains to pedicle screw place-
ment, a crucial procedural component with potentially 
adverse consequences with incorrect positioning.30 In a 
study by Gibby et al,30 AR using an HMD to view needle 
trajectory and CT image overlay resulted in 97% accuracy 
of needle placement into the pedicle. Needle placement 
was performed by inexperienced trainees, thereby dem-
onstrating the precision of AR technology and potential 
for skill development among novice learners.30 Figure  1 
demonstrates a similar task with simulated placement of a 
pedicle screw in an AR model developed in our laboratory. 
Logishetty et al29 demonstrated no difference in the accu-
racy of acetabular cup placement during a simulated total 
hip arthroplasty between a surgeon-trained group and a 
group trained exclusively with an AR platform. Therefore, 
AR models may hold significant value in allowing trainees 
to effectively develop skills in an unsupervised setting to 
complement expert-guided instruction.

Within plastic surgery, procedures that would benefit 
most are those that are technically challenging, requir-
ing a high degree of visuospatial awareness, and those 
where clinical opportunities are limited because of rarity 
or potential for adverse outcomes. One procedure with a 
considerable learning curve is operative fixation of scaph-
oid fractures. Incorrect placement of the compression 
screw can impair bone healing and adversely affect the 
biomechanics of the wrist, resulting in well-documented 
complications.31 Another procedure that requires a high 
visuospatial awareness and often challenges novice learn-
ers is K-wire placement in hand fractures. While one early 
study utilized Google Glass as an adjunct for K-wire fixa-
tion, no objective measures of task proficiency or errors 
were recorded.17 Therefore, more robust models for oper-
ative fixation of hand fractures are warranted and may 
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Fig. 1. pedicle screw placement into a spine model using an aug-
mented reality overlay to demonstrate ideal and actual trajectories 
of the screw.
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yield significant benefits in skill acquisition and retention 
for learners (Fig. 2). (See Video [online], which shows a 
real-time view of an AR simulator for K-wire fixation of 
Bennett’s fracture.) The development of AR applications 
can provide a high-fidelity learning environment and can 
be coupled with physical models to increase fidelity and 
haptic feedback for procedures routinely encountered by 
plastic surgery trainees.14,29

To justify increasing investment of resources and fur-
ther adoption of AR, demonstrable benefits over traditional 
training techniques are necessary. Vera et al14 demonstrated 
a shorter learning curve, faster completion times, and 
reduced error rates using AR for laparoscopic training when 
compared to receiving verbal cues from a staff surgeon. 
Improved task performance was also reported by Leblanc 
et al32 when comparing AR simulation to cadaveric models 
for colorectal surgery skills. The gynecology and neurosurgi-
cal literature supports analogous benefits to trainees, with 
improved knowledge-based scores and operative efficiency 
when compared with traditional methods.18,33,34 Plastic 
surgery trainees may expect to derive similar gains from 
specialty-specific simulators, although studies assessing tra-
ditional learning methods versus AR/MR are warranted.

AR can also facilitate telemedicine and remote learn-
ing of new techniques.1,3,24 Vyas et al24 reported on AR to 
create an overseas cleft-surgery curriculum led by a remote 
American surgeon to guide two Peruvian surgeons through 
cleft surgery. The remote surgeon’s virtual operative field 
was merged with live audio and video from the operating 
room of the overseas surgeon that was visible to both par-
ties. A progressive improvement in all seven aspects of cleft 
lip repair was demonstrated by both groups of surgeons. 

Technology such as virtual interactive presence in AR 
allows for real-time interaction between local and remote 
surgeons and an AR overlay for the local surgeon,3,10,35 with 
demonstrated early success in orthopedics and neurosur-
gery. Similar technology can be used across multiple insti-
tutions, allowing for more experienced surgeons to guide 
colleagues and trainees through an operative procedure.24 
Applications of VR/AR/MR are summarized in Table 2.

Despite its educational potential, AR/MR is intended 
to be complementary to operating room experience and 
not a direct replacement for operative exposure. These 
modalities are effective in teaching anatomy and the 
surgical steps of a procedure. However, these models do 
not fully replicate hands-on surgical training as they lack 
haptic/force feedback and cannot replicate the more 
nuanced aspects of tissue dissection.1,3 In one study, partici-
pants reported greater satisfaction with a cadaveric model, 
citing tissue consistency and preservation of anatomic 
planes as important factors.32 Further improvements in 
AR simulation will require incorporation of appropriate 
haptic feedback and better representation of tissue char-
acteristics. Therefore, the real benefit is to allow trainees 
to acquire skills outside of the operating room and exten-
sion of these skills in an operative environment to focus 
on aspects such as tissue handling.

ASSESSMENT BENEFITS OF AUGMENTED 
REALITY SIMULATION

As residency programs transition to competency-
based curricula, more standardized forms of assessment 
are needed.2 The milestones of such a curriculum reflect 
knowledge and skill competencies that must be achieved 
by each trainee before advancement to the next stage of 
training and, ultimately, autonomous practice.38 However, 
while in-service training examinations exist to assess clinical 
knowledge, fewer objective measures exist to measure tech-
nical proficiency. Varying degrees of correlation between 
results of in-service examinations and clinical performance 
also underscore the need for more objective assessment.39

Incorporating AR-based simulators for core plastic sur-
gery procedures in conjunction with validated assessment 
tools would allow residency programs to more objectively 
track trainee competence on predetermined tasks.2 As a 
first step toward uniform implementation, such core pro-
cedures would need to be determined at a national level 
via consensus among program directors and administra-
tors. Simulators and assessment tools tailored for each 
core procedure can then be developed with both resident 
and staff input.19,40 Scores on an objective, validated sys-
tem that are adapted to postgraduate years would help to 
illustrate progressive trainee proficiency and determine 
suitability for operating on patients.19,40 For example, ele-
ments such as time to task completion, tool path length, 
distance from target, tool redirections, and focus shifts are 
objective measures that can be tracked by an AR simulator 
and aggregated into a composite score.18,30,33 Systems capa-
ble of recording operative performance statistics already 
exist for general surgery training, such as fundamentals 
of laparoscopic surgery.41 With real-time tool/instrument 

Fig. 2. procedural sequence of K-wire fixation task. a, Unreduced 
Bennett’s fracture. Fracture fragments depicted in blue. B, Reduced 
Bennett’s fracture. Fracture fragments depicted in blue. c, Starting 
point for K-wire fixation task. D, K-wire depicted shortly after ini-
tiation of task. E, completed K-wire fixation task with appropriate 
reduction of fracture fragments.
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tracking,3 these simulators assist trainees to better delin-
eate areas of deficiency and allow for more constructive 
feedback with supervising surgeons.2,30,33 However, no 
equivalent assessment tool exists for plastic surgery train-
ees. Complementary measures would include the Surgery 
Task Load Index and eye tracking to record changes in 
pupillary size, blink, and gaze deviation,41,42 as means of 
determining the cognitive load on trainees. Incorporating 
measures of cognitive load into simulation would allow for 
better understanding of procedure-specific task demands 
and allow for personalized learning.20,42

LIMITATIONS OF CURRENT TECHNOLOGY
Several important limitations must be addressed before 

these modalities become routine components of training 
programs. AR simulators lack the degree of realism neces-
sary to completely replicate human tissue and may be miss-
ing components of haptic feedback.1,5 Most significantly, 
these constructs may be missing deleterious sequelae that 
result from intraoperative mistakes, such as transection 
of critical structures, and may present false security to the 
user.1 However, as technology improves, these simulators 
will be better able to simulate operative environments by 
incorporating haptic feedback or combining them with 
physical models and virtual overlay of information.

Multiple studies have also reported on user issues with 
hardware such as the Microsoft Hololens that is frequently 
used in AR, such as weight of the device (590 g)5 and nausea 
and vertigo with prolonged use.1,3 However, these adverse 
effects on users are more likely to be experienced with VR 
applications.21 Issues with network connectivity and secu-
rity will also need to be allayed,3,24 to both protect sensitive 
patient information and facilitate seamless interactivity 
in remote applications. Finally, the cost of AR modalities, 
such as the Microsoft Hololens, which retails for US $3500 
(Microsoft.com), may prevent rapid integration, although 
the prices of these devices are gradually decreasing.5 The 
ability to use tablets and phones for some simulations that 
do not require complex devices like Hololens may mitigate 
this problem and offer potential for wider adoption.

Issues with line of sight and inattentional blindness, the 
failure to notice objects within one’s operative field, have 
also been reported in the setting of AR.3,43,44 In two sepa-
rate neurosurgical studies, participants in groups using 
AR image guidance were significantly less likely to notice 
foreign bodies during simulated surgical tasks than those 
using traditional image guidance.18,43 This inattentional 
blindness may pose potential safety concerns when trans-
lated to a clinical setting if critical events during surgery 
are not realized. Therefore, further study is warranted 
to optimize surgeon awareness and possibly incorporate 
these into assessments during AR-assisted procedures and 
to maximize patient safety.

CURRENT APPLICATIONS AND NEXT STEPS

Simulation/Education
Numerous studies describe benefits to trainees using 

AR technology during learning and skill acquisition, Ta
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although a paucity of data exists regarding the transla-
tion of these skills to the clinical setting and the effect on 
patient outcomes.3,4 Further studies should focus on clini-
cally important outcomes, such as complication rates and 
cost effectivenes,12 to demonstrate that patients may derive 
tangible benefit from incorporation of AR4. In addition, 
the heterogeneity of studies on AR simulation has pre-
vented the establishment of validated outcome measures.4 
Such measures would lend further credibility to AR/
MR as an important adjunct in the training curriculum. 
Instrument-tracking software would help to facilitate mea-
surement of objective variables such as “distance-to-target” 
and subsequently procedure-specific composite scores,4 in 
keeping with the objectives of competency-based educa-
tion. Additionally, AR simulators can tailor a module to 
varying learner experience levels. Novice learners could 
be presented with a clinical scenario with multiple cues 
and guidance to proceed through the process, whereas 
these can be omitted for learners who are more senior. 
An example would be the use of targets and trajectories in 
tasks such as K-wire insertion to guide the learner in the 
skill acquisition phase, and subsequently removed during 
the competency testing phase of the module.

Preoperative Planning
AR has further potential for patient-specific preopera-

tive planning and to improve the consultation process. For 
example, Crisalix (Crisalix SA, Lausanne, Switzerland) 
and the VR-Assisted Surgery Program are two applications 
that allow photographs of patients to be rendered and 
altered digitally, helping patients visualize postoperative 
results. These programs also allow surgeon and trainee to 
develop a patient-specific surgical plan based on preopera-
tive imaging.1,5,10 This may prove particularly useful during 
technically demanding procedures, such as rhytidectomy, 
perforator flap dissection, and osteotomies.5,37,45 AR has 
already demonstrated proof of concept with planning of 
LeFort I osteotomies and fibula free flap harvest.22,46

Intraoperative Navigation
AR has been utilized for intraoperative navigation,1,3–5 

such as to assist with perforator flap dissection and cranio-
facial osteotomies. However, if AR is to be incorporated 
further into the clinical environment, improvements are 
required in image registration capabilities and integra-
tion of preoperative imaging with AR platforms. Given 
that tissue distortion and patient positioning changes 
throughout a procedure, orientation of the originally 
registered images may change, and this has presented a 
challenge to seamless implementation in an operative set-
ting.1,47 Moving forward, enhancements in spatial track-
ing capability and AR registration systems will be required 
so that anatomical changes are accounted for without dis-
ruption of the surgeon’s line of sight or the virtual opera-
tive plan.11

CONCLUSIONS
VR and MR are rapidly advancing technologies that 

have tremendous untapped potential in plastic surgery, 

with proven benefits in skill acquisition, task performance, 
and remote learning. As these modalities are refined with 
improved simulation of a surgical environment, their 
adoption is likely to increase. Together with the creation 
of standardized assessment tools, AR/MR is uniquely posi-
tioned to complement the next phase of surgical educa-
tion, ultimately leading to improved skill acquisition and 
improvements in patient outcomes through more effi-
cient operative procedures and fewer complications.
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