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Abstract

Objective.——To develop and internally validate a multivariable predictive model for days with 

new-onset migraine headaches based on patient self-prediction and exposure to common trigger 

factors.
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Background.——Accurate real-time forecasting of one’s daily risk of migraine attack could 

help episodic migraine patients to target preventive medications for susceptible time periods and 

help decrease the burden of disease. Little is known about the predictive utility of common 

migraine trigger factors.

Methods.——We recruited adults with episodic migraine through online forums to participate in 

a 90-day prospective daily-diary cohort study conducted through a custom research application 

for iPhone. Every evening, participants answered questions about migraine occurrence and 

potential predictors including stress, sleep, caffeine and alcohol consumption, menstruation, and 

self-prediction. We developed and estimated multivariable multilevel logistic regression models 

for the risk of a new-onset migraine day vs a healthy day and internally validated the models using 

repeated cross-validation.

Results.——We had 178 participants complete the study and qualify for the primary analysis 

which included 1870 migraine events. We found that a decrease in caffeine consumption, higher 

self-predicted probability of headache, a higher level of stress, and times within 2 days of the onset 

of menstruation were positively associated with next-day migraine risk. The multivariable model 

predicted migraine risk only slightly better than chance (within-person C-statistic: 0.56, 95% CI: 

0.54, 0.58).

Conclusions.——In this study, episodic migraine attacks were not predictable based on self-

prediction or on self-reported exposure to common trigger factors. Improvements in accuracy and 

breadth of data collection are needed to build clinically useful migraine prediction models.
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INTRODUCTION

The unpredictable nature of migraine attacks creates significant challenges for individuals 

living with episodic migraine. In theory, accurate real-time forecasts of oncoming migraine 

attacks could help patients to target medication use and other preventive strategies for 

susceptible time periods and help decrease the disease burden.1,2 Several different types 

of data may correlate with day-to-day migraine risk, and thus may help to predict 

migraine;1,2 these include trigger factors,3,4 premonitory symptoms,5–7 self-prediction,5 and 

physiological signals.8,9 Though trigger factors have been formally studied for at least 

60 years,3 and certain transient exposures (eg, psychological stress, changes in sleep, 

and menstrual cycles) are commonly thought to bring about migraine attacks, as of yet 

there is limited work toward assessing their predictive utility.1,10–12 Predictive modeling of 

migraines is promising not only for the longer term goal of applying real-time migraine 

prediction for individual patients, but also in the near term to set a baseline for predictive 

accuracy and to understand the relevance of different factors to this end.13

The current best effort toward migraine prediction based on self-reported data, by 

Houle et al., used a model based on stressful event frequency and current headache 

status, and estimated an out-of-sample concordance statistic (area under the receiver-

operating characteristic curve) of 0.65.11 This work laid important groundwork for future 
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migraine prediction studies and sparked several commentaries or re-analyses describing the 

importance of and room for improvement in headache forecasting.1,12,14 It also brought 

to light key areas for methodological improvement in predicting migraine days. For one, 

as the authors acknowledged, it would be intuitively useful to focus on prediction of new 

attacks during non-headache times (rather than predicting next-day headache regardless of 

current headache status).11 Second, migraine triggers may stack up in an additive way to 

increase migraine risk, therefore, including multiple different trigger factors in an additive 

model might boost predictive accuracy.1,15 Third, with a multilevel data structure and an 

intended application of predicting day-to-day migraine risk within individual patients, it is 

most fitting to evaluate predictive performance using within-person metrics.16,17

In light of these opportunities for improvement, the objective of this study was to develop 

and internally validate a multivariable predictive model for days with new-onset episodic 

migraine attacks, based on self-reported exposure to specific trigger factors, headache self-

prediction, and passively collected weather data.

METHODS

Subject Recruitment and Inclusion and Exclusion Criteria.—

Between October 2018 and March 2019, we used ResearchMatch, Facebook Ads, and other 

online forums to recruit patients with episodic migraine for a 90-day, iPhone app-based 

prospective daily-diary cohort study. We assessed study eligibility via an online survey 

(Supporting Section S1). Eligible participants were at least 18 years of age, living in the 

United States, and had an iPhone 5s or later. They had suffered from severe headaches for 

at least 1 year, had migraine headaches in the past 3 months as assessed by the 3-question 

ID Migraine diagnostic tool,18 and had 2–10 headaches per month with fewer than 15 

headache days per month. We administered the eligibility survey and managed study data 

using REDCap (Research Electronic Data Capture) electronic data capture tools hosted at 

our institution. 19,20

Data Collection.—

The iPhone application for daily data collection was programmed using ResearchKit (Apple; 

Cupertino, CA, USA) and transmitted study data to a secure server managed by Stanford 

University. After completing the online eligibility survey, eligible persons were invited to 

download the application onto their personal iPhones. Within the app, they could complete 

informed consent, enroll in the study, and submit all study-related data. At baseline, the 

application presented one-time surveys on health history and headache history. For the next 

90 days, the application administered nightly surveys about headache timing and symptoms, 

sleep timing, perceived stress, caffeine and alcohol consumption, medication changes, 

menstruation, premonitory symptoms, and headache self-prediction (survey questions in 

Supporting Section S2). We designed the daily surveys to measure factors that were (1) 

common potential trigger factors or premonitory symptoms in the literature; (2) affirmed by 

our migraine specialist co-author (MB); and (3) quantifiable within a simple daily survey 

on a small phone screen. Participants were asked to complete the survey every evening, 

close to their bedtime but before 3 am. Completed participants received $70 in Amazon 
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gift cards and a personal summary of their data. The final participant completed the 90-day 

follow-up in June 2019. To obtain daily weather data, we used the Google Maps Geocoding 

Application Programming Interface (API)21 and the Dark Sky weather API22 to gather daily 

summaries of temperature, pressure, wind, precipitation, and humidity for the participant’s 

home ZIP code. This study was approved by the Stanford University Institutional Review 

Board. This is the primary analysis of these data and the analysis was preplanned.

Data Analysis.—

Outcome.——Each participant-reported headache was classified as a migraine if it met the 

following criteria, taken from a recent controlled trial of a monoclonal antibody for episodic 

migraine prevention:23

• At least 30 minutes in duration and meets criteria C or D for migraine without 

aura in the International Classification of Headache Disorders, 3rd edition 

(ICHD-3),24

or

• Participant reported taking an ergotamine or triptan for this headache.

These criteria were intentionally looser than the ICHD-3 migraine diagnostic criteria in 

order to more sensitively capture migraines and probable migraines among patients who 

may already have a working rescue medication regimen. Other recent trials have applied 

similar criteria.25,26

We defined the units of analysis as “social days” starting at 3:00 am one day and ending at 

2:59 am the next day.27 After identifying the timing of migraine headaches, we classified 

each participant-day as At-Risk (as of day start, 3:00 am, no migraine was present within the 

past 24 hours) or Recovery (as of 3:00 am, there had been a migraine present within the past 

24 hours).28 Recovery days were excluded from the analysis.

Missing Data.——Because the surveys generally did not allow skipping questions, 

surveys were either entirely present or entirely missing for each person-day. To minimize 

missing data, participants were allowed, but not encouraged, to complete surveys up to 24 

hours late. Missing data were multiply imputed 5 times using the R package Amelia.29 

The imputation model included the outcome and all of the potentially relevant predictors, 

including leads and lags, from the surveys and weather data. Imputed values were used to 

predict migraine on subsequent days but outcomes were not predicted for days with missing 

surveys.

Sample Size.——At least 10–20 events per variable are necessary for predictive modeling 

with logistic regression.30,31 With approximately 180 participants, and an average of 10 

migraines per person, there are 1800 total events permitting 90–180 candidate predictors.

Candidate Predictors.——In order to predict the current day’s migraine risk, day-level 

predictors were based on survey responses from the previous day(s), with the exception of 

menstruation and workday/off day status, which were unlikely to be affected by migraine 

occurrence. In the primary and penalized models, we included menstruation (lag 0), an 
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indicator for a workday or day off of work (lag 0 and lag 1), and self-prediction of 

headache probability (lag 1). For each of 4 categories of trigger factors – sleep, stress, 

caffeine/alcohol, and weather – we defined between 1 and 4 exposure variables (Table 

1) based on the raw survey responses or raw passively collected data without reference 

to the headache outcomes. For each trigger category, we considered several candidate 

model specifications which varied the predictor construct, timing (lag) of the exposure 

measurements, and functional form of the predictor/outcome relationship (Table 2). We 

considered linear relationships and nonlinear relationships parametrized by natural cubic 

splines with 3 knots at the 10th, 50th, and 90th percentiles.32 These predictor constructs, 

lags, and functional forms were predetermined without examination of the data. Each 

model also included person-level means of each day-level factor, to distinguish between 

within-person and between-person correlates of migraine risk.33,34 To help explain between-

person variation in risk, each model included 3 self-reported person-level factors collected 

at baseline with reference to the past 3 months: number of monthly headaches, days per 

month with headache, and whether the participants’ headaches had changed in frequency or 

severity in the past 3 months.

In the Supporting Section S3, we describe the predictor susceptibility to measurement error 

and the timing of collection of each data element with respect to the intended time of risk 

estimation. We did not include the measured premonitory symptoms as predictors because 

we found that their day-to-day variation correlated strongly with concurrent migraine attacks 

but had essentially no correlation with future migraines. We did not include lagged migraine 

status because descriptive plots revealed a relatively constant hazard of migraine over the 

time since recovery from the last one (Supporting Section S4).

Model Development.——The primary prediction model used multilevel logistic 

regression with varying intercepts. As an initial step toward the future goal of accurate 

within-person migraine prediction, the 2-fold purpose of this model was to (1) optimize 

within-person predictive accuracy and (2) interpret the estimated coefficients with proper 

distinction between the within-person and between-person variation present in this 

multilevel data. We carried out variable selection within each of 4 trigger categories – sleep, 

stress, caffeine/alcohol, and weather – by using the Akaike information criterion (AIC) 

to select the best-fitting specification among those listed in Table 2. We combined all of 

the predictors from those 4 best-fitting models, along with the prespecified menstruation, 

workday, and self-prediction variables, to compose the primary model.

As an alternative method, we used grouped-lasso penalized logistic regression which carried 

out one-step variable selection and estimation on all of the predictors at once.35 The purpose 

of this model was simply to optimize within-person predictive accuracy. We submitted 95 

total candidate predictors including 3 lags of each raw exposure value (listed in Table 1) and 

2 lags of their change scores, with natural cubic splines for each of the lag-1 predictors. The 

additional lags and spline terms were included to allow for the possibility of various timing 

of maximal correlation between exposures and outcome risk and for potential cumulative 

effects of exposures over multiple days. The grouped-lasso grouped the pairs of linear terms 

that parametrized each spline so that both terms were either included or excluded together 

for all of the lag-1 predictors. We selected hyperparameters λ (penalty strength, of 25 values 
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automatically generated by the fitting routine) and α (ratio of penalty on the group-lasso vs 

ridge, of values 0.25, 0.5, 0.75, and 1) to minimize the AIC. We used the R package grpreg 
to select the hyperparameters and estimate the grouped-lasso models.36

Model Evaluation.——We evaluated the out-of-sample predictive performance of these 

model development procedures using 10-fold cross-validation repeated 10 times, applied 

at the participant level to preserve the multilevel structure of the data. Cross-validation of 

the multilevel model used the average person-specific intercept to calculate the predicted 

probabilities of migraine for held-out participants. The statistic of most interest was 

the within-person C-statistic, defined as a meta-analytic summary of the person-specific 

proportions of discordant pairs of at-risk days that correctly had a higher predicted risk for 

the day with migraine.37 This statistic is more relevant than the standard C-statistic for daily 

risk prediction within persons.16 We also evaluated within-person calibration estimated via 

multilevel logistic regression17,38 and the variance of the predicted probabilities. Statistical 

significance was determined by P < .05, 2-tailed testing.

Sensitivity Analyses.——We conducted sensitivity analyses to assess the impact of key 

methodological choices on the estimated coefficients and predictive performance of our 

primary and penalized models. We executed the same data preparation, model development, 

and internal validation procedure with variations in the input data. First, to assess the impact 

of potential misclassification of migraine headaches, we defined the outcome to include 

all reported headaches (migraine or not). Second, we included only migraine headaches 

as defined by the ICHD-3 criteria (1.1 migraine without aura or 1.5.1 probable migraine 

without aura). Third, to assess any impact of the exclusion of post-migraine recovery days 

from the analysis, we defined at-risk days as those migraine-free as of 3 am. Fourth, to 

examine whether predictive accuracy might be improved in a more homogeneous group of 

patients, we included only the female participants who reported having menstrual cycles. 

Finally, we examined the impact of excluding person-level means of the predictor variables 

from the set of candidate predictors. We used R version 3.6.0 for all analyses.39

RESULTS

In total, 290 participants were enrolled in the study over the course of the 6-month 

recruitment period (Fig. 1). Of these, 62 (21%) were withdrawn during the study (primarily 

for failing to complete 12 of the first 14 evening surveys on time) and another 50 were 

excluded from analysis due to chronic headache or a medication change within the first 30 

days of the study. There were 178 participants (166 women and 12 men) available for the 

primary analysis (Table 3).

Participants were on average 37 years old, and 42% (74/176) had a graduate degree, 

including 53% (39/73) of those recruited from ResearchMatch. Participants reported an 

average Migraine Disability Assessment Test (MIDAS) score of 32.6 (indicating severe 

headache-related disability), an average of 7 headache days per month, and 16 years 

since migraine diagnosis. Forty-three percent of the sample (76/176) had never taken daily 

headache preventive medications.
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Available Data.—

Out of 15,418 person-days of follow-up (an average of 86.6 days per participant), only 197 

days (1.3%) had a missing survey and 1376 (9%) had their survey completed up to 24 hours 

late. The distributions of predictor variables over all person-days, within-person means, and 

within-person standard deviations are given in the Supporting Section S6.

Number of Outcomes.—

The surveys included reports of 3546 headaches, of which 2831 (80%) were classified as 

migraine. After combining migraines that were not separated by a complete migraine-free 

recovery day, and removing recovery days, we observed a total of 1870 individual migraine 

attacks on 10,696 at-risk days. Participants experienced an average of 10.5 migraines each, 

with a range of 2–22 (corresponding to a 1% to 48% daily risk of migraine, Fig. 2).

Primary Model.—

Of the candidate specifications listed in Table 2, the best-fitting category-specific models 

were: Stress: model 1S; Sleep: model 1L; Caffeine/Alcohol: model 3; and Weather: model 

5L. Figure S4 shows the estimated odds ratios (ORs) from these category-specific models. 

The primary model combined the predictors from these best category-specific models for 

a total of 34 predictors (including an intercept) and an intraclass correlation of 0.025. 

Statistically significant predictors of higher migraine risk for a given person-day included 

caffeine consumption (ie, higher caffeine 2 days ago and lower caffeine 1 day ago), 

being within 2 days of the start of a menstrual period, self-prediction of higher headache 

probability on that day, and higher stress ratings 1 day ago (Fig. 3). Close similarity between 

the estimated ORs from the separate models (Fig. S4) and the combined primary model 

(Fig. 3) indicated that adjustment for the other categories did not meaningfully affect the 

coefficient estimates.

This model yielded a cross-validated within-person C-statistic of 0.56 (95% CI: 0.54, 0.58) 

(Table 4). The average calibration-in-the-large intercept was 0 (95% CI: −0.08, 0.07). The 

weak calibration slope of 0.73 (95% CI: 0.57, 0.90) was less than 1, suggesting an overfitted 

model. Figure 4 shows that the predicted probabilities clustered tightly around the overall 

observed migraine risk with a standard deviation of approximately 0.06. The full coefficient 

estimates are listed in Table S4.

Penalized Model.—

The grouped-lasso model hyperparameters were selected to be α = 1 (corresponding to an 

exclusively group-lasso penalty, and no ridge penalty) and λ = 0.003 (a moderately strong 

penalty). Of the 95 candidate predictors, the procedure selected between 38 and 42 nonzero 

predictors on each imputation. The full results of the coefficient estimates are given in Table 

S5.

Overall the penalized and primary models had very similar findings in terms of strongest 

coefficient estimates and predictive performance. The day-level predictors with the largest 

absolute log-ORs were menstruation days 1 ± 2 (OR = 1.28), headache self-prediction (OR 

for 2-SD increase = 1.22), the lag-1 change in cups of caffeinated beverages (OR for 10th vs 
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50th percentile = 1.21), and the lag-1 stress rating (OR for 90th vs 50th percentile = 1.15). 

The penalized model yielded a within-person C-statistic of 0.56 (95% CI: 0.54, 0.58) (Table 

4).

Sensitivity Analyses.—

The 5 sensitivity analyses included between 1266 and 2462 headache outcomes (overall 

event risks of 0.13–0.22) (Table 5). Results were similar across all sensitivity analyses in 

terms of the strongest predictors and the within-person concordance statistics.

DISCUSSION

In this study, we developed and internally validated a multivariable predictive model 

for days with new-onset migraine headaches among patients with episodic migraine. We 

hypothesized that predictive accuracy might be improved with the use of multiple different 

features commonly thought to trigger or predict migraines. The model performed slightly 

better than chance in terms of within-person discrimination, but the performance was 

inadequate for practical use.

This study contributes a relatively large, comprehensive, prospective analysis to the nascent 

literature on migraine prediction. Even with limited predictive ability, this study helps to 

(1) evaluate the predictive relevance of trigger factors that are commonly cited and/or found 

associated with migraine risk in previous small studies; (2) compare various constructs 

of such factors in terms of predictive ability; and (3) measure the room for improvement 

in scientific understanding of migraine predictors.13 We found that a multivariable model 

with several lags of various constructs of potential predictors performed poorly. In the 

current model, many of the candidate predictors showed a weak and/or noisy correlation 

with migraine risk, which contributed to the poor discrimination. The day-level factors 

that most strongly associated with higher migraine risk in this sample were a reduction 

in caffeine consumption yesterday compared to the previous day, higher self-predicted 

headache probability, higher stress rating yesterday, and being within 2 days of the onset 

of menstruation (measured for the 124 female participants who reported having menstrual 

cycles). These findings corroborate previous literature describing similar prospective 

associations11,28,40–42 but their effect sizes were too small to move the predicted risks very 

far from the overall observed migraine risk. Future studies may take into account the direct 

relationship between ORs and predictive discrimination to evaluate the utility of various 

potential predictors a priori based on hypothesized effect sizes.43

The within-person and overall discrimination of the current model were worse than the 

previously published overall discrimination for a model based only on yesterday’s perceived 

stress and headache status (Houle et al11). Several methodological choices may help explain 

this difference. First, the current model only predicted new-onset migraines, and excluded 

days with continuing migraine. Predicting only new-onset migraines is more difficult 

statistically since it does not take advantage of the obvious first-order autocorrelation arising 

from multiday headache attacks.44 We maintain that predicting only new-onset migraines is 

intuitively more relevant and should be the standard for future migraine prediction efforts. 

Second, we evaluated the current model using a within-person discrimination statistic. In 
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multilevel data, the standard overall C-statistic must be interpreted with care, because 

it combines discordant pairs of days within persons and discordant pairs of days across 

different persons, and weights these 2 categories based on the sample composition.37 Greater 

variation in headache risk across persons in the sample can boost an overall C-statistic, if 

the model can estimate person-level average risk with accuracy, but this has no bearing on 

the ability of the model to estimate differences in headache risk from day to day for any 

person. The within-person statistic is more relevant for the goal of accurately predicting 

migraine risk for a particular person.16 Third, Houle et al11 utilized a much longer and 

more comprehensive stress measurement (the 58-item Daily Stress Inventory) than the 

current study. We used an abbreviated single-item Self-Reported Stress Score45 to minimize 

participant burden of the full nightly survey. This coarser measurement may have led to 

noisier or less variable stress measurements and attenuated the statistical effect of stress on 

migraine risk.

This study had several strengths. First, we employed state-of-the-art mobile app 

methodology to collect daily survey data in an efficient and user-friendly way, which yielded 

90% on-time completion of the daily surveys. Second, we recruited a relatively large sample 

size with a nearly 80% study completion rate, making this the largest study yet of migraine 

prediction in terms of the number of participants. Finally, we implemented careful statistical 

analysis – including the use of multiple different trigger factors, consideration of various 

constructs and lags, predicting new-onset migraines, evaluating predictive performance 

within persons, adjusting for person-level means in the models, and examining the effect 

of key choices in sensitivity analyses – in order to achieve a more accurate, if less optimistic, 

representation of the predictive utility of the available data.

This study had several limitations that must be taken into account. First, the participants 

were self-selected from a highly selective study population who saw the recruitment 

advertisements and owned iPhones. They may have been more enthusiastic or more 

educated than the general population of episodic migraine patients who would fit our 

eligibility criteria, and may have been more likely to complete the study than might be 

expected in another sample. Of note, if the participants in this sample were more or less 

susceptible to common triggers than the target population, then the main findings would be 

biased and would not properly generalize to a broader population of episodic migraine 

patients. Second, the mobile-app-based surveys were susceptible to measurement error 

due to the brief, simple questions in the end-of-day survey (as discussed in Supporting 

Section S3). Noisy data for the key predictors may have hindered the model performance. 

Future studies might seek to validate daily diary questions and quantify the effect of 

measurement error on predictive accuracy. Third, the population of episodic migraine 

patients is heterogeneous. The relationships between trigger factors and migraine risk may 

be more similar among a subset of patients with similar symptoms, perceived triggers, and 

comorbidities,46,47 and thus prediction may be superior in such a subgroup. In this study, we 

did not pursue n-of-1 personalized migraine prediction because of the extended duration of 

data collection that would have been required to collect the standard 10–20 events per person 

per candidate feature. In theory, a predictive model that is fairly accurate at the population or 

subgroup level could form a starting point to update and personalize for individual patients 

in the future.48,49
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In the context of increasing popularity of mobile apps for research data collection, this 

work illustrates that the use of a mobile app in itself does not guarantee strong data quality 

or predictive accuracy. Researchers considering the use of mobile apps for future studies 

should carefully evaluate the available options for data collection methodology and seek 

to optimize data quality, feasibility, and participant compliance for their specific objectives 

and study design. Ongoing expansion of resources for simpler and cheaper research app 

development, maintenance, and data storage may enable a growing number of studies to 

effectively employ mobile apps. Whether collecting data with cutting-edge technology or 

traditional methods, future studies must rely on established epidemiologic principles in order 

to yield information and impact.

There is a great deal of room for improvement in the development of accurate, real-time 

migraine prediction. To explain more of the variation in day-to-day migraine risk, future 

studies may need to explore additional common trigger factors or premonitory symptoms 

such as diet, hydration, mood, and perception of odors or light.3 It may be helpful to 

measure relevant factors and generate predictions several times per day, to gain more 

accurate measurements and take advantage of intra-day effects. Additional passive data 

collection will help maximize accuracy and ease participant burden. For example, wearable 

devices could measure sleep timing and quality with actigraphy, and short-term stress 

response based on heart rate variability, breathing rate, and skin temperature. A parallel 

avenue for improvement could be to focus on prediction within on a subgroup of episodic 

migraine patients who appear to have similar underlying pathophysiology; for example, 

women with menstruation-related migraine, or patients with certain classes of comorbidities 

such as metabolic or psychiatric conditions.

CONCLUSION

A multivariable prediction model incorporating several lags and various constructs of 

commonly cited migraine triggers yielded predictive performance barely better than 

random in this sample of episodic migraine patients. Incorporating additional predictors, 

improving the accuracy and frequency of measurement, and studying a more homogeneous 

migraine population may enable future predictive models to perform better, enable targeted 

medication use, and reduce the unpredictability of episodic migraine attacks.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Fig. 1.—. 
Participant flow diagram.

Holsteen et al. Page 15

Headache. Author manuscript; available in PMC 2022 November 09.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



Fig. 2.—. 
Migraine rates across participants. The raw observed migraine rate (number of new-onset 

migraine days, divided by number of at-risk days) for each participant is marked with a dot, 

and ranked in order from lowest to highest. These rates were calculated using only the raw 

analytic dataset before any regression modeling. The 95% binomial confidence interval for 

each participant’s migraine rate is marked with a line.
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Fig. 3.—. 
Coefficient estimates from the primary model. The coefficients and 95% Wald confidence 

intervals were estimated in the primary multilevel logistic regression model for migraine risk 

including all 34 predictors shown here plus an intercept. Predictors were measured at the 

day level (varying across persons and across days within persons) (black) or the person level 

(varying across persons, but constant across days within persons) (gray). Lag 0 denotes the 

day for which migraine risk is predicted; lag 1 denotes the day before, and lag 2 denotes 2 

days prior. Predictors modeled by 3-knot natural cubic splines were represented in the model 

by 2 separate linear terms and are shown in this plot by 2 separate estimates to summarize 

the nonlinear relationship: odds ratios for the 90th vs 50th, and 50th vs 10th percentiles of the 

overall distribution of the predictor. On this plot, these pairs of terms are connected by a “]” 

with an integer denoting the number of imputations (of 5) in which the pair of linear terms 

was jointly statistically significant. The data for this plot are given in Table S4.
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Fig. 4.—. 
Distribution of predicted probabilities for primary and penalized models.
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