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ABSTRACT

Objective: Although artificial intelligence (AI) has achieved high levels of accuracy in the diagnosis of various

diseases, its impact on physicians’ decision-making performance in clinical practice is uncertain. This study

aims to assess the impact of AI on the diagnostic performance of physicians with differing levels of self-efficacy

under working conditions involving different time pressures.

Materials and methods: A 2 (independent diagnosis vs AI-assisted diagnosis) � 2 (no time pressure vs 2-minute

time limit) randomized controlled experiment of multicenter physicians was conducted. Participants diagnosed

10 pulmonary adenocarcinoma cases and their diagnostic accuracy, sensitivity, and specificity were evaluated.

Data analysis was performed using multilevel logistic regression.

Results: One hundred and four radiologists from 102 hospitals completed the experiment. The results reveal (1)

AI greatly increases physicians’ diagnostic accuracy, either with or without time pressure; (2) when no time

pressure, AI significantly improves physicians’ diagnostic sensitivity but no significant change in specificity,

while under time pressure, physicians’ diagnostic sensitivity and specificity are both improved with the aid of

AI; (3) when no time pressure, physicians with low self-efficacy benefit from AI assistance thus improving diag-

nostic accuracy but those with high self-efficacy do not, whereas physicians with low and high levels of self-

efficacy both benefit from AI under time pressure.

Discussion: This study is one of the first to provide real-world evidence regarding the impact of AI on physi-

cians’ decision-making performance, taking into account 2 boundary factors: clinical time pressure and physi-

cians’ self-efficacy.

Conclusion: AI-assisted diagnosis should be prioritized for physicians working under time pressure or with low

self-efficacy.
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BACKGROUND AND SIGNIFICANCE

With the rapid development of artificial intelligence (AI) in the med-

ical field over the last decade (eg,1–4), there has been an emerging

trend for AI technology to assist physicians in their diagnoses.5 A

promising approach is human–AI collaboration, in which AI serves

as an aid to augment physicians’ decision-making capabilities.6

Before applying human–AI collaboration to a wide range of clinical

practice, it is imperative to assess the impact of AI on physicians’

medical decision-making quality in the real world.

Most of the existing research on medical AI has focused on

technical aspects, aiming to develop more accurate and transparent

medical AI algorithms,7 yet the implementation of AI in real-world

clinical settings is still in its infancy and lacks valid evidence.8

Moreover, mixed outcomes have been found in the sparse literature

evaluating AI in clinical practice. For example, some researchers

have found that physicians achieve better performance in disease

diagnosis when augmented by AI algorithms.9,10 In contrast, other

studies did not find evidence that AI-enhanced physicians’

decision-making performance.11,12 This may be because some stud-

ies used small or trainee samples,13 or because the role of AI in

medical decision-making varies with clinical settings and decision-

making subjects. However, to date, there is a dearth of field studies

exploring the effects of human–AI collaboration with multicenter

physician samples,14 and little is known about which physician

groups could benefit more from medical AI. A comprehensive and

robust evaluation of these issues is key to advancing medical AI

from theory to clinical practice.13 Additionally, obtaining answers

requires strong validation in real-world samples of physicians. This

study aims to fill these gaps.

We explore the impact of AI on physician decision-making by con-

ducting a randomized controlled experiment of multicenter physicians

in a real-world clinical scenario of pulmonary adenocarcinoma diagno-

sis through reading CT images. We chose this scenario for the follow-

ing reasons: on the one hand, it is a challenging task for physicians to

distinguish between different subtypes of pulmonary mininodules

through reading CT images,15 and clinical management strategies vary

for different subtypes of adenocarcinoma. Adenocarcinomas in situ

and minimally invasive adenocarcinomas (minimally/noninvasive nod-

ules) can be clinically followed up or undergo limited resection to

reduce overtreatment, while invasive adenocarcinomas (invasive nod-

ules) require timely lobectomy and mediastinal lymph node dissec-

tion.16,17 Therefore, the classification of pulmonary nodules through

CT images is important for the selection of appropriate clinical

decision-making strategies.17 And on the other hand, AI techniques for

classifying pulmonary adenocarcinoma nodules through CT images

can achieve a better performance beyond that of physicians.18 We not

only focus on the role of AI in the overall diagnostic accuracy of physi-

cians but also scrutinize 3 subresearch questions: (1) the role of AI in a

time-pressured environment—a crucial working condition in clinical

practice;19 (2) the role of AI for physicians’ diagnostic sensitivity and

specificity; and (3) the role of AI in the diagnostic accuracy of physi-

cians with different levels of self-efficacy. Answering these questions is

key to use AI right before the large-scale implementation of AI.20

MATERIALS AND METHODS

System preparation
Prior to the experiment, an AI-assisted pulmonary adenocarcinoma

diagnosis system was developed in cooperation with Zhongshan

Hospital and Shanghai Public Clinical Health Center, 2 of China’s

top hospitals. This diagnosis system differs from previous systems

used by radiologists in that it displays AI-based diagnoses to the

radiologists as an aid (Supplementary Appendix Figure A2).

The AI-assisted diagnosis system has an interactive interface run-

ning in a web browser for radiologists to read the pulmonary CT

images with nodular lesions and make diagnoses. For each case, the

patient’s pulmonary CT images (30 two-dimensional nodule-cen-

tered CT axial slices, containing 15 slices each above and below cen-

tered on the nodule in question; a series of consecutive CT images

up to 1 mm thick, size¼512�512 pixels), the number and location

of nodules, and demographic information including age, gender,

smoking history, and tumor history were displayed, on the basis of

which the radiologists perform a binary classification of diagnosis as

to whether the patient’s pulmonary nodules are invasive or mini-

mally/noninvasive (Supplementary Appendix Figure A1). Mini-

mally/noninvasive nodules have good biological behavior with no

long-term changes or slow growth, allowing for selection of the opti-

mal surgical time point through clinical follow-up, and even if sur-

gery is performed, it is a limited sublobar resection that can preserve

more lung function, reduce postoperative complications, and

shorten recovery time.16,17 In contrast, invasive nodules require

lobectomy and mediastinal lymph node dissection and postoperative

adjuvant therapy, which may improve survival rates.16,17 Therefore,

effective evaluation of patients with pulmonary nodules can expe-

dite the treatment of invasive nodules and reduce the overtreatment

of patients with minimally/noninvasive nodules.21 The system pro-

vides various image-reading functions such as positioning, zooming

in and out, measuring, flipping, and multiplanar reconstruction

including sagittal and coronal.

The AI-based diagnostic suggestions were derived from the algo-

rithm previously developed by our team members to distinguish

invasive versus minimally/noninvasive from subcentimeter pulmo-

nary adenocarcinomas.18 The algorithm was generated by a genera-

tive adversarial network (GAN)-based image augmentation method

with progressive growing and pixel-wise normalization, followed by

a convolutional neural network (CNN) with 4 convolution layers, 4

max-pooling layers, and 1 fully connected layer.18 The GAN

method can improve the classification performance of CNN while

alleviating the problem of insufficient medical image datasets.18

Through training with 206 pulmonary nodules with postoperative

pathological labels, the algorithm achieved an accuracy of 80.03%

on invasive versus minimally/noninvasive prediction, which was

comparable to state-of-the-art methods.18 Therefore, the results

were used as AI suggestions to radiologists in our AI-assisted diag-

nosis system.

Participants recruitment
We recruited radiologist participants across China through a profes-

sional medical information service platform (https://www.medlive.

cn/). Radiologists registered on this platform have been certified in

terms of their workplace and department. An experiment invitation

with a participating link was sent to certified radiologists via email

and SMS (refer to Supplementary Appendix Table A1 for details).

The radiologists who accepted the invitation were required to com-

plete a screening questionnaire that included their department and

CT diagnosis experience. Those who did not work in the radiology/

imaging department or who had no experience in CT diagnosis were

excluded (Supplementary Appendix Table A2) from the follow-up

experiment to ensure that all participants had the basic ability to
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diagnose pulmonary adenocarcinoma through CT images. The

recruitment lasted from July to September 2020.

Experiment design
We first invited 7 radiologists from Zhongshan Hospital and Shanghai

Public Clinical Health Center to conduct a pilot study. They all special-

ized in cardiothoracic conditions, with CT diagnosis experience rang-

ing from less than 10 years to more than 20 years. The average time

they spent diagnosing each case was about 2.5 minutes, and based on

their suggestions, we believe that a 2-minute time limit is an appropri-

ate setting for physicians to feel pressure during the diagnostic process.

In actual clinical practice, time pressure is also a common situation for

radiologists,22 who need to interpret a CT slice in 3–4 seconds to meet

workload requirements (in our experimental scenario, each case con-

tains 30 CT axial slices, which need to be interpreted in 1.5–2 min).23

Therefore, the 2-minute time pressure is a realistic setting. We also

refined the details of the experiment based on their feedback to ensure

that the experiment was close to a real clinical practice scenario.

Then, we employed a 2 (independent diagnosis vs AI-assisted

diagnosis) � 2 (no time pressure vs 2-minute time limit) between-

subjects design. The qualified participants were randomly assigned

to 1 of the 4 conditions using a computerized random number gener-

ator. Figure 1 shows the process for the recruitment and experiment.

Experiment procedure
In the beginning, all participants were asked to report their age,

gender, and self-efficacy level and then learned how to use the diag-

nosis system by reading the user guide (Supplementary Appendix

Table A3). Self-efficacy refers to a person’s belief in his or her capa-

bility to successfully perform a particular task.24 Such beliefs may

influence the extent to which they adopt and benefit from AI sug-

gestions. In our experiment, we measured the radiologists’ self-

efficacy level by asking about the accuracy they thought they could

achieve in diagnosing pulmonary adenocarcinoma (invasive vs min-

imally/noninvasive).25 Physicians above the average were consid-

ered to have high self-efficacy, while those below the average were

considered to have low self-efficacy. They were allowed to refer to

this guide at any time during the diagnostic process by clicking on

the “User Guide” button. Participants in the AI-assisted groups

additionally read a brief introduction to the AI technique and its

applications (Supplementary Appendix Table A4) and were

informed that it was 80% accurate in classifying invasive versus

minimally/noninvasive cases, which was consistent with the actual

performance of the AI suggestions.

Next, all participants were asked to diagnose pulmonary adeno-

carcinoma cases using the diagnosis system (Supplementary Appen-

dix Figure A1). For each case, participants had to complete a 2-step

diagnostic process. First, they were required to make an initial diag-

nosis (invasive vs minimally/noninvasive) on their own. Upon sub-

mission, the radiologists in the AI-assisted groups were shown AI-

based suggestions, while those in the independent diagnosis groups

were not. Second, all participants were prompted to confirm the

diagnosis. At this point, participants could choose to stick with or

change their initial decision, and then submit the final diagnosis by

clicking the “Confirm” button (Supplementary Appendix Figure

A2). Radiologists in the no time pressure groups were not imposed a

time limit for diagnosing each case, while those in the time pressure

groups had a 2-minute time limit for diagnosis of each case with a

countdown timer reminder. This 2-submission decision process

helped to avoid automation bias; that is, presenting automated cues

(AI suggestions) to aid users before their decision-making process

may lead to clinical over-reliance on automation.26,27

Each radiologist was required to diagnose a total of 13 cases

throughout the experiment, with the first 3 being a warm-up session

to familiarize themselves with the system and the last 10 being a

formal experimental session. A case database was constructed by 2

senior radiologists with more than 20 years of pulmonary adenocar-

cinoma CT diagnosis experience through selecting from 206 real

clinical cases. The criteria for case selection were that both radiol-

ogists agreed that the cases had average or above average diagnostic

difficulty based on their experience. Ten cases were then randomly

selected from the case database for the formal experiment using a

computerized random number generator. Of the 10 cases, 5 were

invasive and the other 5 were minimally/noninvasive based on post-

operative pathological evaluations, a golden standard in clinical

practice. The AI could only correctly diagnose 4 of invasive cases

and 4 of minimally/noninvasive cases with an accuracy rate of

80%, which was consistent with the actual performance of our AI

algorithm.

The experiment then ended with a payment based on each partic-

ipant’s performance. The entire experiment was estimated to last 30

to 40 minutes. Radiologists who completed the whole process

received a base payment of 200 RMB (equivalent to approximately

30 USD), and a bonus of 20 RMB (approximately 3 USD) for each

correct final diagnosis, which was intended to motivate them to be

more conscientious and engaged and to put more effort into the

diagnostic process. The experiment was approved by Shanghai pub-

lic health clinical center ethics committee (2020-S139-01).

RESULTS

Participant information
One hundred and four multicenter physicians were enrolled from

102 hospitals in China. Details of the hospital name, region, and

level are shown in Supplementary Appendix Table A5. In total, there

were 88 male (84.62%) and 16 female participants (15.38%), with

an average age of 43.76 years (SD ¼ 7.26 years). 23 participants

had less than 10 years of experience in CT diagnosis (22.12%), 47

had CT experience between 10–20 years (45.19%), and 34 had CT

experience of more than 20 years (32.69%). The Chi-square test

showed no statistically significant differences in gender distribution

between the 4 groups (P¼ .385). The Kruskal–Wallis test suggested

no significant differences in terms of age (P¼ .812) and experience

(P¼ .958) across the 4 groups.

Manipulation check
We compared the mean time spent by radiologists on diagnosing 10

cases between the groups manipulated by different time pressure

conditions. It was found that the average time spent by radiologists

in the 2 groups with 2-minute time limit was significantly shorter

than in the 2 groups under no time pressure (P¼ .021), suggesting

that the manipulation of time pressure was effective.

Outcome
We performed data analysis using multilevel logistic regression mod-

els that incorporated groupings by case. This approach allows us to

assess the impact of AI assistance on the probability of radiologists

making correct diagnosis while controlling for radiologists’ gender

and years of CT diagnosis experience. The tool used was the melogit

command in the STATA software. (https://www.stata-press.com/

Journal of the American Medical Informatics Association, 2022, Vol. 29, No. 12 2043

https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://academic.oup.com/jamia/article-lookup/doi/10.1093/jamia/ocac179#supplementary-data
https://www.stata-press.com/manuals/multilevel-mixed-effects-reference-manual/


manuals/multilevel-mixed-effects-reference-manual/, accessed 12

August 2022) The results are presented in Table 1. We also used the

prtest command in the STATA software to calculate the mean accu-

racy, sensitivity, specificity, and their confidence intervals (CI)

below.28

First, we examined whether AI is helpful to physicians in differ-

ent work environments. With no time limit, the average accuracy of

radiologists’ independent diagnosis was 60.37% (95% CI: 54.54%–

66.20%), and that of radiologists assisted by AI was 70.74% (95%

CI: 65.31%–76.17%). The odds ratio of 1.58 (P¼ .021) indicates

that radiologists with AI support were more likely to make correct

diagnosis than those without, which means AI-assisted diagnosis

could improve radiologists’ diagnostic accuracy.

Under 2-minute time pressure, the average accuracy of radiolog-

ists’ independent diagnosis (55.38%, 95% CI: 49.34%–61.43%)

was slightly lower than that without time pressure (a decrease of

4.99%). With the aid of AI, the diagnostic accuracy of radiologists

under time pressure was improved to 70.42% (95% CI: 64.64%–

Figure 1. The process of participant recruitment and experiment.
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76.19%). The odds ratio of 2.13 (P< .001) suggests that physicians

could benefit from AI-assisted diagnosis in time-pressured environ-

ment as well. Figure 2 presents the average accuracy of radiologists’

independent and AI-assisted diagnoses in a work environment with

and without time pressure.

Second, after establishing that AI can indeed help physicians

improve diagnostic accuracy, we scrutinized whether AI contributes

to physicians’ diagnostic sensitivity or specificity. Sensitivity refers

to the true positive (true invasive) rate, while specificity reflects the

true negative (true minimally/noninvasive) rate. Under no time pres-

sure, radiologists had an average sensitivity of 54.07% (95% CI:

45.67%–62.48%) for independent diagnosis and 71.85% (95% CI:

64.27%–79.44%) for AI-assisted diagnosis. The odds ratio of 2.45

(P¼ .002) shows that radiologists were better able to correctly diag-

nose invasive cases with the aid of AI than without, that is, AI-

assisted diagnosis could increase radiologists’ diagnostic sensitivity.

However, AI assistance did not significantly impact the radiologists’

diagnostic specificity level (independent diagnosis¼66.67%, 95%

CI: 58.71%–74.62%; AI-assisted diagnosis¼69.63%, 95% CI:

61.87%–77.39%; odds ratio¼1.09, P¼ .760).

Compared to the setting without time pressure, there was no sig-

nificant change in the average sensitivity of radiologists’ independ-

Figure 2. The average accuracy of radiologists’ independent and AI-assisted diagnoses.

Table 1. Multilevel logistic regression analysis of radiologists’ diagnoses by specific intervention type: with versus without AI assistance

No time pressure 2-minute time pressure

OR (SE) P-value OR (SE) P-value

Probability of correct diagnoses for all cases (Accuracy)

Intercept 2.88 (1.21) .012* 0.81 (0.31) .588

AI assistance 1.58 (0.31) .021* 2.13 (0.44) .000***

Probability of correct diagnoses for invasive cases (Sensitivity)

Intercept 4.96 (3.43) .021* 0.80 (0.50) .725

AI assistance 2.45 (0.72) .002** 2.20 (0.69) .012*

Probability of correct diagnoses for minimally/noninvasive cases (Specificity)

Intercept 2.06 (1.09) .171 0.80 (0.34) .602

AI assistance 1.09 (0.30) .760 2.08 (0.57) .007**

Probability of correct diagnoses for all cases by radiologists with low self-efficacy (Accuracy of radiologists with low self-efficacy)

Intercept 2.48 (1.13) .046* 0.79 (0.35) .590

AI assistance 1.55 (0.34) .045* 2.02 (0.48) .004**

Probability of correct diagnoses for all cases by radiologists with high self-efficacy (Accuracy of radiologists with high self-efficacy)

Intercept 5.43 (6.73) .173 0.95 (0.55) .923

AI assistance 1.35 (0.81) .615 2.80 (1.51) .055þ

Note: Controlling for gender and years of experience in CT diagnosis.

***P< .001; **P< .01; *P< .05; þP< .1. OR: odds ratio; SE: standard error.
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ent diagnosis (60.00%, 95% CI: 51.58%–68.42%) under 2-minute

time pressure (an increase of 5.93%), while the average specificity

of their independent diagnosis (50.77%, 95% CI: 42.18%–59.36%)

declined substantially (a decrease of 15.90%). With the aid of AI,

radiologists were able to achieve a sensitivity of 74.17% (95% CI:

66.34%–82.00%) and a specificity of 66.67% (95% CI: 58.23%–

75.10%). The multilevel logistic regression result implies that physi-

cians benefited from AI to simultaneously increase sensitivity (odds

ratio¼2.20, P¼ .012) and specificity (odds ratio¼2.08, P¼ .007)

in time-critical settings. Figure 3A and B displays the average sensi-

tivity and specificity of the radiologists’ independent and AI-assisted

diagnoses with and without time pressure.

Third, we further explored whether the benefits of AI-assisted

diagnosis are heterogeneous for physicians with different levels of

self-efficacy. In the absence of time pressure, AI-assisted diagnosis

significantly enhanced the average diagnostic accuracy of radiolog-

ists with low self-efficacy (independent diagnosis¼58.26%, 95%

CI: 51.89%–64.63%; AI-assisted diagnosis¼68.50%, 95% CI:

62.06%–74.94%; odds ratio¼1.55, P¼ .045). However, radiolog-

ists with high self-efficacy did not benefit significantly from AI

(independent diagnosis¼72.50%, 95% CI: 58.66%–86.34%; AI-

assisted diagnosis¼77.14%, 95% CI: 67.31%–86.98%; odds

ratio¼1.35, P¼ .615).

Under 2-minute time pressure, the independent diagnostic accu-

racy of radiologists with low self-efficacy (56.88%, 95% CI:

49.20%–64.55%) did not change significantly compared with that

under no time pressure (a decrease of 1.38%), whereas that of radi-

ologists with high self-efficacy (53.00%, 95% CI: 43.22%–

62.78%) dropped a lot (a decrease of 19.50%). This implies that

time pressure severely impairs the decision-making quality of

physicians with high self-efficacy. With the assistance of AI, radiol-

ogists with low self-efficacy could achieve a substantial increase in

diagnostic accuracy (70.48%, 95% CI: 64.31%–76.65%; odds

ratio¼2.02, P¼ .004). More fortunately, radiologists with high

self-efficacy could also leverage AI to make up for the loss of diag-

nostic accuracy due to time pressure (70.00%, 95% CI: 53.60%–

86.40%; odds ratio¼2.80, P¼ .055), although it was marginally

significant. Figure 4A and B presents the average accuracy of inde-

pendent and AI-assisted diagnoses for radiologists with low (high)

self-efficacy in a work environment with and without time pressure

context.

DISCUSSION

Although medical AI technology has rivaled or surpassed medical

experts in many areas, it is unclear how it affects physicians’ diag-

nostic performance in clinical practice, and limited studies have

yielded mixed results.9–12 Through a randomized controlled experi-

ment of multicenter physicians, this study investigated the impact of

AI on physicians’ diagnostic performance in the context of pulmo-

nary adenocarcinoma diagnosis, taking into account 2 boundary

factors: clinical work environment and physicians’ self-efficacy.

First, we considered time pressure as an important clinical work

environment. Due to the personnel shortage in the medical field,

time pressure is a common working condition in clinical decision-

making.19,29 Previous studies suggest that excessive time pressure

can lead to information overload, undermining the quality of deci-

sions,30,31 and increasing diagnostic errors.22 Therefore, the impact

of AI assistance on physicians’ diagnostic performance under high

time pressure is worthy of attention, but this critical work environ-

ment has been overlooked in relevant studies. Our results show that

AI assistance can greatly improve physicians’ diagnostic accuracy to

around 70%, with or without time pressure.

Second, in addition to accuracy, we also assessed the sensitivity

and specificity metrics. In many disease diagnostic situations, the

cost of undetected disease outweighs the cost of overprescribing

treatment or further testing; therefore false positive results are prev-

alent.32,33 Techniques are needed to reduce false positive results (ie,

enhance specificity) while maintaining high sensitivity.34 Some stud-

ies have shown that AI can improve both the sensitivity and specific-

ity of physicians’ diagnosis,35,36 while others have found that AI

only improves sensitivity but not specificity.37 We find that under

no time pressure, AI assistance significantly increases physicians’

diagnostic sensitivity but the specificity does not change signifi-

cantly. In contrast, under the 2-minute time limit, both the physi-

cians’ diagnostic sensitivity and specificity are significantly

Figure 3. The average sensitivity (A) and specificity (B) of radiologists’ independent and AI-assisted diagnoses.
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improved with the help of AI. This further demonstrates the effec-

tiveness of the collaboration between physicians and AI, especially

in the case of high time pressure, which can effectively improve spe-

cificity, that is, reduce the problem of false positives, while main-

taining the high sensitivity of disease diagnosis.

Third, we further considered heterogeneity among physicians

and evaluated which groups of physicians would benefit more

from AI. Previous studies have shown that AI-assisted diagnosis

should benefit those physicians who are most likely to make errors,

such as junior physicians with limited experience.5,6 However, in

addition to objective experience, physicians’ subjective perceptions

often influence the extent to which they adopt and benefit from AI-

based suggestions, which has received little attention before. We

find that in the absence of time pressure, AI can significantly

improve the diagnostic accuracy of physicians with low self-

efficacy, but physicians with high self-efficacy do not benefit signif-

icantly because their own independent diagnostic accuracy is

already high. When faced with time pressure, physicians of all lev-

els of self-efficacy have a decreased accuracy rate for independent

diagnosis, which fortunately can be greatly improved with the help

of AI.

Our findings provide implications for clinical practice. First,

physicians should actively adopt AI-assisted diagnostic systems in

their clinical work and collaborate with AI to reach new workflows.

While the previous workflow was that physicians made their own

diagnoses to reach a conclusion, the current workflow is that when

the diagnosis result cannot be determined, the physicians should

refer to the AI suggestion before drawing a conclusion. This helps to

improve the diagnostic performance of physicians, so that invasive

patients can receive timely surgical resection to improve survival

rate, and minimally/noninvasive patients can avoid excessive treat-

ment (unnecessary puncture and surgery, etc.) to reduce physical

and mental suffering. Second, AI-assisted diagnosis systems should

be preferentially used by physicians in a working environment where

medical resources are scarce and time pressure is high, so as to make

up for the loss of diagnostic accuracy caused by time pressure and

avoid the damage to patients’ physical and mental health caused by

misdiagnosis. Third, AI-assisted diagnostic systems should also be

prioritized for those physicians with low self-efficacy, which can

greatly improve their diagnostic accuracy and enable patients to

receive the most timely and appropriate clinical management solu-

tions to increase patient well-being.

There are still some limitations in this study. First, the study

focused on a single clinical scenario——pulmonary adenocarcinoma,

may limit the generalizability of our results to other contexts. There-

fore, future studies should be conducted to validate the findings in var-

ious clinical decision-making contexts. Second, our research subjects

were limited to Chinese radiologists, however, different cultural back-

grounds may lead to different findings. Thus, future studies should

expand the sample size and extend to other cultural contexts. Third,

although the setting of the 2-minute time pressure and the AI sugges-

tions with an accuracy of 80% are well-founded, slight differences in

time constraints and AI accuracy may lead to quite different results.

So, future studies should further explore the robustness of the findings

under different time pressure and AI accuracy settings. Fourth,

although we did our best to simulate real-world clinical decision-

making in our experiments, there are still some gaps with reality. For

example, the 10 cases we selected may not represent the full picture of

cases radiologists encounter in their clinical work, which could be

addressed by collecting more representative cases in future research.

Additionally, the simulated environment may make the physician feel

not truly responsible for the diagnosis and not behave as in a real clini-

cal setting, so we tried to incentivize their engagement and effort

through a pay-per-performance approach. Fifth, the study only

explored 1 design for AI-assisted diagnosis while there are various

designs. For instance, more information about the algorithm and out-

come could be provided to explain AI suggestions, and different pre-

sentation formats of AI suggestions, such as text and images, may also

affect physicians’ decisions. While the study sheds some initial light on

the human–AI collaborative decision in the clinical practice, more in-

depth investigations on the human–AI design are encouraged to con-

duct in the future.

Figure 4. The average accuracy of independent and AI-assisted diagnoses for radiologists with low (A) or high (B) self-efficacy.
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CONCLUSION

This study is one of the first to provide real-world evidence regarding

the impact of AI on physicians’ decision-making performance. It

examines the impact of AI on the diagnostic performance of physicians

with different levels of self-efficacy under working conditions involv-

ing different time pressures. The results show that the AI-based image-

assist technique can significantly enhance the physicians’ diagnostic

performance either with or without time pressure and is most effective

in helping low-efficacy physicians. The findings offer practical implica-

tions for both frontline physicians and patients.
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