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Abstract
Background Global healthcare centers today are challenged by the dramatic increase in the prevalence of diabetes. Also, 
complications from diabetes are a major cause of deaths worldwide. One of the most frequent microvascular complications 
in diabetic patients is diabetic nephropathy (DN) which is the leading cause of death and end-stage renal disease (ESRD). 
Despite the different risk factors for DN identified in previous research, machine learning (ML) methods can help determine 
the importance of the predictors and prioritize them.
Objective The main focus of this investigation is on predicting the incidence of DN in type 2 diabetic mellitus (T2DM) 
patients using ML algorithms.
Methods Demographic information, laboratory results, and examinations on 6235 patients with T2DM covering a period 
of 10 years (2011–2020) were extracted from the electronic database of the Diabetes Clinic of the Imam Khomeini Hospital 
Complex (IKHC) in Iran. Recursive feature elimination using the cross-validation (RFECV) technique was then used with 
the three classification algorithms to select the important risk factors. Next, five ML algorithms were used to construct a 
predictive model for DN in T2DM patients. Finally, the results of the algorithms were evaluated according to the AUC criteria 
and the one with the best performance in terms of prediction and classification was selected.
Results The 18 DN risk factors selected by RFECV were age, diabetes duration, BMI, SBP, hypertension, retinopathy, ALT, 
CVD, 2HPP, uric acid, HbA1c, waist-to-hip ratio, cholesterol, LDL, HDL, FBS, triglyceride, and serum insulin. Based on 
a 10-fold cross-validation, the best performance among the five classification algorithms was that of the random forest with 
85% AUC.
Conclusions This investigation validates the known risk factors for DN and emphasizes the importance of controlling the 
blood pressure, weight, cholesterol, and blood sugar of T2DM patients. In addition, as an example of the application of ML 
approaches in medical predictions, the findings of this study demonstrate the advantages of using these techniques.
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Introduction

One of the most important non-communicable and chronic 
diseases is type 2 diabetes mellitus (T2DM). The preva-
lence of diabetes increased from 5.1% of the global adult 
population (aged 20–79 years) in 2003 to 8.8% in 2017 
and is forecast to reach 9.9% by 2045 [1]. A principal 
cause of disease and death is complications from diabetes 
which afflict many people around the world. In addition, 
more than 80% of diabetes treatment costs are for treating 
complications arising from it [2]. A major microvascular 
complication in diabetic patients and a principal cause 
of end-stage renal disease (ESRD) and death in T2DM 
patients is diabetic nephropathy (DN) [3–5]. According to 
statistics, nearly 40% of all diabetic patients are affected 
by DN [6].

Due to the expanding application of large data systems 
in hospitals and clinics [7], data analysis can be extremely 
useful in enhancing the accuracy of diagnoses, improving 
results, and reducing costs in health care systems [8]. In 
this regard, successful implementation of the machine learn-
ing (ML) approach can enhance the productivity of health 
systems and the effectiveness of services provided by physi-
cians [9]. Despite the greater complexity of ML compared 
to conventional statistical analysis, its inherent advantages 
in knowledge discovery procedures lie in identifying latent 
risk factors for different diseases, the potential for gener-
ating novel hypotheses, making personalized risk profiles, 
and customizing clinical judgments in high-dimensional data 
[10]. In addition, multivariate ML models have the advan-
tage of integration and instruction and can be used in clinical 
settings. By extracting knowledge from big data databases, 
such as electronic health records (EHR), it is possible to 
perform disease screening methods on a large scale, with 
greater accuracy, and enhanced customization that ultimately 
aid physicians in precise judgment and decision-making. ML 
models can make significant improvements in physicians’ 
diagnosis accuracy [11] and have been used for predicting 
various diseases [12, 13] including diabetes [14, 15], identi-
fying hypertension in diabetic patients [16], and classifying 
diabetic patients with cardiovascular disease [17].

A key focus of this study is in identifying important risk 
factors for DN to prevent its occurrence in T2DM patients. 
Although the ML approach has not been widely used in 
this field, some scholars have attempted to model the pre-
diction of DN occurrence. In one study, for example, medi-
cal data were collected from 4321 diabetic patients, and 
the process took ten years in order to develop a novel sys-
tem with the support vector machine classification algo-
rithm. This model could estimate the initiation of DN at 
least two-to-three months earlier than the actual diagnosis 
and with higher predictive accuracy [18].

In another study, data from 10,251 patients using 
the Action to Control Cardiovascular Risk in Diabetes 
(ACCORD) and six types of machine learning algorithms 
were used to develop a DN risk prediction model. The 
results showed that the logistic regression and random forest 
model provided the most favorable prediction performance 
in both train and test datasets. Among the available predic-
tors, eGFR decline was the most important determinant of 
DN progression [1].

In another study, researchers used the Roche/IBM algorithm 
based on the LR algorithm as well as a real-world data model 
for the initiation of chronic kidney disease in patients with dia-
betes and made a comparison between its performance and the 
results of several large randomized controlled trials (RCTs). 
This study showed that the results based on the proposed algo-
rithm were consistent with or even more accurate than those 
employing randomized controlled trial data [19].

Although models have already been developed for DN 
prediction, determining the importance and priority of the 
identified risk factors and further calibration of prediction 
models, especially with the ML approach, still need further 
investigation and exploration. Thus, this research mainly 
aimed at identifying the important risk factors in predicting 
DN among T2DM patients using ML algorithms and patient 
data from the electronic database of the Diabetes Clinic of 
the Imam Khomeini Hospital Complex (IKHC) in Iran.

Methods

Figure 1 shows the steps taken to develop a new predictive 
model for identifying risk factors for DN in T2DM patients. 
These include collecting raw data from diabetic patients and 
data preprocessing, selecting and sorting the most important 
features (risk factors), and finally evaluating and validating 
the prediction models.

In Step 1, the information of patients with T2DM was 
obtained from the electronic database of the Diabetes Clinic 
of the IKHC. This dataset included demographic informa-
tion, physical examinations, blood and urine laboratory 
results, and the history of diabetic patients referred to this 
medical center over a period of 10 years (2011–2020). Sam-
ples with missing values   were processed and normalization 
performed based on each of the features.

Step 2 involved reducing the quantity of identified 
characteristics in order to determine the most significant 
ones and to enhance computational accuracy. In selecting 
the risk factors with the best performance and the most 
importance in DN prediction, recursive feature elimina-
tion using cross-validation (RFECV) with the following 
three classification algorithms was used: random forest 
(RF), extreme gradient boosting (XGBoost), and support 
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vector machine (SVM). This method allows the optimal 
number of features and the importance of each in differ-
ent conditions to be determined. Moreover, to model and 
evaluate the classification algorithms, the main dataset 
was divided into train (80%) and test (20%) sets.

In Step 3, after extracting the important features from 
the original sample, a new sample of the dataset was 
selected. The new sample was then divided into train 
datasets and test datasets. Due to the characteristics of 
the dataset and the labeled outcomes, the decision tree 
(DT), SVM, LR (logistic regression), RF, and XGBoost 
supervised ML algorithms were used to construct the pre-
diction model. DT achieves good results in classification 
work and has good interpretability and generalizability. 
SVM has a strong theoretical basis and can ensure that the 
extremum solution is the optimal global solution rather 
than the local minimum, meaning that it has the ability to 
generalize well to unknown samples. LR is also a simple 
and efficient algorithm that provides the regression coef-
ficients and confidence intervals. RF and XGBoost are 
two algorithms from the ensemble learning family. RF 
is a simple, understandable, and highly efficient way of 
extracting features and has shown powerful performance 
in many real-world prediction problems. XGBoost is also 
a relatively new algorithm with high efficiency, flexibil-
ity and portability, and has achieved excellent results in 
many classification tasks [20, 21]. Subsequently, a set of 
train data was entered into the model to obtain the results. 
Next, the results of the prediction model were compared 
according to AUC criteria, and finally, the prediction 
model with the best performance was selected.

The Python package (version 3.7.2) was used to per-
form all the required analyses with the following libraries: 
pandas and NumPy for data preprocessing; scikit-learn 
and XGBoost for prediction model building and evalua-
tion; and Matplotlib, seaborn, and SHAP for visualizing 
and plotting the results.

Data preprocessing

Criteria for data inclusion and exclusion

To determine patients with T2DM, the results of all four 
diagnostic tests available in the electronic database of the 
IKHC Diabetes Clinic, namely fasting blood sugar (FBS), 
glycohemoglobin (HbA1c), 2-hours Postprandial Glu-
cose Test (2HPP), and glucose tolerance test (GTT) were 
obtained. The recommended criteria of the American Dia-
betes Association (ADA) [22] were used to diagnose T2DM 
patients. Individuals with HbA1c that was higher than or 
equal to 6.5% or FBS higher than or equal to 126 mg/dl or 
2HPP higher than or equal to 200 mg/dl were considered 
T2DM patients. The presence or absence of nephropathy 
was defined as a binary variable in the prediction model. 
According to ADA diagnostic criteria for the definition of 
DN, T2DM patients with urinary microalbumin higher than 
or equal to 30 mg or estimated glomerular filtration rate 
(eGFR) less than or equal to 60 mg/dl were considered as 
patients with DN and labeled 1. For regular patients of the 
Diabetes Clinic, only information on when they were first 
identified as having DN was included.

The dataset of diabetes patients in this study included 
only non-pregnant adults aged at least 20. With this limita-
tion, it was possible to focus on predicting DN in T2DM 
patients and exclude other types of diabetes from the analy-
sis, including gestational diabetes, that only occurring in 
pregnant women, and type 1 diabetes that generally occurs 
among adolescents and children.

Processing missing values

Due to the characteristics of the T2DM patients’ datasets, 
the features and samples with numerous missing values 
were excluded because they did not provide enough valu-
able information and knowledge. In this study, all samples 

Fig. 1  Steps for developing and 
evaluating DN prediction model Data preprocessing Feature selection & sorting Evaluation and validation

Selecting T2DM patients

Processing missing values

Data normalization

Classifier training and 

testing (DT, RF, SVM, LR 

and XGBoost)

Determining the best 

performing classifier

Split dataset to train (80%) 

and test (20%) sets

Feature selection

(RFECV with RF, SVM, 

or XGBoost

Sorting selected features 

with SHAP plot
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with more than 50% missing values were considered noise 
data and removed from the dataset. In addition, features with 
more than 50% of null column values were also omitted.

To fill in the other missing values the features were 
divided into continuous and discrete parts before being pro-
cessed in the prediction model. If the null value was of the 
continuous type, the lost value was filled based on the fea-
ture’s average value in other samples. If the null value was 
discrete, the maximum frequency or mode of the feature in 
other samples was used to fill the missing value.

Based on previous research on DN risk factors [1, 4, 
23–25] and available features in the electronic database of 
the Diabetes Clinic, the details of T2DM patient including 
demographic information, examinations, blood and urine 
laboratory results, and history were extracted. After remov-
ing some features as a result of the high number of miss-
ing values, the following risk factors remained for further 
analysis: gender, age, waist-to-hip ratio, body mass index 
(BMI), diastolic blood pressure (DBP), systolic blood pres-
sure (SBP), HDL, LDL, total cholesterol, triglyceride, 
HbA1c, FBS, alkaline phosphatase (ALP), aspartate ami-
notransferase (AST), alanine amine (ALT), serum insulin, 
serum vitamin D, potassium, sodium, uric acid, history of 
hypertension, taking biguanides to control diabetes, taking 
sulfonylureas to control diabetes, insulin use, taking lipid-
lowering drugs, history of retinopathy, history of diabetic 
foot ulcers, history of neuropathy, family history of diabe-
tes, history of cardiovascular disease (CVD), family history 
of heart disease, family history of hypertension, fatty liver 
disease, smoking, and duration of diabetes.

Data normalization

Normalization was performed to equalize and eliminate 
different scales in the features. Different scales can ignore 
some features and affect the results of the prediction model. 
Once normalized, all the main properties of the features 
were scaled and lost their dimensions for comprehensive 
comparison and evaluation. In this study, data normaliza-
tion was performed using the standardization method and 
z-score calculation.

Selecting important features

The RFECV technique was used in this study to select the 
most important features. This technique, together with a 
classification algorithm, can identify the most important 
features and improve prediction performance. The RFE 
algorithm begins the search with a complete set of features 
and an evaluation criterion like the AUC of the classifier. 
In the last iteration of this algorithm, the most irrelevant 
features are eventually removed and the most relevant fea-
tures for sorting placed at the top. According to the sorting 

table of features generated by the evaluation criterion, RFE 
produces different subsets of features. RFE can be combined 
with other classifiers [26]. In this study, the RFECV method 
was used with three classification algorithms i.e., RF, SVM, 
and XGBoost, and 10-fold cross-validation.

Evaluation and validation

In this study, the ML-based classification algorithms used 
were the decision tree (DT), logistic regression (LR), sup-
port vector machine (SVM), extreme gradient boosting 
(XGBoost), and random forest (RF). The receiver operating 
characteristic curve (ROC) was used to evaluate the gener-
alizability of the classification algorithm. The area under 
ROC (AUC) is the area under the receiver operating charac-
teristic curve. AUC is a comprehensive index that shows the 
continuous variables of the sensitivity and accuracy of the 
classification algorithm. An AUC value above 70% indicates 
an appropriate performance of the classification algorithm 
while a value below 50% shows that it is unable to differenti-
ate the true outcomes from the false ones.

Findings

Demographics, clinical, and laboratory information

The demographic characteristics and the laboratory and 
clinical results of 6235 patients with T2DM were obtained 
from the electronic database of the Diabetes Clinic of IKHC 
(Table 1). Of the diabetic patients referred to the clinic, 2210 
(35%) were diagnosed as DN. These patients were mainly 
middle-aged or elderly patients (mean age 58 years) with 
an approximate diabetes history of 10 years. More than half 
(56%) were women, and most (68%) had a family back-
ground of diabetes. Also, the mean HbA1c, FBS, and 2HPP 
of the patients was 7.73%, 160 mg/dl, and 220.85 mg/dl, 
respectively.

Sorting important features

As mentioned above, the RFECV method was used to deter-
mine the importance of each feature, rank it, and select a 
subset of the best-performing ones. This study employed the 
three classification algorithms of RF, SVM, and XGBoost 
with 10-fold cross-validation in the RFECV method. In addi-
tion, a gradual method was used to select the features in 
deciding the quantity of characteristics with the optimum 
performance. Figure 2 shows the change in AUC based on 
the number of characteristics with the optimum performance 
in each of the three classification algorithms. As can be seen, 
the RF algorithm performs better in predicting DN than the 
other two algorithms. The 18 features selected produced 
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an AUC value of 83%, and adding additional features did 
not result in any significant increase in this criterion. Then, 
the SHapley Additive exPlanations (SHAP) method was 
employed to show the importance of the key DN predictive 
factors [27], as illustrated in Fig. 3.

SHAP is an interpretability method for analyzing the 
importance of features on the basis of their impacts on 
the model output. The significance of adding each charac-
teristic to the model was calculated in the entire potential 
feature sequences. For SHAP, positive and negative values 
reflect positive and negative effects on the model output, 

respectively. The 18 most significant characteristics selected 
were age, duration of diabetes, BMI, SBP, history of hyper-
tension, history of retinopathy, ALT, CVD, 2HPP, uric acid, 
HbA1c, waist-to-hip ratio, total cholesterol, LDL, HDL, 
FBS, triglyceride, and serum insulin. Figure 3 shows that 
older patients, and those with longer duration of diabetes, 
higher BMI, higher SBP, history of hypertension, and his-
tory of retinopathy are more likely to develop DN.

The SHAP force plot in Fig. 4 illustrates the individual 
predictions for the RF classification algorithm. Features that 
result in lower and higher SHAP values   are displayed in blue 
and red, respectively. The size of each feature is associated 
with its impact on the classification model’s output. This fig-
ure shows an individual sample correctly classified as a DN 
patient. In this sample, age, duration of diabetes, and HbA1c 
have a greater effect on the model’s output in reducing the 
risk of DN. In contrast, LDL, BMI, and the waist-to-hip ratio 
of the sample have a greater effect on the model’s output in 
increasing the risk of DN.

Evaluation of classification algorithms

In this study, 18 features that had the best performance rat-
ing in DN prediction were obtained. Subsequent analyses 
were based on the performance evaluations of the predic-
tion model with the same optimal number of features. After 
several experiments using the GridSearchCV method and 
changing the parameters, the best combination of parameters 
was determined for each classification algorithm. Figure 5 
shows the performance of each classification algorithm 
on the basis of the ROC curve for the training dataset. As 
shown, the best results, with a prediction performance of 
84.6% in AUC, were obtained for RF while the worst per-
forming classification algorithm was DT.

Discussion

Assessing the effects of risk factors in predicting the likeli-
hood of DN using the ML approach can be highly beneficial 
for early prevention and detection among T2DM patients. 
According to the findings of the proposed model in this 
study, age is the most important feature in DN, followed by 
the duration of diabetes, BMI, SBP, hypertension, history of 
retinopathy, ALT, CVD, 2HPP, uric acid, HbA1c, waist-to-
hip ratios, cholesterol, LDL, HDL, FBS, triglycerides, and 
serum insulin.

As in previous research, the findings of this study affirm 
the role of older age as a DN risk factor. The associa-
tion between a higher risk for DN and older age in T2DM 
patients has been reported in various investigations 
[28–30]. These studies mainly examined the changes in 

Table 1  Demographics, clinical, and laboratory characteristics of 
patients

Feature Mean (SD) or frequency (%)

Age, year 57.60 (11.29)
Gender, Female 3481 (56%)
BMI, kg/m2 30.43 (6.12)
Waist to Hip ratio 0.94 (0.15)
Diabetes duration, year 10.36 (7.93)
Hypertension 2680 (43%)
SBP, mmHg 130.14 (27.55)
DBP, mmHg 78.87 (9.04)
Biguanides drug intake 2656 (43%)
Sulfonylureas drug intake 4943 (79%)
Insulin use 394 (6%)
Lipid-lowering drug intake 3811 (61%)
Retinopathy 643 (12%)
Neuropathy 803 (22%)
Diabetic foot ulcer 82 (2%)
Fatty liver 1689 (47%)
History of CVD 1634 (26%)
Family background of Diabetes 4181 (68%)
Family background of Hypertension 2070 (40%)
Family background of CVD 1511 (29%)
Smoking 206 (5%)
Cholesterol

  HDL, mg/dL
  LDL, mg/dL
  Triglyceride, mg/dL
  Total, mg/dL

45.18 (11.72)
101.64 (38.97)
175.62 (109.29)
179.90 (45.26)

HbA1c, % 7.73 (1.64)
FBS, mg/dL 160.35 (57.49)
2HPP, mg/dL 220.85 (88.42)
ALP, IU/L 158.29 (77.21)
AST, IU/L 22.65 (13.06)
ALT, IU/L 27.72 (18.04)
Potassium, mmol/L 4.32 (1.83)
Sodium, mmol/L 140.56 (4.38)
Uric acid, mg/dL 5.17 (2.23)
Vitamin D, ng/mL 24.25 (15.20)
Serum insulin, mcU/mL 10.49 (6.53)
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Fig. 2  Change of AUC based on 
the number of features
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Fig. 3  SHAP summary plots for 
important DN risk factors

Fig. 4  SHAP force plot for a sample DN patient
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eGFR. This result is consistent with the gradual decrease 
in eGFR that occurs in the normal population after about 
age 40 [31].

Hyperglycemia may result in microvascular complica-
tions, such as nephropathy, neuropathy, and retinopathy, 
and macrovascular complications, such as peripheral, cer-
ebrovascular, and cardiovascular disorders by causing mul-
tiple cellular damages in the blood vessels of a person with 
T2DM. The longer the hyperglycemia duration, the greater 
the damage to arteries. Thus, this study, along with many 
other investigations [32, 33], confirms the impact of the 
duration of diabetes in DN development and in other impor-
tant complications of the disease.

According to the results of this study, people with retin-
opathy or CVD are more likely the first to have DN. Many 
previous works [34, 35] have also highlighted that most 
patients with DN initially had retinopathy.

The findings of the predictive model in this study demon-
strate that a higher BMI is a significant risk factor for DN. 
This association between high BMI and the likelihood of 
developing DN has been also reported in previous research. 
This problem was associated with obesity-related focal glo-
merular sclerosis regardless of the complication [36–38]. For 
example, an association between high BMI and decreased 
eGFR was reported in a survey of 105 patients with DN and 
type 2 diabetes [39].

This result, along with some other studies, shows that 
patients with T2DM and high blood pressure have a higher 
risk of developing DN. Hypertension is considered another 
independent risk factor for nephropathy [40, 41]. The rela-
tionship between low blood pressure and a lower risk of 
progression from moderate albuminuria to its severe form or 
end-stage renal disease has been previously established [42]. 
In addition, low blood pressure in T2DM patients has been 
linked to moderate albuminuria to normoalbuminuria [43].

HbA1c indicates moderate levels of blood sugar within 
the past two to three months, and long-term hyperglycemia 
leads to non-enzymatic glycosylation of proteins, which 
in turn leads to systemic vascular damage and increased 
development of microangiopathy [44]. Based on previous 
research [25] on T2DM, the findings of this study confirm 
that careful control of blood sugar can lead to a significant 
decrease in the risk of diabetic complications, including 
DN.

The importance of cholesterol control in diabetic 
patients with DN was verified in this study. Although 
numerous investigations have not declared HDL as a risk 
factor for DN, these results appear to be consistent with 
previous reports that categorize dyslipidemia among the 
potential risk factors for DN [45, 46]. Our model reports 
LDL and HDL as important factors for predicting DN.

The findings of this study confirm the known risk fac-
tors for DN and emphasize the importance of controlling 
blood pressure, hyperlipidemia, weight, postprandial blood 
sugar, and fasting blood sugar in patients with T2DM. In 
addition, our study findings, as an example of the applica-
tion of ML approaches in medical predictions, indicate the 
advantages of using these techniques.

However, the classification and analysis of the mod-
els presented in this study have some limitations. The 
Diabetes Clinic of the IKHC lacks new DN biomarkers. 
The dataset only includes commonly evaluated clinical 
factors, including HbA1c, SCr, etc. Testing for alterna-
tive predictive biomarkers, including vascular endothelial 
growth factors, tumor necrosis factor-α, or transforming 
growth factor-β, which may be more closely linked to the 
pathogenesis of DN mechanisms, was not possible [47]. In 
addition, some known risk factors in predicting DN, such 
as physical activity [4], diet [24], etc., were not included 
in our dataset. As a result, some important factors were 
not considered in the proposed prediction model. In this 
analysis, only the internal validation of the model was 
examined. Hence, these results apply to populations that 
meet the inclusion criteria of the present study. In order to 
generalize the results, more research is needed on medical 
datasets in other communities.

Another limitation of this study is the large amount 
of missing data in some features. In order to ensure that 
accurate paraclinical and clinical records are kept in the 
electronic database, common guideline can be developed 
to establish the same treatment procedures and follow-up 
courses between different physicians. Also, electronic pro-
files based on information in the national ID card should be 
developed for each patient to facilitate the accurate storage 
and retrieval of health records. Finally, it is recommended 
that patients be provided with necessary training to keep 
their medical records with them during their appointments 
at the Diabetes Clinic.

Fig. 5  ROC curve to evaluate the prediction models
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Conclusion

This study underlined the application and advantages of 
ML techniques in identifying the risk factors for DN in 
T2DM patients referred to the Diabetes Clinic of the IKHC. 
Of the prediction models tested the RF classification algo-
rithm showed the best performance. This study indicated 
18 important predictive factors for DN. This suggests that 
governments should mandate broader DN screening and 
increase health care for patients with T2DM, especially 
through interventions and monitoring of important risk fac-
tors. At the same time, diabetics should also take their own 
precautions, especially those with a long history of T2DM 
or high blood pressure in regard to the occurrence of DN.

Using predictive models to review and explore the 
knowledge from electronic medical records can provide 
useful clinical tools for identifying important risk factors 
in various diseases. Future studies could focus on optimiz-
ing response variables and determining different levels of 
DN. In addition, recognizing the importance of risk factors 
using ML-based methods will facilitate the development of 
applications to evaluate the risk of DN occurrence to screen 
T2DM patients.
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