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ABSTRACT
Access to DNA is a prerequisite to the execution of essential cellular processes that include 
transcription, replication, chromosomal segregation, and DNA repair. How the proteins that 
regulate these processes function in the context of chromatin and its dynamic architectures is 
an intensive field of study. Over the past decade, genome-wide assays and new imaging 
approaches have enabled a greater understanding of how access to the genome is regulated 
by nucleosomes and associated proteins. Additional mechanisms that may control DNA accessi
bility in vivo include chromatin compaction and phase separation – processes that are beginning 
to be understood. Here, we review the ongoing development of accessibility measurements, we 
summarize the different molecular and structural mechanisms that shape the accessibility land
scape, and we detail the many important biological functions that are linked to chromatin 
accessibility.
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Chromatin is composed of DNA packaged into 
nucleosomes and decorated by associated proteins 
and RNAs. Its variable composition, structure, and 
dynamics can regulate genomic processes ranging 
from the molecular scale, affecting transcriptional 
factor binding, to functional outcomes, such as 
DNA repair and replication. An important aspect 
of chromatin-based regulation lies in the con
trolled ability of factors to gain and maintain phy
sical access to DNA – often referred to as DNA or 
chromatin accessibility. Nucleosomes and other 
DNA-bound proteins are major regulators of 
accessibility, and their contributions will be 
described throughout this review, in which we 
detail the defining measurements, the regulatory 
mechanisms, and the physiological relevance of 
chromatin accessibility.

Defining and measuring chromatin 
accessibility

A continuum of chromatin states

Within a nucleus, there is a spectrum of DNA 
accessibility states that range from hyper- 
accessible, which is often referred to as ‘open’ 
chromatin, to more moderate states of accessibility 

known as ‘permissive’ chromatin, and to more 
inaccessible or repressive states denoted as ‘closed’ 
chromatin [1]. Open and permissive states are 
often transcriptionally active chromatin and are 
often interchangeably used with the term ‘euchro
matin’, whereas closed states are commonly 
referred to as ‘heterochromatin’. However, it is 
important to note that these terms originated to 
qualitatively describe large genomic domains, and 
with an updated understanding of chromatin’s 
complexity, euchromatin and heterochromatin 
are not necessarily the best descriptors of accessi
bility. Assessing the relationships between DNA 
and proteins has provided a more useful quantita
tive framework for defining chromatin accessibil
ity. Three possible ways to frame this relationship 
are through (1) the diffusion of proteins into the 
neighborhood of a genomic locus (Figure 1(a)), (2) 
the ability of a protein to bind and/or modify 
DNA in a non-sequence specific manner 
(Figure 1(b)), or (3) the ability of a protein to 
bind/modify DNA at a specific motif (Figure 1 
(c)). In the following subsections and in Table 1, 
we discuss the strategies, results, and caveats of 
broadly used assays that characterize chromatin 
accessibility.
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Measuring accessibility and related quantities 
using chemical probes

Although not widely employed, some chemical 
probes have proven informative in determining 
chromatin accessibility. Such approaches are 
based on the long-established family of chemical 
footprinting methods used in vitro to determine 
binding sites of proteins on DNA [40]. For exam
ple, methidiumpropyl-EDTA sequencing (MPE- 
seq) [2] uses a radical-based cleavage agent 
coupled to a DNA intercalator to fragment DNA 
at regions of low nucleosome occupancy with 
minimal DNA sequence bias. Chemical mapping 
of nucleosome by copper-generated hydroxyl 
radicals generated near the nucleosome dyad has 
also been used to measure nucleosome positioning 
and occupancy, which are closely related to DNA 
accessibility [41,42]. Another recent chemical 
chromatin mapping method of note, KAS-seq 

[3], does not probe accessibility but measures the 
single-stranded DNA produced at regions of 
active transcription and elsewhere, providing an 
activity measurement complementary to DNA 
accessibility.

Measuring accessibility with nucleases

There are a variety of techniques to quantify gen
ome-wide accessibility, and many of them use the 
same basic principle of measuring how well an 
enzyme can access genomic template and subse
quently cleave or modify the DNA. Unlike small 
molecules (e.g. hydroxyl radicals), enzymes do not 
access the DNA uniformly, as their size limits their 
ability to localize and interact with DNA depend
ing on the landscape of proteins that are already 
bound to a given locus, and their sequence prefer
ences, which vary for each enzyme, modulate their 

a
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c

Figure 1. Types of accessibility. (a) Permeability of a nuclear volume (‘compartment’) determines whether proteins can diffuse into 
the same space as a genomic locus. (b) Broad-based accessibility of chromatin in a set of genomic loci determines the ability of 
proteins to nonspecifically access and scan the genomic DNA. Chromatin fiber compaction is shown as a mechanism for modulating 
broad-based accessibility, but many other mechanisms are possible. (c) Local hyper-accessible sites are narrow loci where proteins 
can access DNA with similar ease as de-chromatinized DNA. These sites are thought to have low nucleosome occupancy for several 
reasons, including competition from transcription factors (TFs) (illustrated, blue and red) that exclude nucleosomes.
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Table 1. DNA sequencing-based methods for mapping nucleosomes and/or chromatin accessibility.
Assay Description References

MPE-seq Radical-based linker DNA cleavage method that maps nucleosomal and sub-nucleosomal protected 
DNA fragments with minimal sequence bias [2].

Ishii et al. 2015

KAS-seq Genome-wide mapping of ssDNA produced by transcriptionally active RNA polymerases. Compatible 
with low cell number [3].

Wu et al. 2020

FAIRE-seq Non-nuclease genome-wide accessibility assay that uses formaldehyde fixation and sonication to enrich 
for hyper-accessible regions [4,5].

Nagy et al. 2003 
Giresi et al. 2007

DNase-seq Maps accessible regions of the genome with a bias toward hyper-accessible regions, e.g. enhancers and 
promoters [6].

Boyle et al. 2008

MNase-seq Can map either hyper-accessible regions or nucleosome positions depending on enzyme dosage. 
MNase has strong cleavage bias based on base pair composition [7].

Albert et al. 2007

MACC MNase accessibility metric determined by combining high MNase and low MNase measurements [8]. Mieczkowski et al. 
2016

q-MNase Similar to MACC, it uses titration of MNase, but also incorporates spike-in controls in experiment and 
analyses [9].

Chereji et al. 2019

MNase-SSP Uses a single-stranded DNA library prep to map MNase-digested fragments. This method greatly 
lessens the base composition cleavage bias of standard double-stranded preps, and also efficiently 
captures sub-nucleosome-sized fragments [10].

Ramani et al. 2019

Array-seq Long-read sequencing of partially digested chromatin by MNase. Main feature of interrogation is 
nucleosome phasing [11,12].

Baldi et al. 2018

ATAC-seq Maps hyper-accessible regions using Tn5 transposase, which cuts and inserts sequencing adapters into 
cellular DNA in a single step. Compatible with single-cell protocols [13].

Buenrostro et al. 2013 
Buenrostro et al. 2018

NA-seq DNA accessibility measured by restriction enzyme and sequencing. Can probe hyper-accessible and 
other regions of the genome in the same assay. Resolution is dependent on number of restriction sites 
in the genome [14].

Gargiulo et al. 2009

RED-seq Derivative of NA-seq that is performed on permeabilized cells and has an updated library prep 
workflow [15].

Chen et al. 2014

qDA-seq Similar to NA-seq and RED-seq. Restriction enzymes are titrated to measure both initial cut rate and 
absolute accessibility [16].

Chereji et al. 2019

ORE-seq Equivalent to qDA-seq. Cross-verified results with ODM-seq [17]. Oberbeckmann et al. 
2019

ODM-seq Methyltransferase accessibility assay. Nuclei are treated with M.SssI and M.CviPI followed by bisulfite- 
seq to measure cytosine methylation (5mC). Accessibility measurements were cross-verified with ORE- 
seq [18].

Elisa Oberbeckmann 
et al. 2019

DamID Genetically encoded DNA adenine methyltransferase domain fused to an endogenous protein or by 
itself is expressed in living cells and modifies GATC sequences, which are detected by bisulfite-seq. 
Resolution of assay is limited by its cognate GATC site [19,20].

van Steenlsel and 
Henikoff 2000 
Sha et al. 2010

NOMe-seq, 
MAPit-patch

Methyltransferase-based nucleosome footprinting and accessibility assays. Nuclei are treated with 
methyltransferase M.CviPI followed by bisulfite-seq [21,22].

Kelly et al. 2012 
Nabilsi et al. 2014

dSMF Dual-enzyme single-molecule footprinting. Treated nuclei with methyltransferases M.SssI and M.CviPI 
followed by bisulfite-seq of 300 bp fragments [23].

Krebs et al. 2017

Fiber-seq Chromatin footprinting in nuclei with N6-adenine methyltransferases (Btr192IV, EcoGI, EcoGII, Hia5, or 
Hin1523) followed by long-read sequencing (PacBio) [24].

Stergachis et al. 2020

SAMOSA Similar to Fiber-seq. Used M.EcoGII. Has been applied to in vitro chromatin arrays and to low nuclei 
samples [25].

Abdulhay et al. 2020

SMAC-Seq Similar to Fiber-seq and SAMOSA, except that cells were treated with M.CviPI, M.EcoGII, and M.SssI. 
Long-read libraries were sequenced with Nanopore [26].

Shipony et al. 2020

ATAC-see, 
ATAC-PALM

Attached fluorophores onto the Tn5 adapters that allow for visualization of hyper-accessible regions by 
standard or super-resolution fluorescence microscopy. Can also sequence the samples using modified 
ATAC-seq protocol [27,28].

Chen et al. 2016 
Xie et al. 2020

dCas9 live 
tracking

Accessibility measured by microscopy-based protein tracking and binding kinetics of single-molecule 
dCas9 particles that have been targeted to a specific locus or loci [29,30].

Knight et al. 2015 
Fu et al. 2016

Micro-C, Micro- 
C XL

Derivative of Hi-C that uses exonuclease digestion instead of restriction enzymes to capture both short- 
range contacts (>1kb) and mid- to long-range contacts (kb to Mb scale) [31,32].

Hsieh et al. 2015 
Hsieh et al. 2016

RICC-seq Uses ionizing radiation with sequencing to probe short-range chromatin contacts (>1kb) [33,34]. Rydberg et al. 1998 
Risca et al. 2017

Loop-seq High throughput in vitro assay to assess inherent DNA flexibility of genomic sequence [35]. Basu et al. 2021
Gradient-seq Derivative of FAIRE-seq with an added sucrose gradient, which allows for assessing the physical 

properties of chromatin. Can also be coupled with mass spectrometry [36].
Nicetto et al. 2019

CATCH-IT Determine long-term nucleosome dynamics using a chemical-based biotin-labeling, MNase digestion, 
and a biotin-streptavidin purification [37].

Deal et al. 2010

Time-ChIP Derivative of SNAP-tag using a biotin pulse-chase strategy for determining long-term histone turnover 
[38].

Deaton et al. 2016

dCas9-DD-BirA Similar to CATCH-IT and Time-ChIP, but uses in vivo BirA enzyme fused to dCas9 to label nucleosomes 
with biotin and determine long-term turnover rates by ChIP-seq [39].

Escobar et al. 2019
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propensity to cut or modify a given site on DNA 
[43]. Early iterations of genome-wide accessibility 
assays include DNase-seq (DNaseI with sequen
cing) [6] and MNase-seq (Micrococcal Nuclease 
with sequencing) [7], as well as the more recently 
developed ATAC-seq (Assay for Transposase 
Accessible Chromatin) [13]. Accessibility signals 
from these assays are enriched in regulatory 
regions, such as promoters and enhancers. 
However, each of the probing nucleases and its 
respective assay have cleavage and size-selection 
biases that limit the interpretations of the resulting 
accessibility metric [1,8,9].

DNase-seq and ATAC-seq report on hyper- 
accessible regions, especially when analyzing sub- 
nucleosome sized fragments. These smaller frag
ments represent read inserts that are surrounded 
by multiple cut sites in a nearby region, whereas 
accessible regions that are less densely cleaved 
result in longer ‘orphaned’ fragments that are 
effectively removed by size-selection. This size- 
selection leads to a preferential readout of 
stretches of DNA that are devoid of or have higher 
turnover rates of nucleosomes. A clear demonstra
tion of this bias towards hyper-accessibility can be 
seen in the coverage of the mitochondrial genome, 
which, unlike the nuclear genome, is not bound by 
nucleosomes and its coverage is overrepresented in 
the earlier iterations of ATAC-seq that were not 
optimized to exclude mitochondria [13,44]. Thus, 
DNase-seq and ATAC-seq are primarily measure
ments of hyper-accessibility and nucleosome 
depletion (Figure 1).

The enrichment of hyper-accessible sites can be 
an advantage when a global view of active or 
poised regulatory sites, such as promoters and 
enhancers, is desired with the least amount of 
sequencing. Since most of the signal is highly 
concentrated at nucleosome-depleted regions, 
most of the sequenced reads report on active 
regions. The efficiency of ATAC-seq has enabled 
its success in profiling cellular differentiation and 
diversity within tissues at single-cell resolution 
[14,45–47].

MNase-seq can measure a broader range of 
dynamic states, but important considerations and 
experimental measures must be taken to rigorously 
quantify accessibility. MNase has dual endo- and 
exo-nuclease activities – the latter of which is 

highly processive and preferentially digests inter- 
nucleosomal DNA, often referred to as linker 
DNA – but it can also partially digest nucleosome- 
bound DNA upon longer incubations. MNase also 
has a strong preference to digest AT-rich DNA 
[43,48]. Thus, MNase-seq will yield different 
results depending on the enzymatic dosage and 
the underlying sequence. At lower enzyme concen
trations, nucleosome-depleted DNA will be 
enriched, whereas higher concentrations enrich 
for nucleosome-bound DNA. Using a titration- 
based strategy, coupled with either histone ChIP- 
seq (chromatin immunoprecipitation with sequen
cing) or mononucleosome spike-ins, recent studies 
have developed sophisticated quantitative frame
works, referred to as MACC or q-MNase, to 
address the above-mentioned biases and produce 
more rigorous interpretations of accessibility using 
MNase-seq data [8,9]. These approaches can sepa
rate position, stability, and occupancy measure
ments of nucleosomes. The resulting metrics of 
both methods corroborate higher accessibility at 
enhancers, promoters, and at transcription start 
sites in a transcription-dependent manner. 
However, the quantitative differences between reg
ulatory regions and other genomic regions are 
more modest relative to results from other meth
ods, like DNase-seq and ATAC-seq. Additionally, 
upon titrating MNase, the differences between the 
overall accessibility of heterochromatin and 
euchromatin (outside of hyper-accessible nucleo
some-depleted regions) are smaller than 
expected [8,9].

Two additional methods have used experimen
tal refinements of MNase-seq. Instead of the stan
dard double-stranded library prep, MNase-SSP 
uses a single-stranded DNA library preparation 
that greatly reduces the base pair composition 
bias of the sequencing library [10]. Additionally, 
it seems to allow for more efficient capture of 
subnucleosome-sized fragments. Array-seq is 
another variant of MNase-seq; however, it uses 
longer chromatin fragments that have only been 
partially digested by MNase and then sequenced 
using long-read sequencing [11,12]. The data 
resulting from Array-seq reports on the phasing 
of oligonucleosomes, an aspect of chromatin orga
nization which may play important roles of chro
matin accessibility.
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Relative vs. Absolute Accessibility 
Quantifications

Global changes in accessibility are not well- 
quantified using DNase-seq or ATAC-seq data, 
because differences in sample processing, cell per
meabilization propensity, and clustering efficiency 
on sequencers that can affect the total amount of 
reads per cell obtained from different samples, 
necessitating normalization of libraries. Instead, 
these data sets generally report on relative distri
butions of accessibility through calling peaks of 
hyper-accessible chromatin and then analyzing 
differential read counts within each peak after 
normalization for the total amount of reads in 
each sample (for two examples of normalization 
strategies, see [49,50]). Broad-based changes in 
accessibility between samples therefore pose 
a challenge. For example, in a hypothetical experi
ment that increases accessibility at all genomic loci 
equally, this difference, when compared against 
the control sample, would be indistinguishable 
from technical sample-to-sample variation in reac
tion efficiency and would therefore be normalized 
out in the analysis. One approach that has been 
employed to handle large numbers of peaks that 
change accessibility is to derive the sample-specific 
scaling factors that account for overall sequencing 
depth and efficiency using a subset of low-variance 
peaks that remain stable across samples [49]. 
Spike-in-based strategies for cross-sample normal
ization are challenging [51] because spike-in and 
main sample reads likely compete for clustering on 
the sequencer. Alternatively, ATAC-seq data can 
be used to some extent as a broad-based accessi
bility probe by comparing the shape of the frag
ment size distribution histogram between genomic 
regions, but this approach is only possible within 
individual samples, where the technical variables 
are constant [13,52]. Sequence biases can con
found these distributions and must be carefully 
controlled.

Given the variability in accessibility measure
ments yielded by DNase-seq, ATAC-seq, and 
MNase-seq, recent efforts sought to create more 
accurate accessibility maps and to determine the 
absolute levels of nucleosome occupancy. Two 
major technical reasons why many genome-wide 
assays lack absolute quantitative power are because 

(1) size-selection leads to a diminished and unre
presentative pool of accessible sites, and (2) enzy
matic reactions typically do not reach saturation. 
To address these issues, different versions of 
restriction enzyme-based accessibility assays were 
developed (NA-seq and RED-seq) [15,16] and 
optimized (ORE-seq and qDA-seq) [17,18]. These 
assays use restriction enzyme digestion of nuclei 
followed by de-chromatinization, sonication, 
sequencing, and computational filtering of reads 
based on genomic coordinates of restriction sites. 
Restriction enzymes are strongly inhibited by 
nucleosomes, making it possible to rigorously 
relate the fraction of cleaved sites to the fraction 
of sites occupied by nucleosomes when the clea
vage reaction is titrated up to saturation of all 
cleavage sites. One technical weakness is that num
ber of recognition sites for a given enzyme limits 
the resolution of restriction enzyme-based assays. 
To address this limitation, an orthogonal techni
que was developed using a DNA methyltransferase 
and bisulfite sequencing (OME-seq), which also 
allows for the quantification of non-nucleosome 
protein occupancy [18]. Together, these absolute 
accessibility assays have confirmed the over- 
estimation of absolute accessibility by DNase-seq 
and ATAC-seq, validated the localized increases in 
accessibility at regulatory regions, and provided 
further support for similar levels of accessibility 
between broad euchromatin and heterochromatin 
domains. For example, in mouse liver cells abso
lute accessibility differs less than 2-fold between 
euchromatin and heterochromatin regions, ran
ging from 30% to 35% in promoters to 20% in 
H3K9me3 regions [17].

Methyltransferase-Based accessibility assays: 
single-molecule resolution and long-range 
correlations

Labeling DNA with methyltransferases as an 
approach for measuring accessibility developed in 
parallel with nuclease-based assay [53–56]. It has 
some disadvantages, which limited its use prior to 
the advent of long-read sequencing, and advantages, 
which are now coming to the fore as technology to 
directly read out base methylation in long DNA 
fragments has advanced. One major consideration 
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when choosing between methods is the amount of 
endogenous DNA methylation in the organism 
being assayed, which can somewhat limit the resolu
tion of methylation-based footprinting.

The key distinction between methylation and 
cleavage-based assays is that methylation is non- 
destructive and retains molecular contiguity. 
DamID [19] is an approach that takes advantage 
of this property and measures DNA accessibility 
or contacts with a protein in intact cells without 
the DNA damage response that would be triggered 
by a nuclease. DamID uses a heterologous DNA 
adenine methyltransferase domain fused to an 
endogenous protein to modify GATC sites that 
come in contact with the fusion protein and then 
identifies methylated sites through microarray or 
sequencing. This technique has mostly been used 
to profile the genomic contacts of nuclear pro
teins. DamID can also be used to probe chromatin 
accessibility more broadly. For example, expres
sing the Dam protein without fusion to an endo
genous protein yields methylation patterns that 
roughly correspond with nucleosome positions 
from MNase-seq data and that seem to be evenly 
dispersed throughout the genome [20]. The GATC 
motif limits resolution, which prompted refine
ment of this assay with the use of the more per
missive cytosine methyltransferases M.SssI (CpG) 
and M.CviPI (GpC) [18,21,23,57]. Similar to 
DamID, these other methyltransferases can be 
expressed in the cells [58] or they can be added 
exogenously after a nuclear permeabilization step 
[18,21,57]. Short-read sequencing can detect these 
modifications after bisulfite conversion of methy
lated cytosine to uracil and in silico mapping of 
these sites. Comparing methyltransferase sequen
cing and restriction enzyme sequencing results, 
both with the same biological sample and at enzy
matic saturation, yielded similar results [18]. 
Thus, methyltransferase sequencing can be opti
mized to create high-resolution and highly accu
rate maps of absolute chromatin accessibility.

As the technology to directly read out methy
lated bases has advanced [59], long-read methyl
transferase sequencing has recently been 
established, representing a powerful new way to 
measure accessibility at single-molecule resolution 
(dSMF, Fiber-seq, SAMOSA, SMAC-Seq) [23– 
26,60]. One key innovation of these protocols is 

the use of new enzymes. Promiscuous adenine 
methylases such as Btr192IV, EcoGI, EcoGII, 
Hia5, and Hin1523 modify bases that are not typi
cally methylated in eukaryotes. M.CviPI which 
methylates GpC sites, unlike the CpG sites that 
are endogenously methylated. When multiple 
methyltransferases are combined, the assay resolu
tion can be improved to a few base pairs.

Long-read accessibility measurements have sev
eral advantages over nuclease-based approaches. 
First, because they directly measure the methyla
tion state of multi-kilobase DNA molecules 
extracted from cells that can span multiple regula
tory regions, they offer single-molecule informa
tion about the correlation between accessibility of 
transcription factor (TF) binding sites within the 
same regulatory element or between distinct reg
ulatory elements such as adjacent enhancers, or 
enhancers and promoters. Individual TF footprints 
can be detected, and their cooperative interactions 
can be studied through their correlative binding 
patterns and interactions with nucleosomes 
[24,26,61,62]. Since the signal consists of multiple 
methylation events on the same molecule rather 
than multiple cleavages of several molecules, it is 
possible to observe whether accessible sites are 
activated in a graded or all-or-none mode [24]. 
Interestingly, this work found that most sites 
appear to open in an all-or-none fashion and 
intermediate values found in bulk reflect the frac
tion of cells with hyper-accessibility at the site in 
question. Methylation-based long-read methods 
can also concurrently measure accessibility and 
nucleosome spacing, the latter of which is incal
culable for poorly positioned nucleosomes using 
short reads [63]. Additionally, long reads allow for 
resolving features of repetitive loci that typically 
remain unmappable [25,60]. Initial experiments 
have found that some heterochromatin regions 
are enriched for irregular nucleosome spacing 
[25]. Lastly, these methods can simultaneously 
measure endogenous and exogenous DNA methy
lation, profiling how endogenous methylation cor
relates with the accessibility landscape [64].

How do these long-read methyltransferase 
sequencing experiments compare to absolute acces
sibility measurements? The ability to correlate acces
sibility between sites is a major advantage of 
methylation-based approaches. Another important 
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consideration is understanding what assay condi
tions best capture the biological realities of accessi
bility (discussed in more detail in the subsection 
below, Assay Conditions). It would also be useful to 
benchmark new accessibility measurements against 
an orthogonal method that has been designed to 
measure absolute occupancy [18]. Lastly, a major 
limitation of the current long-read platforms is 
their low coverage depth to sufficiently investigate 
whole genomes. Upon careful optimization of work
flows and the lowering of cost per read, long-read 
methyltransferase sequencing assays will likely play 
an increasingly key role in defining accessibility 
maps.

Visualizing accessibility

Imaging-based accessibility measurements have 
also been developed, but due to the technical chal
lenges involved, they have lagged behind sequen
cing-based methods. There have been massive 
recent achievements in the imaging of chromo
some conformations in sequence-space using 
Oligopaints and super-resolution microscopy 
[65–67]. Although these methods can map the 
underlying chromosome structures of different 
genomic regions, including more or less accessible 
regions defined by other assays, their resolution 
remains limited, and they cannot report on protein 
dynamics relative to genome sequence. Rigorous 
accessibility measurements in sequence space have 
employed tracking of a fluorescent HaloTag probe 
attached to a nuclease deficient CRISPR/cas pro
tein (dCas9) that can target specific sequences 
[29]. Coupled with sequencing readouts, this Cas9- 
based technique may provide a useful orthogonal 
approach to verifying absolute accessibility maps.

ATAC-see is another visual accessibility mea
surement, based on a slightly modified ATAC 
protocol that includes a transposase with an 
attached fluorophore and fixation of the sample 
[27]. A subsequent iteration of this technique, 
ATAC-PALM, has been adapted to super resolu
tion microscopy [28]. These assays maintain the 
use of sequencing barcodes that allow for multi
modal results capturing genome-wide hyper- 
accessibility measurements, imaging of the broad 
nuclear organization of accessible sites, and even 
the incorporation of Oligopaint hybridization to 

visualize specific loci. Thus far, these assays have 
shown that the nuclear localization of accessibility 
is cell type-dependent and that accessibility can 
provide broad clues about chromatin-based pro
cesses, like the role of CTCF in organizing acces
sible chromatin [28], condensate formation [68], 
or neutrophil extracellular traps (NETosis) [27]. 
Overall, imaging-based techniques of chromatin 
accessibility are in the early stages of development 
with the potential to provide powerful insights 
into our understanding of the in vivo spatial 
dynamics of chromatin accessibility.

Assay conditions: intact cells vs. permeabilized, 
snapshot vs. dynamic

With a variety of different techniques and normal
izations to measure accessibility, a critical question 
is how the experimental conditions of a given 
assay affect its readout. One important variable 
in assays is the cell or nucleus state. Many of the 
assays described above, except for DamID and live 
imaging, are done by permeabilizing cells, incubat
ing them with enzymes, and then halting the reac
tions after a specified amount of time that can vary 
widely between experimenters. Measurements 
from permeabilized cells may keep the chromo
somes and proteins largely within the nuclei, but 
many small molecules of the nucleoplasm are 
released, potentially disrupting native conforma
tions and activities of chromatin. Assays with pro
longed incubation of permeabilized cells may 
allow ATPase-dependent nucleosome remodelers 
to remain active and ultimately increase the per
ceived accessibility or increase background signal. 
Isolation of nuclei, which removes much of the 
ATP pool, seems to minimize changes in accessi
bility along the linear genome during longer incu
bations that are needed to reach enzymatic 
saturation [17]. It remains unclear, however, to 
what degree permeabilization or isolation of nuclei 
changes the internal spatial organization of chro
matin. It is reasonable to hypothesize that weak 
three-dimensional folding interactions and bio
chemical effects, like polymer collapse and phase 
separated condensates, become altered or dimin
ished under these conditions. It also remains 
unclear the degree to which these kinds of spatial 
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features regulate accessibility in vivo (see section 
below, Regulation of Accessibility).

A method that is often used to maintain both 
linear and spatial organization of chromatin dur
ing sample handling is formaldehyde fixation 
[31,69]. Comparisons of fixed and non-fixed sam
ples can offer insight into the effects of fixation. 
For example, when initially incorporated into the 
ATAC-see protocol, formaldehyde fixation pro
duced slightly biased results [27]. However, 
ATAC-PALM assay conditions were subsequently 
updated to yield similar sequencing results with 
and without fixation [28]. The details of the fixa
tion conditions are critical considerations. In one 
methyltransferase study, optimal sequencing 
results relied on fixation to match absolute occu
pancy scores from restriction enzyme sequencing 
from purified budding yeast nuclei [18]. In con
trast, another methyltransferase sequencing study 
of mouse embryonic stem cells found minimal 
differences between fixed and unfixed conditions 
[61]. Additional studies comparing fixed and 
unfixed conditions will be needed to clarify this 
discrepancy. Downsides of formaldehyde fixation 
are that it is relatively slow and incomplete, it can 
be reversed over time (although this is also an 
advantage for recovering DNA), proteins can dif
fuse for 1 hour after fixation, its small size limits 
the fixation distance, and it underrepresents more 
transient or weaker contacts [31,70,71]. Each of 
these deficiencies can contribute to an incomplete 
understanding of the chromatin landscape or even 
fixation artifacts [71].

In contrast to the permeabilized, isolated, and/ 
or fixed nuclei, accessibility can be measured 
under natural dynamics of intact cells. One such 
strategy is to genetically encode 
a methyltransferase and track in vivo accessibility 
over prolonged times. This approach has been 
done at low depth for Dam expression in 
C. elegans in a tissue-specific manner [20]. 
Another study in budding yeast used an M. 
EcoGII fusion protein coupled with long-read 
sequencing [58]. Adapting this long-read method 
with an M.EcoGII that is not fused to any other 
protein and that is under the control of a finely 
tuned inducible promoter may provide a more 
biologically relevant view of the in vivo kinetics 
of genome-wide chromatin accessibility.

In sum, careful experimental considerations 
must be made when designing experiments and 
making conclusions about accessibility assays.

Correlates of accessibility

Many genome-wide readouts correlate with 
accessibility measurements and are often used 
as shorthand for accessibility or lack thereof, 
including nucleosome positions, histone modifi
cations, transcription, and chromatin compac
tion. Accessibility is often anti-correlated with 
positioning and density of nucleosomes, which 
often are primary determinants of accessibility 
due to their abundance and stability. For exam
ple, FAIRE (formaldehyde-assisted isolation of 
regulatory elements) [4,5], was an early sequen
cing-based method for profiling active regulatory 
elements by fragmenting crosslinked chromatin 
and enriching for DNA fragments that were not 
bound to protein (presumably, consisting largely 
of histones).

However, as discussed above, absolute accessi
bility measurements demonstrate that many of 
these assays often overestimate nucleosome occu
pancy, differences in occupancy between epige
nomic states, or the extent to which nucleosomes 
block access to the underlying DNA. ChIP-seq or 
DamID peaks of histone modifications, such as 
lysine acetylation of H3 and H4 (H3K9ac, 
H3K27ac, H4K16ac) and lysine methylation of 
H3 (H3K4me) often occur around hyper- 
accessible sites, but the code of histone modifica
tions does not simplistically correspond to acces
sibility. For example, some sites may be accessible 
before a strong histone acetylation signal appears 
[72], and acute perturbation of acetylation, despite 
dramatically impacting transcription, has little 
effect on the accessibility landscape [73].

Similarly, the repressive marks histone H3 
lysine 9 di- or trimethylation (H3K9me3) and H3 
lysine 27 trimethylation (H3K27me3) or genomic 
regions that tend to contact these loci, being part 
of the ‘B compartment’ measured by Hi-C [74] 
(discussed in further depth in the next section) 
are often referred to as low accessibility states or 
described as ‘compact’. Although this description 
is likely accurate when compared to hyper- 
accessible regulatory regions, absolute broad 
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accessibility in these heterochromatin regions is 
rarely measured. As discussed in more mechanistic 
detail below, models of chromatin compaction are 
subject to ongoing revision and do not fit into 
simplistic views of open and closed. Several pro
mising technological developments are making it 
possible to begin making direct measurements of 
chromatin compaction. First, recent advances in 
super-resolution imaging [65–67,75] and electron 
tomography [76–78] have made it possible to 
visualize the densities, locations, and, to some 
degree, relative orientations of nucleosomes in 
fixed or frozen cell nuclei. Live-cell imaging of 
chromatin with fluorescence correlation spectro
scopy and single-molecule imaging with tracking 
[79–82] have begun to add dynamic information 
to those pictures, reporting on both fluctuations 
and material properties of chromatin as well as 
regulated, active motion in response to events 
such as DNA damage. Micro-C, a proximity liga
tion-based method based on Hi-C that digests 
chromatin with MNase [31,32,70,78,83] and 
RICC-seq [33], a method that analyzes clustered 
DNA damage patterns induced by ionizing radia
tion, are being investigated as probes of local 
chromatin fiber compaction. Finally, loop-seq 
and gradient-seq are two recently developed tech
niques that can directly probe physical properties 
of the genome and are starting to provide key 
insights into fundamental determinants of accessi
bility [35,36]. Loop-seq uses an elegant in vitro 
system to interrogate the flexibility of short DNA 
oligos that, when combined with high throughput 
oligo synthesis and sequencing, can assess the 
inherent mechanical code of DNA from large por
tions of a genome. Loop-seq applied to budding 
yeast has shown that underlying mechanical prop
erties of the local genome sequences correlate with 
nucleosome occupancy. Gradient-seq assess the 
density of chromatin by crosslinking cells, sonicat
ing, and then separating chromatin using a sucrose 
gradient. Chromatin that is more labile to sonica
tion correlates well with active regions of the gen
ome, whereas sonication-resistant chromatin 
correlates strongly with repression-associated fea
tures, such as H3K9me3, DNA methylation, and 
LADs. Intriguingly, sonication-resistant regions 
are better predictors of transcriptional repression 
and resistance to transcriptional activation under 

reprogramming than any single repression- 
associated feature alone [36,84]. Gradient-seq also 
permits isolation and mass spectrometry-based 
identification of the proteins associated with each 
compaction state of the chromatin, revealing 
molecular regulators [84,85]. Although these 
approaches are still relatively new, they hold pro
mise to characterize the context-dependent rela
tionships between chromatin compaction, 
accessibility, and functional outcomes like 
transcription.

In sum, although many genome-wide para
meters often correlate with accessibility measure
ments, more precise language when describing 
experimental results and interpretations is useful, 
especially given the ongoing efforts to accurately 
quantify chromatin accessibility and compaction.

Regulation of accessibility by the chromatin 
fiber and nuclear compartments

In the cellular context, access to chromatinized 
DNA can be controlled at several levels. Indeed, 
the three modes of accessibility discussed in the 
previous section are each a prerequisite for the 
next, i.e. if a DNA-binding protein is to access its 
target locus, the protein must access the nuclear 
space containing the locus (also called 
a compartment), and be able to non-specifically 
bind the DNA therein, and then find its sequence- 
specific binding site. The mechanisms that give rise 
to the narrow, hyper-accessible regions, identified 
by DNase-seq and ATAC-seq peaks, involve 
a combination of competition for DNA binding 
between TFs and nucleosomes or the action of pio
neer factors, local remodeling of nucleosomes by 
ATPases, and modulation of binding at specific 
sites by DNA methylation. These hyper-accessible 
regions have been well reviewed elsewhere [1,64]. 
Therefore, we will focus here on the mechanisms 
that regulate access to either chromatinized DNA in 
general or genomic compartments, modulating 
broad-based accessibility of genomic loci (not 
hyper-accessibility) (Figure 1(b)), or modulating 
which parts of the nucleus can be accessed by pro
teins of interest (Figure 1(a)). We will first describe 
factors that regulate accessibility at the chromatin 
fiber level and models of local chromatin compac
tion, and then relate them to the emerging picture of 

244 A. R. MANSISIDOR AND V. I. RISCA



long-range chromatin compaction, phase separation 
of chromatin, and the generation of nuclear com
partments with self-segregating compositions.

Molecular factors regulating broad chromatin 
accessibility

The extensive co-mapping of chromatin accessi
bility using sequencing-based assays and either 
chromatin-associated proteins or histone modi
fications across large numbers of cell types and 
organisms has revealed strong correlations 
between chromatin accessibility and several 
molecular factors, which we detail below. It is 
important to note, however, that these correla
tions do not on their own establish causality or 
reveal the underlying mechanism regulating 
accessibility. For example, chromatin accessibil
ity also correlates with transcription, and tran
scriptional activity could affect local chromatin 
accessibility rather than the other way around. 
Furthermore, due to the high complexity of 
eukaryotic chromatin, it is likely that multiple 
mechanisms are in play at any given locus, and 
that the impact of the molecular factors below 
depends on the local chromatin context.

Nucleosome remodelers and chaperones
In addition to the localized removal of nucleo
somes to generate hyper-accessible sites at active 
promoters and enhancers [1], nucleosome remo
delers also play a role in broadly regulating the 
spacing of nucleosomes [18,86,87], which can 
influence chromatin fiber geometry [88–90], as 
well as the turnover rate of histones or nucleo
somes [89], thus regulating the occupancy of 
underlying DNA loci. Fast histone turnover and 
chromatin accessibility are generally correlated 
[91,92]; however, they are not inextricably linked. 
A study of nucleosome turnover with two ortho
gonal methods, time-ChIP and CATCH-IT, 
showed that in embryonic stem cells, heterochro
matin containing the histone variant H3.3 exhibits 
very fast nucleosome turnover with no associated 
increase in accessibility and that this dynamic but 
inaccessible state requires the H3.3 chaperone 
DAXX [93].

Histone variants
The H3.3 example above [93] illustrates how his
tone variants can interact with chaperones and 
remodelers to alter chromatin accessibility as part 
of the epigenomic context of a locus. Other his
tone variants are associated with high-accessibility 
regions, such as H2AZ, which is enriched at tran
scription start sites and is preferentially disrupted 
by RSC remodeling complexes [94–96]. 
MacroH2A is a notable family of variants of his
tone H2A that are generally, though not exclu
sively, associated with transcriptionally repressed 
chromatin and contain a positively charged linker 
domain [97,98], similar to the ‘tail’ domains of 
linker histones (see below). In line with repressive 
functions, macroH2A2 restricts cell reprogram
ming, but, another member of this family, 
MacroH2A1.1, promotes both accessibility and 
transcription at some of its target genes through 
histone acetylation [97]. In most cases, the 
mechanisms by which macroH2A family variants 
modulate the local chromatin context remain 
poorly understood.

Linker histones
Linker histones, the best-studied of which are the 
H1 histone family (recently reviewed in depth 
[99]), are globular proteins which, much like the 
core histones (H2A, H2B, H3 and H4), have 
unstructured and positively charged N- and 
C-terminal ‘tail’ domains. Their globular domains 
associate with the nucleosome at or near the ‘dyad’ 
position midway between the DNA entry and exit 
points, and their tail domains are thought to help 
shield the charge on linker DNA between nucleo
somes. Linker histones can reversibly bind to chro
matin with residence times (~3 minutes) that are 
shorter than core histones (hours) but are longer 
compared to most other chromatin factors 
(<1 second to 10s of seconds) [100]. Unlike other 
factors that must be recruited to the loci where 
they are found, linker histone is highly abundant 
and dynamic in most cells, binding nearly every
where in the genome, with the exception of some 
H1 subtypes that are depleted near the promoters 
of active genes [101]. Despite its ability to passively 
dissociate from chromatin, active removal or 
replacement of H1 may play an important role in 
regulating chromatin-based processes, such as 

NUCLEUS 245



transcriptional activation. Local eviction of linker 
histone is in many cases, the first step toward 
nucleosome remodeling and generation of 
a hyper-accessible site [1,102]. On the other 
hand, higher H1 densities on chromatin are asso
ciated with transcriptionally repressed and less 
accessible chromatin [99,103]. Globally, the H1- 
to-nucleosome ratio tends to increase between 
stem cells and differentiated cells. Linker histone 
mutations have been found to associate with sev
eral cancers, particularly concentrating in lym
phoma [104]. Reduction of linker histone levels 
generally leads to a corresponding reduction in 
the spacing between nucleosomes [105,106], 
reduction in the size of nucleosome clusters mea
sured by super-resolution fluorescence [107], 
reduction in the density of heterochromatin as 
measured by transmission electron microscopy, 
a small increase in total nuclear size, and changes 
in accessibility that depend on the cell type and the 
initial H1-to-nucleosome ratio [52,108].

Histone acetylation
Histone acetylation (reviewed recently in depth 
[109]) is the most conserved type of histone post- 
translational modification [110]; therefore, it is 
likely to be the most fundamental ‘epigenetic’ (in 
the sense of relating to chromatin-based control of 
gene expression) mechanism of regulating DNA- 
based processes, with the exception of moving and 
removing nucleosomes (covered in more detail 
below, ‘Local Compaction and the 30-nm Fiber 
Model’). It has been observed at multiple sites 
concentrated on the N-terminal unstructured tail 
domains of histones H2 and H4 and is maintained 
through a balance between histone acetyltrans
ferases (HATs) and deacetylases (HDACs) [109]. 
Early in vitro experiments showed that acetylation 
facilitates access of basal TFs to their binding sites 
[111]. Histone acetylation, particularly on the H4 
tail, leads to de-compaction of synthetic oligonu
cleosome fibers through what is thought to be 
disruption of the docking between a basic patch 
on the H4 tail, which is necessary for compaction, 
and an acidic patch on the face of the nucleosome 
[112–115]. The details of this mechanism have also 
been explored through extensive simulations 
[109,115–117]. Functionally, acetylation correlates 
with chromatin accessibility [1], enhancer/ 

promoter activation [109,118], histone turnover 
[119], and eviction of linker histones [102]. 
Recruitment of acetyltransferases is a key step in 
the eukaryotic transcriptional activation process 
[120,121], and cell states with high plasticity or 
high overall accessibility, such as embryonic stem 
cells [122] or activated B cells [123], also have high 
levels of acetylated chromatin. Upon HDAC inhi
bition in B cells, increased chromatin acetylation 
contributed to spreading of chromatin from the 
nuclear lamina toward the nuclear interior, but 
surprisingly, the increase in acetylation did not 
significantly change the size of nucleosome clus
ters or the search time of TFs diffusing to their 
binding site [123]. Conversely, massive deacetyla
tion is associated with genome- or chromosome- 
wide reduction of transcriptional activity and loss 
of at least a part of hyper-accessible sites (as mea
sured by ATAC-seq) in specialized states, such as 
mitosis [124], quiescence [78,83], and 
X chromosome inactivation [125–127].

HP1 family proteins
H3K9me2/3-marked chromatin generally has the 
highest DNA density among epigenomic states 
[128] and is associated with constitutive hetero
chromatin. H3K9me2/3 covers much of the 
repressed repetitive genome, and more recently it 
was found to also participate in the silencing of 
some developmentally regulated loci [36,129,130]. 
Loss of H3K9me2/3 marks leads to genomic 
instability caused by inappropriate and widespread 
transcription of repetitive regions [131,132]. 
H3K9me3 is recognized and bound by the chro
modomains of HP1 family proteins, which can 
then dimerize through their chromoshadow 
domains, bridging nearby or distal non-adjacent 
nucleosomes along chromatin [133,134]. HP1 
family proteins serve as interaction hubs, helping 
H3K9 methyltransferases and demethylases 
remain localized to chromatin, enhancing their 
stability [135], and introducing feedback in the 
maintenance of heterochromatin [136]. HP1α has 
been shown to contribute to the mechanical elas
ticity of chromosomes in both interphase and 
mitotic mammalian cells, consistent with function 
as a crosslinking factor [137]. However, in rapid 
degron-based HP1α depletion, little transcriptional 
dysregulation has been observed [137]. A potential 
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link between the transcriptionally repressive func
tion of H3K9me2/3 and its role in chromatin 
compaction was found using an assay for chroma
tin density or condensation in which formalde
hyde-crosslinked chromatin is lightly sonicated 
and fractionated on density gradients [84]. 
Chromatin’s propensity to resist sonication, taken 
as a measure of compaction, correlated strongly 
with H3K9me2/3 and also predicted repressed 
states of genes and resistance to activation during 
ectopic trans-differentiation better than histone 
modifications alone [84,138,139]. H3K9me2/ 
3-marked chromatin may also be compacted 
because it is also enriched in linker histone bind
ing [52,99,108], and in Drosophila, linker histone 
H1 interacts with the H3K9me3 methyltransferase 
Su(var)3–9 [140].

Polycomb family proteins
H3K27me3 chromatin is dynamically regulated 
during development by polycomb repressive 
complexes PRC1 and PRC2, and this modifica
tion is often referred to as facultative heterochro
matin [141,142]. Compact clusters or ‘hubs’ of 
transcriptionally repressed and H3K27me3- 
marked chromatin have been detected by Hi-C 
and microscopy [143–146]. The core canonical 
PRC1 can compact chromatin in vitro, even in 
the absence of histone tails [147–149]. PRC2 can 
also bind H3K27me3 through its EED subunit, 
and like HP1α, PCR2 can bridge non-adjacent 
nucleosomes in vitro [150]. H3K27me3 is also 
found over most of the transcriptionally 
repressed inactive X chromosome, called the 
Barr body in female mammalian cells [151]. 
Although it is not as compact as H3K9me3- 
decorated constitutive heterochromatin, the Barr 
body excludes RNAPII and hyper-accessible 
chromatin [152]. Genes on the inactive 
X chromosome that escape silencing are consis
tently found on the outer periphery of the silent 
chromosome [153,154]. A large number of recent 
studies into the mechanism of transcriptional 
silencing on the inactivated X chromosome 
(reviewed by Heard and colleagues [126,151]) 
together show that PRC1 and PRC2 are involved 
in helping to compact the chromosome, and thus, 
they facilitate spreading of the long noncoding 
RNA that directs and coordinates silencing by 

Xist. However, transcriptional silencing is 
mediated by the SPEN protein, which further 
recruits the NuRD remodeling and deacetylase 
complex and NCoR corepressor as effectors to 
deacetylate and silence chromatin [126]. PRC2 
complexes also silence many developmentally 
regulated loci and generally, their binding and 
the chromatin marks they deposit and bind, 
H3K27me3 and H2AK119ub (in vertebrates), 
are anti-correlated with gene expression, but sur
prisingly not correlated with very low accessibil
ity as measured by ATAC-seq and other similar 
assays [155]. Several models for the mechanism of 
polycomb-based repression have been proposed, 
including blocking transcription elongation 
rather than initiation or compaction of the chro
matin fiber [156,157].

Physical factors regulating broad chromatin 
accessibility

Compaction of DNA is necessary to fit genomic 
DNA into cell nuclei. The radius of gyration of 
a piece of DNA the length of the diploid genome 
would be about 187 µm, and that of an average- 
sized chromosome about 27 µm (or slightly less, 
because these numbers are based on low-salt 
measurements), while the nucleus is typically 
about 10 µm across [158,159]. Nucleosomes 
compact the length of DNA about 6- to 7-fold, 
but the radius of gyration of this more com
pacted chromatin fiber becomes more difficult 
to estimate because its effective stiffness depends 
strongly on the arrangement, the dynamic geo
metry, and the interactions of nucleosomes 
[160]. Careful estimates of chromatin stiffness 
from yeast suggest that it would have an average 
compaction of 53–65 bp/nm and a persistence 
length of 52–85 nm [161], properties which 
would yield a minimum radius of gyration for 
a contiguous diploid human genome of about 
40 µm. Additional compaction of the genome, 
beyond simple winding of nucleosomes, must 
therefore be occurring.

Chromatin ‘condensation’ has largely been the 
term invoked when discussing the dramatic 
micron-scale changes in density of mitotic chro
mosomes, while ‘compaction’ is usually applied 
to the denser regions of heterochromatin in 
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interphase nuclei, as well as to shortening of 
DNA through the formation of nucleosomes 
(the units of chromatin) and through their local 
interactions along the fiber to fold it further still. 
Chromatin condensation and compaction on 
microscopic length scales have been studied for 
over a century. Condensed mitotic chromosomes 
were observed by Walther Flemming in the 1880s 
[162] and heterochromatin was coined as a term 
to describe the dense regions of chromatin in the 
nuclei of some cells observed by Emil Heitz in 
the 1920s [163,164]. Despite this long history, 
our understanding of the molecular details and 
functions of dense chromatin has remained sur
prisingly limited, and many major questions 
remain unanswered. How does heterochromatin 
repress transcription? What is the relationship 
between chromatin compaction and DNA acces
sibility to DNA-binding proteins? Does chroma
tin compaction depend on different factors at 
different length scales?

One emerging theme is that compaction may 
look different depending on the length scale over 
which it is probed. Chromosome condensation can 
occur over long length scales (hundreds of nan
ometers to microns) through looping by cohesin 
or condensin complexes, as has been documented 
for mitotic chromosomes [165], while still poten
tially leaving the chromatin fiber extended when 
measured at the length scale of tens of nanometers. 
For example, condensins can still generate remark
ably normal, albeit more fragile, condensed mitotic 
chromosomes under conditions of extreme 
nucleosome depletion [166]. Furthermore, differ
ent epigenomic states can have different fractal 
scaling of compaction as a function of genomic 
distance. In interphase nuclei, inactive chromatin 
scales by a simple power law at all length scales 
probed, but polycomb repressed chromatin exhi
bits different behavior below and above the length 
scale of ~30–50 kb [65], with chromatin fibers 
apparently having low compaction below that 
length scale, but then probably looped into more 
compact conformations above that length scale in 
a manner that depends on the polyhomeotic pro
tein. Such findings suggest that the different length 
scales of chromatin organization may be more 
independently regulated than previously thought. 
Connections between length scales do exist, of 

course. For example, a recent study of mitotic 
chromosome condensation [167] explored the 
interaction between linker histone (regulator of 
short-range chromatin fiber behavior that binds 
individual nucleosomes) and condensins (large 
ring-like complexes with ATPase activity that can 
extrude loops of DNA) [168]. In vitro, linker his
tone inhibits condensin binding to nucleosome 
arrays, which has been proposed to play a role in 
tuning the compaction and topology of mitotic 
chromosomes [167]. Thus, it is important to con
sider both the distinctions and the connections in 
compaction at different length scales.

Local chromatin compaction, the 30-nm fiber, 
and steric exclusion models

In the classical model that emerged soon after the 
discovery of nucleosomes [169–171], the proposed 
relationship between chromatin compaction and 
DNA accessibility is straightforward. A highly 
compact, 30 nm-diameter fiber was thought to be 
formed through close stacking of nearby nucleo
somes into a helix, though the detailed structure of 
that helix was debated [172]. This state was 
thought to be either the repressed or the default 
‘ground state’ of chromatin, and because the fiber 
was tightly and stably packed with linker DNA 
buried in its center, it would be easy to envision 
how both access to binding sites on DNA and 
nucleosome dynamics would be suppressed. 
Accessible or transcriptionally active chromatin, 
generally acetylated, would be unfolded from this 
helix into an unstructured fiber with nucleosomes 
connected by accessible DNA linkers resembling 
‘beads on a string’ [173]. The 30-nm fiber would 
then be folded into higher order loops anchored to 
protein scaffolds to form heterochromatin or con
densed mitotic chromosomes. This hierarchical 
model, in which compaction and accessibility are 
mutually exclusive and in which compaction starts 
at the nanoscale interactions between nucleo
somes, has proven inadequate to explain the 
much more complex picture of chromatin organi
zation that has emerged over the last decade.

Multiple methods have shown that chromatin is 
much more disordered and dynamic than the clas
sical 30-nm fiber model proposes. Several electron 
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tomography studies have found that chromatin 
fiber diameters, nucleosome clusters, inter- 
nucleosome spacers, and DNA entry-exit angles 
are highly heterogeneous in most cells 
[76,77,107,174,175], in contrast to the regular 30- 
nm fiber models based on in vitro reconstitution of 
chromatin on regular arrays of nucleosome posi
tioning sites [175–177]. Proximity ligation and 
X-ray scattering experiments have also failed to 
find long-range ordered 30-nm fibers in most cell 
types [32,70,174,178,179]. One possible exception 
is the transcriptionally inert chromatin of chicken 
red blood cells, in which very high linker histone- 
to-nucleosome ratios appear to package chromatin 
into something resembling 30-nm fibers [78,176]. 
These results suggest that the long-range order of 
30-nm fibers formed in vitro on regularly spaced 
arrays of strong nucleosome positioning sites is 
difficult to find in most cell types, with the excep
tion of avian erythrocytes and similar cell types 

with mostly inactive chromatin and very high 
levels of linker histone.

Despite a relatively disordered landscape, some 
observations point to local inter-nucleosome inter
actions as a potential regulatory point for chroma
tin structure (Figure 2(a)). Clusters of 
nucleosomes identified by super-resolution micro
scopy of histones, termed ‘clutches’, change their 
size upon cell differentiation, changes in histone 
modifications, and changes in the global linker 
histone-to-nucleosome ratio [75,89,107,123]. The 
molecular regulators of this change were dissected 
in B cells, and interestingly, the size of the clutches 
was altered by cellular ATP levels, thought to drive 
the activity of chromatin remodeling complexes 
already associated with their target loci, but not 
by histone acetylation levels [123]. However, it is 
not clear to what extent the decompaction of 
nucleosome clutches is driven by changes in 
nucleosome spacing and occupancy or by the evic
tion of linker histone or by other factors. Extensive 
simulation, experimental and analytical work has 
shown that the chromatin fiber’s folding into 
either clutches or regular fibers and its stiffness 
depend on inter-nucleosome spacing [88– 
90,160,180–184]. In vitro, linker histone promotes 
compaction of nucleosome arrays into 30-nm 
fibers, though new results show that even these 
fibers can adopt heterogeneous conformations, 
which may explain how the 30-nm fiber can be 
reconciled with the nucleosome clutches model 
[185]. In vivo linker histone levels increase from 
pluripotent stem cells to differentiated cells and 
are necessary for proper differentiation and orga
nismal development [99,106]. Simulations suggest 
that higher linker histone-to-nucleosome ratios 
increase the self-stacking and the effective stiffness 
of chromatin fibers, even when they are not form
ing true 30-nm fibers [186,187]. Proximity ligation 
and sequencing experiments in yeast also show 
that local contacts between nearby nucleosomes 
along the chromatin fiber, perhaps in tetranucleo
some units, are mediated by interactions between 
the unstructured tail of histone H4 and the acidic 
patch on the nucleosome face composed of regions 
of histones H2A and H2B [32,188]. More recent 
sequencing-based experiments in mammalian cells 
with both Micro-C and RICC-seq also show 
DNA–DNA contacts consistent with zig-zag-like 
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Figure 2. Models of accessibility control mechanisms by chro
matin. (a) Steric occlusion at binding sites by nucleosomes or 
oligo-nucleosome contacts can prevent productive binding 
interactions and reduce the effective concentration of a TF or 
polymerase (blue circles) in a genomic region. If all binding 
sites are obscured, the protein is not concentrated in the 
genomic region, even though diffusion may be unaffected. (b) 
Liquid-liquid phase separation of chromatin and associated 
proteins can prevent proteins from entering three-dimensional 
regions of the nucleus (compartments) based on the proteins’ 
chemical properties such as charge. (c) If chromatin is cross
linked into a gel, it would exclude proteins larger than the pore 
size of the gel regardless of their chemical properties. (d) 
Volume exclusion due to crowding can reduce the concentra
tion of soluble protein in a manner that depends more weakly 
on size than a gel (c).
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tetranucleosome stacking [33,70,179], which reca
pitulates the kind of tetranucleosome units 
observed by more recent cryo-EM and X-ray scat
tering [177,185]. Dynamic measurements of the 
fluctuations of reconstituted chromatin fibers 
in vitro show that nucleosomes can stack with 
each other transiently on scales of hundreds of 
milliseconds, forming tetranucleosome units 
within the chromatin fiber [189,190]. All together, 
this evidence supports the idea that partially dis
ordered segments of the 30-nm fiber or its basic 
architectural motif, a tetranucleosome unit with 
zig-zag stacking of nucleosomes and the nucleo
some–nucleosome contacts therein, occur com
monly in chromatin in a dynamic mode that 
depends on local regulation by irregularities in 
nucleosome spacing, histone modifications, and 
chromatin-binding proteins.

How does the local compaction of chromatin 
into larger nucleosome clutches or more stable or 
more abundant tetranucleosome units affect chro
matin accessibility? The classical model would pre
dict that DNA-binding proteins are sterically 
excluded from deacetylated heterochromatin 
through local fiber compaction. DNA editing 
with Cas9 is less efficient in heterochromatin 
than in euchromatin [191,192], but a systematic 
study suggests that this effect is due largely to 
slower kinetics in heterochromatin, and can be 
overcome with longer exposure to Cas9 or higher 
expression levels [193]. Similar effects are seen in 
explicit assays of chromatin accessibility. DNase- 
seq [194] and ATAC-seq [13,44] are performed 
with limiting amounts of enzymes that have strong 
preferences for nucleosome-depleted DNA and 
any amount of cleavage in heterochromatin is 
generally considered noise in the assay as it was 
originally designed [195]. However, ATAC-seq has 
been used to estimate accessibility changes due to 
linker histone depletion in heterochromatin and 
has found measurable changes [52]. Studies that 
characterized accessibility by titrating MNase 
(MACC and q-MNase) [8,9], found that presum
ably dynamic nucleosomes can occupy sites of 
high overall accessibility in a bulk population mea
surement [8] and that overall accessibility was 
similar between heterochromatin and euchromatin 
in Drosophila cells, although nucleosome fragility 
at specific sites differed significantly. More 

recently, other enzymes have been employed to 
get around the problematic processivity of 
MNase. qDA-seq [17] and ORE-seq [18] are simi
lar methods that use titration of a restriction endo
nuclease until saturation followed by sequencing 
of all fragments to obtain absolute cleavage rates at 
each restriction enzyme site. Only qDA-seq was 
applied to mammalian cells, which have appreci
able compact heterochromatin, and the absolute 
accessibility measured was surprisingly similar 
between euchromatin and heterochromatin. 
H3K9me3-marked chromatin was only about 
30% less accessible than the body of a transcribed 
gene, while H3K27me3-marked chromatin was 
about 30% more accessible [17]. The most dra
matic changes in accessibility, 2–3 fold in sub- 
saturating conditions, were at the well-defined 
hyperaccessible sites found by assays like ATAC- 
seq – promoters, enhancers and insulators – 
though, interestingly, some promoter accessibility 
was observed in some inactive genes [17]. This 
observation is concordant with a recent perturba
tion study in preprint that found precise stimulus- 
induced changes in transcription did not necessa
rily correlate with changes in accessibility [196]. 
Together, these results suggest that although 
nucleosome volume density is certainly higher in 
heterochromatin [77], small enzymes can still 
access their binding sites on DNA.

Several systems in which the short-range struc
ture of chromatin is perturbed have yielded further 
insights. In yeast, local contacts between nearby 
nucleosomes in the chromatin fiber increase 
between log phase and quiescence, coinciding 
with large-scale transcriptional repression [78]. 
This repressive folding of the chromatin fiber is 
consistent with disordered local contacts rather 
than an ordered 30-nm fiber and depends on 
acetylation of the basic patch of the histone H4 
N-terminal tail domain. Furthermore, unfolding of 
the chromatin fiber induced upon global chroma
tin acetylation in log-phase cells was found to be 
a prerequisite for and not a consequence of tran
scriptional activation, though importantly, it was 
not sufficient for transcriptional activation. 
Because chromatin accessibility was not directly 
probed, RNA polymerase II (RNAPII) occupancy 
and transcriptional activity must be used as 
a proxy to interpret this data. Recent experiments 
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currently in preprint [125] investigating a different 
deacetylation event at the early stages of 
X chromosome inactivation in female mammalian 
cells, found that RNAPII has shorter residence 
times on chromatin in the inactivated 
X chromosome than elsewhere in the nucleus, 
but that its diffusion in the unbound state is unaf
fected, despite the overall higher compaction level 
of the inactivated X chromosome. In earlier work, 
it was found that histone deacetylation is the event 
that temporally best correlates with the reduction 
of RNAPII density within the X chromosome ter
ritory [152], but additional experiments found that 
the concerted action of both the deacetylase 
HDAC3 and the corepressor complexes NCoR/ 
SMRT and NuRD, organized by the transcrip
tional repressor SPEN, are necessary to effect tran
scriptional repression and the associated loss of 
accessibility at promoters and enhancers found in 
the inactive X chromosomes [151,152,197]. These 
complexes couple deacetylation with nucleosome 
remodeling, and it is likely that both factors con
tribute to the observed changes in accessibility.

In B cells, TFs were tracked at the single- 
molecule level using fluorescence microscopy and 
their residence time on chromatin as well as the 
number of random collisions before stable binding 
events were reduced in activated cells [123]. This 
effect required ATP and did not occur upon inhi
bition of acetylation with trichostatin A, indicating 
that the dynamics of TFs searching for binding 
sites are sped up by ATP-dependent nucleosome 
remodeling and not by chromatin acetylation. The 
control of nucleosome clutch size, imaged by 
super-resolution fluorescence microscopy under 
the same conditions, was similarly dependent on 
ATP and not on acetylation, indicating that the 
sizes of local nucleosome clusters is correlated with 
TF search dynamics.

Lastly, mitotic chromosomes have also been 
investigated as a natural perturbation of chromatin 
structure. In mitosis, transcription is globally 
downregulated, and chromatin is both broadly 
deacetylated and phosphorylated, which blocks 
the recognition of the heterochromatin marks 
H3K9me2/3 [198]. The 30-nm fibers predicted by 
the classical model were not detected by X-ray 
scattering experiments [174,178]. Based on elec
tron tomography measurements, chromatin fibers 

are highly irregular [76,77], and the volume den
sity of chromatin in condensed mitotic chromo
somes is approximately as high as it is in 
heterochromatin (~40–50%) [77]. Despite this 
high density, multiple studies using ATAC-seq 
have found that mitotic chromosomes retain 
accessibility at promoters and at some, but not 
all, enhancers [71,199–201]. Live-cell fluorescence 
measurements indicated that a previous model 
that invoked the eviction of most TFs from mitotic 
chromosomes was based on a fixation artifact. In 
contrast, Sox2 retains access to mitotic chromo
somes but has a more dynamic interaction with 
chromatin with a lower residence time attributed 
to the loss of stabilization by global inactivation of 
transcription [71]. ESRRB was shown by ChIP-seq 
to bind specifically at many, but not all, of its sites 
in mitotic mouse embryonic stem cells [202]. At 
promoter-distal regulatory regions where ESRRB 
binding was lost in mitosis, the ordered nucleo
some arrays found in interphase and in some, but 
not all, of DNA accessible sites were also lost, 
whereas both were maintained at bound (‘book
marked’) sites. Similar mitotic bookmarking beha
vior was also observed at CTCF binding sites 
during mitosis in mouse embryonic stem cells, 
with the strongest motifs being more strongly 
bound [201]. Surprisingly, this bookmarking effect 
appears to be cell type-dependent for reasons that 
are not yet understood [201,203]. Other TFs exhi
bit reduced residence time on mitotic chromo
somes [29,202]. Overall, although the chromatin 
environment of condensed mitotic chromosomes 
with a high nucleosome density and transcription 
is globally inhibited [204,205], TFs can still access 
chromatin and where they bind is regulated by 
factors more complex than simple steric exclusion 
or loss of accessibility.

Above the level of short stretches of the chro
matin fiber, it has been suggested that RNAPII 
may be excluded from compact chromatin 
through formation of a gel with a defined pore 
size that excludes molecules beyond a certain size 
(Figure 2(c)). This has been tested by measuring 
the ability of exogenous factors, protein and other
wise, to penetrate dense heterochromatin domains 
using either microscopy or DNA cleavage or mod
ification as assays. Fluorescent dextrans of varying 
sizes were excluded from heterochromatin in 
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mammalian cells to an extent that depended on 
molecular size – by a factor of up to 50% for 90- 
nm diameter 500 kDa dextrans – and on the local 
DNA density, which can vary six-fold between 
euchromatin and heterochromatin [206]. In mito
tic cells, 40-nm nanoparticles were partially 
excluded from condensed mitotic chromosomes 
[206]. These data are consistent with chromatin 
acting as a molecular crowding agent. In vitro, 
crowding can serve to enhance the effective bind
ing affinity of protein–protein interactions, and 
this was observed for fluorescently tagged chroma
tin-binding proteins – two linker histones and 
RCC1 [206]. However, the detailed dependence 
of the anomalous diffusion on chromatin density 
could not be explained by a random crowding 
effect. More consistent results were produced 
from modeling of a fractal organization of chro
matin on length scales below 100 nm that restrict 
protein motion through volume exclusion more 
than simple reaction-diffusion would and does 
not depend on molecular size [206] (Figure 2(d)). 
Experiments tracking the diffusion of Cas9 simi
larly found heterochromatin to be permeable, 
albeit at lower efficiency [29]. The density of fluor
escent molecules in heterochromatin was reduced 
by 30% compared to euchromatin and diffusion 
was found to be slower.

Chromatin compaction and regulation of 
accessibility by phase separation

Liquid–liquid phase separation (LLPS) of intracel
lular components has emerged as an organizing 
principle of biological systems. In the case of 
macromolecules, it is a phenomenon in which 
molecular species with weak, multi-valent interac
tions, such as nucleic acids and proteins, sponta
neously form two liquid ‘phases’ with different 
concentrations of the key molecules as a more 
energetically favorable state than the correspond
ing homogeneous mixture. The physics of the pro
cess and examples in many biological contexts 
have been extensively reviewed elsewhere 
[207–211].

LLPS, as it relates to chromatin accessibility and 
transcriptional regulation, has been found to occur 
both for chromatin-associated proteins, including 
HP1α [212–214], linker histone [215], RNA- 

protein complexes such as those found in the 
nucleolus [216], other nuclear bodies [217], 
a diversity of other factors [218–223], and for 
chromatin itself [215]. LLPS, as formally defined, 
applies to systems at equilibrium, and therefore, it 
can be difficult to characterize and define rigor
ously in vivo, where most processes that regulate 
chromatin involve molecular activities that expend 
energy and push the system out of equilibrium. 
Dynamic evolution from liquid states to more 
solid-like gel states can also occur, and the mate
rial properties of chromatin may depend on when 
they are observed [214,224]. Lastly, some local 
clusters of molecules like RNA polymerase are 
both transient and consisting of small numbers 
of molecules, making it difficult to determine 
whether they fit the definition of a macroscopic 
phenomenon like LLPS. Instead, such phenomena 
have been termed ‘condensates’ [222,223,225].

Phase-separated droplets appear when unmodi
fied reconstituted chromatin is at concentrations 
beyond a threshold that depends on the mono- 
and di-valent salt concentration, the length of 
nucleosome arrays, and the presence of linker his
tone [215,226–228]. Because this state is consistent 
with physiological salt and concentrations of chro
matin present in eukaryotic nuclei [229], this 
phase-separated state may represent the ‘ground 
state’ of chromatin in cells in the absence of his
tone modifications and enzymatic activity. Inside 
the droplets, chromatin can be concentrated up to 
10,000-fold relative to bulk solution, showing that 
LLPS itself can act as a long-range chromatin 
compaction mechanism. The structure of the chro
matin fiber within these phase-separated droplets 
is still under investigation, but early results show 
significant inter-digitation of nucleosome fibers, as 
well as much more heterogeneity than is present in 
30-nm fibers [226,227]. Interdigitation is also con
sistent with the sensitivity of LLPS to the spacing 
of nucleosomes, i.e. the 10 n +5 bp inter- 
nucleosome linker lengths, which are also favored 
in vivo, promote phase separation and are gener
ally less favorable to 30-nm fiber formation than 
10 n bp linkers [215]. Multi-scale simulations have 
identified nucleosome ‘breathing’ (partial unwrap
ping of DNA) at physiological salt as a factor that 
drives multi-valent interactions between nucleo
somes and causes chromatin to form 
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heterogeneous condensates rather than ordered 
30-nm fibers [230]. The extent of chromatin 
liquidity inside the droplets under certain buffer 
conditions is under some debate, but there are 
a variety of physiological-like conditions at which 
liquid-like behavior is robustly observed without 
the need for any special bundlers or crowding 
agents [215,228,231,232].

The phase-separating behavior of chromatin 
in vitro is modulated by regulatory factors and 
modifications, echoing the functions of these fac
tors in vivo. Consistent with its compaction of 
isolated fibers and its compaction of chromatin 
in vivo [52,183], linker histone increases the con
centration of nucleosomes, and hence the density 
of chromatin in phase-separated droplets [215]. 
Linker histone can also compact naked DNA 
in vitro, forming denser and more gel-like droplets 
with single-stranded DNA, and more liquid-like 
droplets with double-stranded DNA [150]. The 
globular domain of linker histone, which binds at 
the nucleosome entry/exit point, is dispensable for 
this activity and association of the positively 
charged and largely unstructured C-terminal tail 
domain of linker histone with nucleosomes via 
a viral LANA peptide has nearly the same effect 
[215]. There is some evidence that the unstruc
tured C-terminal tail domain can become alpha- 
helical when bound to DNA [233], and the 
detailed mechanism by which the unstructured 
C- and N-terminal domains help to fold chroma
tin remains under investigation, as cryo-EM struc
tures of chromatin fibers do not show a clear 
alpha-helix [177]. In keeping with the importance 
of positively charged, unstructured domains for 
phase separation, the positively charged basic 
patch in the N-terminal tail of histone H4 is also 
necessary for phase separation. Promiscuous acet
ylation of the nucleosome arrays by the acetyl
transferase p300, which targets several lysine 
residues in the H4 basic patch, abrogates and 
actively dissolves phase separated droplets [215].

This observation is consistent with the unfold
ing and de-compaction of chromatin fibers of 
acetylated chromatin, and with the self- 
association of de-acetylated chromatin in vivo. 
The two self-associating chromatin compartments 
found by Hi-C, termed A (active) and B (inactive) 
largely follow the same organizing principle based 

on acetylation state [74,234]. Several pieces of evi
dence support phase separation of chromatin with 
similar histone modifications as the mechanism 
for compartment interactions [235]. First, the 
compartment associations are independent of 
active loop extrusion and are antagonized by it, 
as observed when compartment contacts appear 
stronger when cohesin is depleted from chromatin 
and appear weaker when cohesin’s stability on 
chromatin is enhanced [234,236,237]. Topological 
domains can also contain mixed compartment 
chromatin, showing that they are not the unit of 
compartment segregation [66]. Second, simula
tions compared against nuclear organization of 
the two compartments under normal and per
turbed conditions are more consistent with the 
segregation of compartments being driven by inac
tive, deacetylated chromatin rather than active 
chromatin [238] and models with a combination 
of loop extrusion and polymer phase separation 
best recapitulate experimental data [239]. Third, 
work now in preprint using extremely high- 
coverage Hi-C to obtain high genomic resolution 
found that chromatin self-segregates into compart
ment interactions down to the scale of genes, and 
correlates very closely with the local nucleosome 
modification landscape [240].

Acetylated chromatin does not form phase- 
separated compartments or droplets on its own, 
but condensates of acetylated chromatin have been 
proposed to form through association with regu
latory proteins that have the capacity to phase- 
separate themselves. In vitro, the acetyl-lysine 
‘reader’ protein Brd4 and oligomers of the acetyl- 
lysine binding bromodomain both drive phase 
separation of acetylated chromatin into droplets 
with lower chromatin density [215]. Similar con
densate-promoting behavior has also been 
observed for many other proteins, which can also 
phase separate on their own and are associated 
with transcriptional activation [109,222], tran
scriptional elongation [241], or with gene-body 
ubiquitination [242]. RNAPII itself has been 
found to concentrate in condensates with TFs 
and transcriptional coactivators [225,243–245]. 
Importantly, phase-separated droplets formed by 
acetylated chromatin (in association with acetyl- 
lysine binding proteins) and those formed by 
unmodified chromatin do not mix [215], adding 
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further support to chromatin phase separation as 
a mechanism for the segregation of active and 
inactive compartments within the nucleus 
(Figure 2(b)). Additional immiscible phases may 
be formed by combinations of proteins that make 
up specialized nuclear bodies like the nucleo
lus [224].

Proteins with independent phase-separation 
behavior also associate with heterochromatin. 
The prime example is HP1α, which was one of 
the first examples of nuclear proteins found to 
undergo liquid–liquid phase separation at high 
concentrations in vitro [213,214]. HP1α forms 
droplets with liquid-like behavior in the early 
stages of heterochromatin formation in 
Drosophila embryos. It binds DNA, H3K9me3 on 
the H3 N-terminal tail, and other HP1α molecules, 
forming multi-valent interactions. Both chromatin 
and naked DNA readily partition into HP1α dro
plets. Compaction of DNA with significant resis
tance to opposing force has also been directly 
demonstrated by HP1α in vitro [246] and through 
bridging in silico.[247] Interestingly, HP1 proteins 
may promote phase separation of chromatin 
through additional mechanisms beyond bridging 
H3K9me3-marked nucleosomes through oligo
merization. The yeast homolog Swi6 was found 
to increase the dynamics of the nucleosome core, 
exposing amino acid residues that are normally 
hidden [248]. Restraining this dynamic rearrange
ment through crosslinks impaired phase separa
tion of chromatin by Swi6. Together, these data 
point to a mechanism by which HP1 is locally 
concentrated, possibly by binding to patches of 
H3K9me3, nucleating a phase-separated conden
sate that compacts the chromatin and reinforces 
deposition of more H3K9me3 through its interac
tion with the methyltransferase Suv39H1, which 
causes further compaction and concentration of 
HP1, H3K9me3-marked chromatin, and Suv39H1 
[212,247,249].

Similar phase-separating and chromatin com
paction behavior has also been observed for the 
canonical PRC1, the polycomb group repressive 
complex which binds the H3K27me3 mark asso
ciated with facultative heterochromatin 
[148,250,251]. However, the role of polycomb 
group proteins appears to be supplemental to 
compaction by deacetylation and linker histone, 

as they often associate with chromatin after tran
scriptional silencing has already occurred [151] 
and they prefer to bind to compacted chromatin 
fibers [252]. Nevertheless, in experiments with 
a switchable PRC1 phase separation system, 
PRC1 condensates can induce chromatin compac
tion in cells that is maintained after the conden
sates are dissolved [251]. Some evidence also exists 
that the PRC2 complex containing EZH1 can com
pact chromatin through dimerization and bridging 
of nucleosomes [157].

RNA, a major component of the nucleolus and 
many other early examples of LLPS, drives phase 
separation in a variety of nuclear and cytoplasmic 
condensates [253,254]. Broadly, RNA can act as 
a multi-valent scaffold to promote phase- 
separation of proteins that interact with it, either 
by concentrating those proteins at its site of tran
scription or through multiple repeats of their 
binding sites such as those present on satellite 
RNAs [255]. The valency of this mechanism 
with respect to accessibility and transcription 
depends on the proteins being concentrated and 
the local context. For example, SAF-A, an RNA- 
binding protein, has been implicated in both 
maintenance of the de-compaction of transcrip
tionally active chromatin and in X chromosome 
inactivation [151]. A microphase separation 
model for segregation of transcriptionally active 
and inactive chromatin through RNA-based 
recruitment of proteins associated with active 
chromatin and exclusion of inactive chromatin 
[256]. In contrast to this model, the RNA- 
binding factor, SAF-B, contributes to the stabili
zation of compacted pericentric heterochroma
tin [257].

LLPS presents an alternative way that the 
nucleus and the genome can be partitioned and 
access to specific loci can be controlled. Rather 
than physically blocking proteins from diffusing 
into a compartment entirely or based on size, 
phase separation can in principle filter proteins 
based on chemical features such as their surface 
charge or more generally, their affinity for pro
teins or nucleic acids that are concentrated within 
the condensate. This spatial filtering by LLPS is 
just beginning to be systematically investigated, 
and results so far are context and probe 
dependent.
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The dCas9 reporter experiments discussed 
above showed that diffusion of exogenous proteins 
into heterochromatin is not blocked [29]. The 
inactivated X chromosome, despite being enriched 
in PRC complexes rather than HP1 proteins, has 
been proposed to form a phase-separated com
partment [258]. However, work now in preprint 
investigating this hypothesis by tracking RNAPII 
inside and outside the inactive X volume found no 
change in the diffusion properties of the enzyme 
[125]. More systematic work is needed to under
stand to what extent these examples happen to be 
proteins that are not excluded or to what extent 
lack of exclusion is a global phenomenon.

Evidence supporting exclusion of proteins from 
phase separated compartments has also been gath
ered. Work in preprint suggests that CTCF is 
excluded from H3K9me3-marked and HP1- 
bound chromatin through a mechanism that is 
independent of methylation of its binding sites 
[259]. In mitotic chromosomes, deacetylated chro
mosomes with a high density of nucleosomes were 
found to exclude microtubules, to exclude tubulin 
and other negatively charged proteins, to be 
permeable to neutral proteins like the reporter 
DsRed, and to concentrate a positively charged 
DsRed fusion [124]. Dextrans behaved similarly, 
depending on their charge. Protein charge there
fore appears to be an important determinant of 
which proteins can partition into dense chromatin 
condensates, and its regulation by post- 
translational modifications such as acetylation 
and phosphorylation merits further study in 
many contexts involving potential LLPS. Specific 
interactions can also lead to differences in perme
ability of nuclear compartments. In an extreme 
example, the Tn5 transposase, which normally 
has a strong preference for hyper-accessible, de- 
compacted chromatin, can be targeted to trans
pose into heterochromatic regions through fusion 
of a chromodomain that binds H3K9me3 [260].

Yet another possibility is that the snapshots of 
varying protein density across the nucleus we 
observe with static or aggregate measurements 
reflect not exclusion, but differential dynamics. 
This was found to be the case for RNAPII in the 
inactive X chromosome, where its bound fraction 
was drastically reduced while the diffusion of free 
molecules was unaffected [125]. Such 

a phenomenon has also been studied in depth in 
the context of viral replication domains, where 
proteins are concentrated not by differential diffu
sion but by accumulation on viral genomes [261]. 
In cases where this phenomenon is operative, the 
local structure of chromatin, local nucleosome 
dynamics, and their regulation of binding site 
accessibility for the test protein take primacy.

Compaction and accessibility regulation by 
looping and tethering

Condensed mitotic chromosomes are a special 
case of high-density chromatin. A recent tour de 
force of sequencing-based experiments and mod
eling elucidated the mechanism of mitotic chro
mosome condensation by condensin I and 
condensin II complexes through two tiers of 
extruded loops, arranged in a ‘spiral staircase,’ 
whose anchors self-organize into a chromosome 
axis [165,235]. Although this compaction is 
important for the mechanical stability of mitotic 
chromosomes and fidelity of chromosome segre
gation, local accessibility of chromatin does not 
appear to be globally affected by it – rather, some 
hyper-accessible sites lose accessibility in a way 
that is likely more controlled by local factors like 
availability of TFs, transcriptional coactivators, 
and polymerases to bind DNA (see discussion of 
mitotic bookmarking above) [202,262,263]. In 
yeast, condensin has been implicated in helping 
to mediate quiescence-associated transcriptional 
silencing, but this mechanism is supplemental to 
changes in local chromatin fiber compaction asso
ciated with deacetylation [78,83]. The molecular 
and physical details of how condensin contributes 
to global transcriptional silencing are not yet 
understood but have been proposed to involve 
restriction of promoter-enhancer interactions 
[83]. More direct effects on chromatin compaction 
and accessibility may be possible, as cohesin com
plexed with DNA of 3 kb or more has been shown 
to form condensates with liquid-like beha
vior [264].

Links between chromatin and the nuclear 
lamina also have the potential to promote compac
tion of associated chromatin domains or to con
solidate these domains around the nuclear 
periphery. Theoretical modeling showed that 
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even if chromatin is equally likely to bind the 
nuclear lamina regardless of epigenomic state, the 
more compact state will be selectively recruited to 
the lamina [265]. Two proteins have so far been 
implicated in binding both chromatin and the 
nuclear lamina: lamin B receptor [266–269] and 
PRR14 [270]. Both of these proteins bind HP1 
[268,270,271], providing one mechanism for het
erochromatin to be tethered specifically to the 
lamina. Prdm16 and ZKSCAN3 are two additional 
candidates for this role [272]. The Barr body is 
associated with the nuclear lamina via lamin 
B receptor, though this tethering has been shown 
to play only a minor role in transcriptional silen
cing [126,269,273]. There is abundant evidence 
supporting a transcriptionally repressive role for 
the lamina-adjacent nuclear compartment, 
reviewed elsewhere [272,274,275], and LADs 
appear to make up a major part, though not all 
of the B compartment identified by Hi-C. LADs 
are enriched in H3K9me2/3 marks, while their 
boundaries are enriched in H3K27me3-marked 
chromatin and CTCF-binding sites [275]. The 
other major location that houses heterochromatin 
in mammalian cells is the periphery of the nucleo
lus. Nucleolus-associated domains (NADs) par
tially but not completely overlap LADs – the 
former are enriched in telomeric and centromeric 
or peri-centromeric chromatin, while the latter are 
enriched in developmentally regulated genes [272]. 
Although transcriptional activation and histone 
acetylation have been shown to lead to disassocia
tion of loci from the lamina, the mechanisms 
underlying this phenomenon and the direction of 
causality between association with the lamina and 
transcriptional repression have not yet been eluci
dated [272]. Transcriptional repression and com
partmentalization are maintained by redundant 
mechanisms, and individual perturbations, includ
ing ones as dramatic as partially inverting the 
spatial organization of heterochromatin in the 
nucleus by knocking out the lamin B receptor, 
did not change the compartment map measurable 
by Hi-C [276]. Overall, the accessibility and com
paction properties of lamina-associated chromatin 
appear to be driven mainly by their local epige
nomic features, such as histone or DNA methyla
tion and their transcriptional state. Histone 
turnover seems to be one mechanism that directly 

connects peripheral localization of chromatin to 
accessibility and transcription. A recent study in 
fission yeast found that a conserved nuclear rim 
protein, Amo1/NUPL2, and a conserved RNA 
processing complex, RIXC, are required for het
erochromatin peripheral localization, which pro
motes a FACT/HP1-based mechanism to suppress 
histone turnover and maintain a transcriptional 
repression [91]. It will be interesting to determine 
if this pathway or other factors similarly couple 
tethering of heterochromatin to the nuclear per
iphery and low histone turnover in mammals. 
Alternative functions of the peripheral localization 
of heterochromatin may include stabilizing the 
mechanical stiffness of the nucleus [137] or pro
tecting the genome from radiation [277–280].

The Importance of being open

Transcription factor binding

TF binding is a critical step in gene expression, 
and it is intimately associated with chromatin 
accessibility. Notably, the vast majority of TF 
binding sites, (94.4%) of ENCODE-mapped TF 
ChIP-seq peaks, fall within hyper-accessible 
regions [194]. Experiments that track accessibility 
throughout development or after TF-induction 
indicate that accessibility can play a casual role in 
promoting TF binding and vice versa [281–285]. 
For example, ChIP-seq of PPARγ, a core activator 
of adipocyte expression and differentiation, indi
cates that 33% of PPARγ-bound sites in terminally 
differentiated adipocytes were already accessible 
during the earliest stages of adipogenesis 
[281,282]. Accessibility measurements made 
before and after induction of the glucocorticoid 
receptor (GR) TF have enabled more precisely 
controlled experiments with clearer conclusions 
that point to casual relationships in both direc
tions. Analogous to PPARγ binding, many of GR- 
bound sites (70–95%, depending on the depth of 
accessibility measurements) are in regions that 
were accessible prior to hormone induction 
[283,284]. Further genomic and genetic analyses 
found that Activator Protein 1 (AP1) TF binding 
was enriched at GR-bound sites and that AP1 is 
required to establish the basal chromatin accessi
bility that allows GR binding [284]. Systematic 
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in vivo analyses led to a similar conclusion that 
hyper-accessibility is a primary determinant of TF 
binding in the genome, whereas cooperative effects 
of nearby TFs and sequences play secondary roles 
[281]. Lastly, the role of accessibility in promoting 
TF binding and activation of target genes has been 
demonstrated by removing the barriers to TF 
binding. For example, H3K9me2/3 and 
H3K27me3 methyltransferases are required to 
block the activation of target genes and differen
tiation upon TF overexpression [286]. This 
requirement is also observed throughout develop
ment of nematodes and of cultured human cells 
[36,130,286]. These histone methyltransferases are 
typically referred to as repressive factors, as their 
corresponding modifications correlate with low
ered hyper-accessibility. Thus, TF-based pheno
types linked to chromatin accessibility can 
manifest at the level of organismal development.

Not all TFs preferentially bind to accessible 
regions. Pioneer TFs, such as FOXA1, C/EBP, 
and NF-YA, can initiate transcription and/or pro
mote accessibility by binding to nucleosome- 
occupied sites [281,287,288]. In zebrafish zygotic 
genome activation, the TFs Nanog, Pou5f3, and 
Sox19b pioneer the creation of accessible chroma
tin and activation at more than half of enhancers 
genome-wide by recruitment of acetyltransferase 
activity [289]. However, pioneer TFs do not only 
bind to occluded sites, as they also exhibit consid
erable direct DNA-binding at accessible sites 
[290]. The repressive factor NRSF/REST [291], as 
well as CTCF, which binds to insulator elements 
[281,290], are also examples of TFs that do not 
preferentially bind to nucleosome free sites. 
Systematic analyses of TF affinities to reconsti
tuted nucleosomes support variable binding 
mechanisms, some that are favored when DNA is 
not occluded and other binding regimes that are 
compatible, or even possibly enhanced, when 
DNA is wrapped around nucleosomes [292,293]. 
Thus, chromatin accessibility plays critical roles, 
both positively and negatively, in the regulation of 
TF binding.

Transcription

Beyond the binding of TFs, transcriptional 
activities, which include initiation, elongation, 

termination, and RNA processing, are also 
intricately linked to chromatin accessibility. 
Cytological studies have been key to establish
ing this relationship, as they have shown that 
transcription localizes to areas in the nucleus 
that are less compact and often associated with 
more accessible chromatin. For example, when 
genes on the inactivated mammalian 
X chromosome ‘escape’ silencing and are 
actively transcribed, they preferentially localize 
away from the nearby inactive X compartment, 
which remains transcriptionally silenced and is 
a more chromatin dense area [294,295]. Super 
resolution microscopy experiments have 
extended this observation genome-wide – 
RNAPII localizes within regions of less densely 
stained ‘nanodomains’ of DNA and are proxi
mal to histone marks associated with hyper- 
accessible chromatin (e.g. H3K9ac and 
H3K27ac) [296]. These microscopy-based 
experiments show a clear correlation between 
accessibility and transcription.

Genetic manipulation of nucleosome supply has 
established strong evidence for a causal link 
between accessibility and transcription. To this 
end, the budding yeast model has been especially 
powerful, as it harbors only a few copies of histone 
genes that are readily manipulated. Decreasing 
histone levels by half, either by deletion or by 
inducible silencing of histone genes, consistently 
leads to a substantial increase in global mRNA 
abundance [297–300]. Additionally, histone deple
tion preferentially de-silences genes that are more 
proximal to large repressive domains (e.g. telo
meres) [298], indicating that nucleosome density 
is critical, yet only one layer of repressing gene 
expression. In other eukaryotes, including many 
metazoans, histone genes are present in hundreds 
of copies, making them difficult to genetically 
manipulate. However, the maturation of histone 
transcripts is distinct from other genes in its 
requirement for specialized RNA processing fac
tors, and thus, depleting these processing factors 
can selectively reduce histone levels [301]. Severe 
histone depletion leads to confounding DNA 
damage and cell cycle defects, thus only modest 
depletion of histones is possible in vertebrates 
[302]. Under these conditions, there is less gene 
de-repression, but transcriptional elongation rates 
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and misreguation of splicing are significantly 
increased. A more targeted approach, which used 
an inducible Cas9 fused to the histone acetyltrans
ferase p300, found that after induction there was 
increased hyper-accessibility specifically at the tar
geted promoters and that the corresponding genes 
have reduced timing between transcription events, 
yet total transcription levels remain the same 
[303]. Importantly, misregulated increases in chro
matin accessibility have implications in disease 
states, such as cancers [50,304–306]. Thus, increas
ing DNA accessibility by reducing total nucleo
some abundance can lead to runaway 
transcription, however, understanding the full 
consequences of accessibility requires more exten
sive analyses that scrutinize various aspects of 
transcription.

The relationship between accessibility and tran
scription is intertwined such that there are various 
counter influences that transcription exerts on 
chromatin organization both at large- and short- 
scales (10s to 100s of kbs and sub-kilobase resolu
tion, respectively). Measuring chromosome struc
tures at the onset or upon the inhibition of 
transcription has been key to addressing the direc
tionality of effects. A classic example is the natu
rally occurring transcriptional induction at the 
onset of gene expression of the zygotic genome 
during early development [307]. In this develop
mental regime, the genome adopts large-scale 
chromosome organization, such as topologically 
associated domains (TADs) and loops on the 
order of 10s to 100s of kb [308]. Transcription is 
required for the establishment of these broad com
partment contact patterns in humans, but not 
required in many other organisms [308]. Across 
organisms, the inhibition of global transcription 
before the onset of zygotic expression consistently 
limits the number of contacts made within a TAD 
[309,310], further supporting the role of transcrip
tion in large-scale genome organization.

Chromatin accessibility at the short-range scale 
is also drastically reshaped with a burst of accessi
bility concurrent with the onset of zygotic tran
scription, and that pattern becomes refined 
throughout development as epigenomic domains 
are formed [311,312]. Tracking chromatin accessi
bility and transcription through a single round of 
DNA replication in both yeast and cultured 

mammalian cells yields analogous conclusions. 
Specifically, transcription is required to re- 
establish accessibility after DNA replication 
[313,314]. Complementary experiments have also 
been done by inhibiting global transcription, upon 
which there is a decrease in intra-TAD contacts 
[310,315], accessibility [310], and short-range 
chromatin compaction [315]. These inactivation 
studies employed both chemical inhibition and 
RNAPII degrons to test whether there is 
a separation of function between active transcrip
tion and other possible architectural roles that the 
RNAPII machinery may provide. Both types of 
transcriptional inhibition led to similar accessibil
ity outcomes, indicating that active transcription, 
not architectural scaffolding, regulates accessibil
ity. Another feature of transcription that may play 
a role in increasing accessibility is torsion created 
from the processivity of RNAPII. Positive DNA 
supercoiling resulting from this torsion might 
increase accessibility by destabilizing nucleosomes, 
the effects of which have been measured within 
gene bodies [316,317] and at the larger-scale of 
genome compartments [317,318]. Overall, there is 
a preponderance of evidence that transcription has 
a major impact on chromatin accessibility in many 
developmental contexts, often promoting 
increased accessibility. Recent work shows 
that perturbations that alter specific transcriptional 
programs without affecting cell identity create a 
complex relationship between transcription and 
accessibility [72,196]. Although some genes con
comitantly changed both expression and hyper- 
accessibility, at many genes, strong changes in 
gene expression came with no short-term change 
in hyper-accessibility. Transcription-linked acces
sibility may therefore be a feature that accumulates 
over long-term transcriptional activation at these 
sites, or it may only be characteristic of a subset of 
genes, including developmentally controlled genes.

DNA repair

Studying genome-wide chromatin accessibility in 
the context of DNA damage and repair can be 
more challenging because unlike transcription, 
DNA repair pathways typically act on lesions that 
are more randomized throughout the genome and 
are often not anchored to specified binding motifs 
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or transcription start/termination sites. Anchored 
sites that do exist in the DNA repair context are 
commonly referred to as ‘hotspots’, which are cor
related with a variety of genomic sequences, sec
ondary structures, and features that may or may 
not interface with chromatin accessibility. For 
example, hairpin-forming palindromic sequences 
promote inverted duplications, R-loop-dependent 
mutations are enriched at G-rich regions that are 
likely to form secondary structures, and repetitive 
satellite sequences are especially prone to different 
types of mutations [319,320]. Coincidently one of 
the earliest genetic processes to be linked to hot
spots, meiotic recombination, is strongly asso
ciated with chromatin accessibility. Although 
most mammals use the PRDM9 sequence motif 
to define sites of meiotic double-stranded breaks 
(DSBs), the local chromatin landscape influences 
which motifs are bound, and upon binding, 
PRDM9 modifies the chromatin to establish 
a nucleosome-depleted region [321]. In organisms 
that lack PRDM9, like dogs, plants, or yeasts, DSB 
preferentially target nucleosome-depleted regions, 
such as gene promoters [322,323]. Another exam
ple of DNA damage that is associated with acces
sibility is class-switch recombination during 
antigen development that involves the targeting 
of AID (Activation-induced cytidine deaminase) 
to accessible and actively transcribed regions in 
the Igh locus to initiate DSBs, and in turn, 
a recombinant Igh locus [324]. Thus, although 
many sequence-dependent features are primary 
determinants underlying the initiation of naturally 
occurring DNA damage, there are notable exam
ples of programmed DSB systems that are tightly 
associated with chromatin accessibility.

Chromatin may play a broader role in shielding 
DNA against damage-inducing sources like ultra
violet (UV) or higher energy radiation. Some of 
the better characterizations of this effect are gen
ome-wide maps of UV and alkylation damage in 
budding yeast [325]. Tracking the initial lesion 
landscape induced by either UV or the alkylating 
agent methyl methanesulfonate (MMS) show 
a strong 10-bp periodicity that results from 
a preference of lesions to occur at the solvent 
accessible regions within well-positioned nucleo
some and at some TF binding sites [279,280], 
indicating that chromatin-bound proteins can 

provide protection to wrapped DNA. Analogous 
observations have been found in cultured human 
cells upon gamma irradiation. Specifically, gen
ome-wide sequencing of radiation-dependent 
breaks reveals footprints of modest protection at 
well-positioned nucleosomes and TF binding sites, 
however, there is minimal overall difference in 
protection relative to genomic compartments that 
display differential levels of accessibility [33]. The 
tardigrade protein Dsup (damage suppressor) 
offers an intriguing innovation that could possibly 
link accessibility to DNA damage. Tardigrades are 
invertebrate extremophiles that naturally have 
robust protection against many abiotic factors, 
including large amounts of radiation [326], and 
the highly abundant chromatin factor, Dsup, was 
proposed as a candidate for radiation-based pro
tection. Transgenic experiments in human cells 
and in vitro reconstitution confirm that Dsup can 
suppress hydroxyl radical-mediated DNA damage, 
and likely does so through its ability to bind 
nucleosomes [327,328]. Thus, chromatin may 
play a general role in safeguarding against various 
exogenous sources of DNA damage, especially at 
single nucleosomes, but more extensive experi
ments will be needed to rigorously address 
whether accessibility can be manipulated on 
a larger scale to protect the genome.

In contrast to the introduction of damage, DNA 
repair is critically dependent on chromatin land
scape and accessibility. The intersection of chro
matin and repair has been put into a stepwise 
framework known as the Access-Repair-Restore 
model [329], which has been reviewed extensively 
and updated to fit current understandings of DNA 
repair pathways [325,330–335]. Topics covered 
elsewhere include the roles of histone variant 
H2AX; chromosome de-condensation, re- 
condensation, and motility; repair pathway choice; 
and key histone chaperones and nucleosome 
remodelers that work in many DNA damage path
ways from nucleotide excision repair to DSB 
repair.

One aspect of DNA repair and chromatin that 
has been summarized less within the Access- 
Repair-Restore framework is the initial phase of 
the access step, which begins with the sensing of 
a lesion. DNA damage comes in a variety of forms 
that launch distinct signaling and repair pathways, 
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and thus there is likely to be substantial variability 
in the role of chromatin accessibility in the sensing 
of DNA lesions. For example, DSBs create 
a discontinuous DNA polymer, and this broken 
link in the DNA chain is sensed by DNA-end- 
binding proteins, like PARP1, MRN/MRX com
plex, Ku, or SIRT6 [336,337]. Sensing DSBs by 
these factors is not likely to be impeded by local 
nucleosome occupancy, as upon DNA breakage 
nucleosomes would unwrap and expose their 
DNA ends. To induce a potent damage signal 
and initiate repair, nearby nucleosomes need to 
be remodeled and removed, and this task may be 
facilitated by coupling the sensing of lesions with 
nucleosome remodeling. For example, PARP1 can 
directly modify histones and induce nucleosome 
disassembly [338]. SIRT6, another recently identi
fied DSB sensor, can also modify chromatin 
through the recruitment of nucleosome remode
lers [337].

In contrast to DSBs, stranded lesions that main
tain the continuity of the chromosomal polymer, 
like single-stranded breaks or gaps, DNA base 
damage, DNA adducts, depurination, or cross
links, are detected by different enzymes that scan 
DNA and can do so in the context of chromatin 
[325,336]. Nucleosome binding can inhibit the 
detection of single-stranded lesions that are 
located at the nucleosome dyad or when they are 
buried in solvent-inaccessible region of the nucleo
some. Indirect evidence of this protection can be 
seen in the genome-wide maps following the fate 
of UV or MMS damage, as mutations or long- 
lasting lesions preferentially accumulate in regions 
of lowered accessibility [277,279,280]. More direct 
evidence of nucleosomes restricting access to DNA 
lesions comes from detailed in vitro analyses of 
DNA-embedded thymidine dimers and the bind
ing affinities of these lesions by UV-DDB [339]. In 
contrast to their ability to hide within non-solvent 
accessible chromatin, stranded lesions can also 
facilitate their own exposure by creating a less 
stable nucleosome, which can become unwrapped 
[340] or shifted slightly in their DNA register 
[339]. In addition to the scanning of repair path
way proteins, transcription may also act as 
a sensor and facilitate the detection of lesions 
[341]. Given the close association of DNA accessi
bility with transcription, as detailed above in the 

Transcription subsection, this mode of sensing 
DNA lesion could certainly be affected by DNA 
accessibility. Thus, chromatin accessibility can play 
an important role in the sensing lesion depending 
on the type of DNA damage, and more work in 
this direction will shed mechanistic light on the 
potential crosstalk between damage sensors and 
nucleosome remodelers.

Replication

DNA replication is a key cell cycle event that is 
indirectly associated with chromatin accessibility 
for its initiation, which is also referred to as ‘origin 
firing’. In eukaryotes replication origins fire in 
a probabilistic manner [342]. One of the best stu
died replication programs is that of budding yeast, 
which have sequence-defined origins referred to as 
autonomously replicating sequences (ARSs). These 
sequence-encoded origins have a consensus 
sequence that is enriched for asymmetric dA:dT 
tracts, which disfavor nucleosome occupancy 
[343,344]. Origins that are identical in sequence, 
like the hundreds of origins in the ribosomal DNA 
array, preferentially initiate downstream of active 
transcription [345,346], indirectly indicating that 
accessibility influences origin firing efficiency. At 
origins throughout the rest of the genome there 
are thousands of possible consensus sites, yet only 
a few hundred are bound by the Origin 
Replication Complex (ORC). At these ORC- 
bound sites there is a strong depletion of nucleo
somes and well-positioned flanking nucleosomes, 
reminiscent of promoters [344,347]. The mainte
nance of low nucleosome occupancy at replication 
origins seems to be independent of ORC binding, 
as temperature-sensitive ORC mutants maintain 
a nucleosome-depleted region at origins to 
a similar degree of WT strains [344]. However, 
ORC is required for coordinating the spacing of 
nearby nucleosomes that play key roles in origin 
firing [344,348,349]. A recent review has chal
lenged the inherent ability of dA:dT tracts to 
establish nucleosome-depleted regions [350], sug
gesting that trans-factors may play important roles 
in helping to establish these nucleosome-depleted 
regions and regulating origin loading. To this end, 
the binding of the pioneer Forkhead family TF 
(Fhk1) was also found to be an important correlate 
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of ORC loading at ~25% of origins [351,352]. 
Thus, the budding yeast model system has revealed 
that nucleosome depletion and local chromatin 
organization are key features and regulators of 
replication initiation.

Metazoan replication initiation is not controlled 
by defined sequences; nonetheless, it is also heavily 
influenced by accessibility and transcription. ORC 
loading in Drosophila cells is highly correlated 
with hyper-accessible regions [353], and origin 
firing in mammalian cells preferentially occurs at 
asymmetric dA:dT tracts [354]. More refined ana
lyses show that mammalian origin initiation is 
tightly correlated with hyper-accessible sites, such 
as cell-specific enhancers and transcription start 
sites, and that the rate of firing scales with the 
levels of genic transcription [342,355,356]. In 
developing nematodes, enhancers and transcrip
tion are similarly associated with replication initia
tion, but the strength of this correlation does not 
seem to persist as development proceeds [357]. 
Coupling origin firing with transcription start 
sites has been proposed as a mechanism to help 
reduce replication-transcription conflicts in a cell- 
type specific manner [356]. Thus, chromatin 
accessibility is a strong indicator of replication 
initiation throughout eukaryotes, and it may play 
an important role in maintaining genome stability.

In addition to origin firing, DNA replication 
plays a critical role in resetting the chromatin acces
sibility landscape. One of the first studies to demon
strate this resetting capacity relied on the budding 
yeast ribosomal DNA array, which has a bimodal 
distribution of accessible and inaccessible chromatin 
states among its hundreds of repetitive units [358]. 
Upon cell cycle arrest in G1 or in early S phase, the 
bimodal accessibility distribution shifted greatly to 
favor accessible chromatin with nearly all repeats 
becoming permissive to transcription; and active 
transcription was required to shift the distribution 
towards hyper-accessibility [314]. Similar results 
have been reported for Drosophila and mouse cul
tured cells using orthogonal techniques to track 
genome-wide accessibility of newly replicated DNA 
at different timepoints after replication. Early post- 
replication timepoints revealed a loss of hyper- 
accessible sites [313,359], and these sites were gra
dually restored in a transcription-dependent man
ner [313]. DNA replication also plays an important 

role in resetting the epigenomic landscape, as it is 
required for the segregation, and thus, dilution of 
nucleosomes and their respective modifications 
upon cell division [360]. Although replication is 
required for segregation of all histones, the dilution 
of nucleosomes is especially pronounced in genes 
that are active and more accessible [39]. Overall, the 
resetting of chromatin accessibility after each round 
of DNA replication has wide-ranging implications 
from transcriptional silencing of multi-copy genes 
to the regulation of epigenetic inheritance.

Genome editing and invasion

The ability of exogenous proteins to access or 
manipulate the accessibility of host DNA can 
have important biomedical implications. One of 
the most notable examples is the differential ability 
of CRISPR/Cas systems to edit, repress, or activate 
different genomic loci. Cas nucleases use 
sequence-dependent recognition, but their ability 
to bind and cleave is inhibited by nucleosomes 
[29,361]. In vitro experiments indicate that 
unwrapping or remodeling of nucleosomes can 
restore DNA access to Cas enzymes [361,362], 
and thus the efficiency of editing roughly corre
lates to an average of nucleosome occupancy at 
a given locus. When in vivo Cas binding dynamics, 
cleavage patterns, or editing efficiencies are over
layed with epigenomic compartments, there are 
clear positive correlations between Cas cleavage 
efficiencies and regions that are more accessible 
[29,39]. This correlation is also true for off-target 
sites [363,364] and for the transgenic expression of 
traditional restriction enzymes in mammalian cells 
[354]. To leverage accessibility in efforts to 
increase editing efficiency, some histone deacety
lase inhibitors, or the activation of proximal tran
scription, by localizing Cas activators to sites of 
cleavage can lead to more efficient genome editing 
[365–367]. Thus, chromatin accessibility provides 
a useful framework for understanding the func
tional outcomes and manipulating the design stra
tegies of CRISPR/Cas targeting [368].

The accessibility of DNA can also have impor
tant implications during naturally occurring inva
sion of the genome. Many double-stranded DNA 
viruses and retroviruses enter the nucleus during 
their lifecycles, and accessibility-based 
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mechanisms can be used by the host to repress 
viral gene expression. For example, herpesviruses 
are rapidly loaded with nucleosomes and repres
sive modifications upon entry into the nucleus, 
and successful infections require the action of 
viral proteins, like VP16, that can restore accessi
bility to the viral DNA, enabling viral gene expres
sion [369]. Other viruses, like human papilloma 
virus (HPV), hepatitis B virus (HBV), human 
immunodeficiency virus (HIV), etc, can leverage 
repressive chromatin by maintaining low expres
sion and abundance, ultimately, allowing them to 
escape immune surveillance and persist as chronic 
infections [370]. Recent structural work has high
lighted one possible mechanism of immune avoid
ance, as nucleosome-bound DNA is able to 
occlude the binding sites of cGAS, a major foreign 
DNA sensor [371]. Viruses also employ accessibil
ity-based mechanisms to manipulate host chroma
tin. For example, adenovirus Protein VII is 
a highly basic, histone-like protein that can bind 
to viral DNA and protect itself against host DNA 
damage response [372], possibly through its ability 
to limit DNA accessibility [373]. Protein VII can 
also suppress immune response by binding to host 
chromatin and stabilizing HMGB (high mobility 
group B) proteins, whose release from host chro
matin induces a potent immune response [373]. 
E1A is another adenovirus protein that does not 
bind directly to DNA, but instead, it works in 
concert with host chromatin remodelers to desta
bilize the host chromatin accessibility landscape 
[374]. Influenza can similarly thwart immune 
response by using an exogenous histone-like pro
tein, NS1, which competes with host chromatin 
remodeling complexes and affects accessibility of 
host genomic regions that are critical for the 
expression of antiviral response genes [375]. The 
interplay between viral and host chromatin high
lights many infection-based roles of accessibility, 
representing an exciting and plentiful area of 
research with possible therapeutic applications.

Transposons are parasitic elements that corre
spond to an ongoing genome invasion and present 
a significant mutational risk. Both their expression 
[376] and the sites of insertion into new genomic loci 
[377,378] are correlated with hyper-accessibility. In 
early mammalian development, there is a high burst 
of transposon expression that occurs during large- 

scale genome re-organization of accessibility [376]. 
After this early expression, transposon activity is 
highly repressed, and their widespread de- 
repression can occur through global dysfunction in 
the accessibility landscape either during disease 
[305] or during aging [379]. Interestingly, the 
expression of retrotransposons during early develop
ment has also been implicated in titrating the dosage 
and timing of genome-wide accessibility in later 
developmental phases [380]. Thus, there is an intri
cate interplay between transposons and host chro
matin accessibility.

Extrachromosomal DNAs

Renewed interest in episomes, also known as extra
chromosomal circular DNA (eccDNAs), and their 
chromatin organization has recently highlighted 
their importance during tumorigensis. eccDNAs 
are derived from various sources, including from 
endogenous circularization of aberrant [381,382], 
or in some cases programmed [383], DNA ligation 
substrates. Oncogenes, such as MYC and EGFR, are 
often episomal and at very high copy number (up to 
100s of copies), and with correspondingly high onco
gene expression [384,385]. Recent studies have con
firmed the presence of eccDNAs in many types of 
cancers, and they have also found that their abun
dance is a predictor of patient outcomes [386]. In 
addition to high copy number, increased chromatin 
accessibility is thought to play a role in promoting 
oncogene expression [386,387]. Increased accessibil
ity can occur through enhancer hijacking [388] or 
through spatial clustering of eccDNAs [389]. 
Another possible mechanism underlying hyper- 
accessibility of eccDNA is their lack of a functional 
centromere, a feature that allows eccDNAs to resist 
chromatin condensation [390] and could also influ
ence their resetting of accessibility upon DNA repli
cation. In contrast to the growing number of reports 
of increased episomal accessibility, a recent preprint 
proposes that gene dosage alone can explain the high 
levels of oncogene expression [391]. Considering the 
high copy number potential of oncogenic eccDNAs 
and epigenomic dysfunction of tumor cells more 
generally [392], it is reasonable to question whether 
accessibility plays a role in episomal oncogene 
expression, or whether the observed accessibility 
has additional roles during tumorigenesis, like 

262 A. R. MANSISIDOR AND V. I. RISCA



promoting metastases through cGAS-STING signal
ing [371,382]. Despite these conflicting results, 
eccDNAs represent an exciting new therapeutic tar
get, as recent work has shed light into an SMC5/ 
6-mediated silencing pathway that seems to specifi
cally target eccDNAs [393,394]. Thus, eccDNAs are 
emerging as key players in many cancers, and it will 
be interesting to understand the degree to which 
accessibility influences their expression and abun
dance, and to understand how broadly the SMC5/6 
pathway can regulate eccDNAs.

Conclusions

Unraveling the properties and consequences of 
chromatin accessibility has been a fruitful and 
rapidly developing field of study. Over the past few 
decades, a plethora of assays and sophisticated 
quantitative frameworks have fueled advances in 
measuring accessibility in many biological contexts. 
We have reviewed accessibility mapping methods, 
detailing their best use cases, their caveats, their 
limitations, and important experimental considera
tions, some of which include how the interpretation 
of accessibility data depends on the nature of the 
probe or on the time frame of a given assay. General 
conclusions from accessibility analyses implicate the 
importance of local nucleosome dynamics and in 
some cases, the permeability of nuclear compart
ments, the latter of which depends on phase separa
tion, and to some extent, on electrostatic properties 
of chromatin. Additionally, long-lived associations 
with chromatin require specific chromatin binding 
abilities, which often require nucleosome mobiliza
tion to reveal target sites for the localization of 
sequence-specific proteins.

Although accessibility maps have thus far pro
vided many important insights into fundamental 
DNA-based processes, more work is needed to 
understand both the physiologically relevant 
mechanisms underlying accessibility itself and its 
connection to functional outcomes. We have pro
vided an overview of many chromatin factors, like 
HP1, linker histone, histone acetylation, etc., that 
directly regulate or correlate with chromatin acces
sibility at the level of genomic compartments. 
Coupled use of sophisticated genetic tools, such as 
CRISPR screens and inducible degrons, with power
ful accessibility assays, like quantitative MNase-seq, 

ATAC-seq, or methyltransferase labeling with long- 
read sequencing, should enable a deeper under
standing of the mechanisms by which these factors 
regulate accessibility. One mechanistic aspect that 
we highlight is chromatin architecture and its con
tributions to accessibility. Tools for measuring chro
matin organization at the compartment level have 
been available for longer and have gone through 
multiple iterations, whereas assays for defining 
chromatin structures at the short-range scale of 
a few nucleosomes is still in its infancy. Important 
conceptual advances in the chromatin architecture 
field include uncoupling between the degree of com
paction at long- and short-length scales, 
a heterogenous landscape of short-range chromatin 
structures, and the ability of condensates to compact 
and segregate chromatin. Ongoing advancements in 
multimodal experimental and theoretical analyses, 
especially at the single-cell and multi-locus level, 
should continue to deepen our understanding of 
the relationships between DNA accessibility, spatial 
chromatin organization, protein binding, transcrip
tion, gene expression, and downstream develop
mental phenotypes.
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