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C H E M I S T R Y

An automated DNA computing platform for rapid 
etiological diagnostics
Qian Ma1,2,3, Mingzhi Zhang2, Chao Zhang2,3*, Xiaoyan Teng4, Linlin Yang2, Yuan Tian2, 
Junyan Wang2, Da Han1,2*, Weihong Tan1,2*

Rapid and accurate classification of the etiology for acute respiratory illness not only helps establish timely ther-
apeutic plans but also prevents inappropriate use of antibiotics. Host gene expression patterns in peripheral 
blood can discriminate bacterial from viral causes of acute respiratory infection (ARI) but suffer from long turn-
around time, as well as high cost resulting from the measurement methods of microarrays and next-generation 
sequencing. Here, we developed an automated DNA computing–based platform that can implement an in silico 
trained classification model at the molecular level with seven different mRNA expression patterns for accurate 
diagnosis of ARI etiology in 4 hours. By integrating sample loading, marker amplification, classifier implementa-
tion, and results reporting into one platform, we obtained a diagnostic accuracy of 87% in 80 clinical samples 
without the aid of computer and laboratory technicians. This platform creates opportunities toward an accurate, 
rapid, low-cost, and automated diagnosis of disease etiology in emergency departments or point-of-care clinics.

INTRODUCTION
Acute respiratory infections (ARIs) caused by bacterial or viral patho-
gens are the leading causes for seeking medical attention. Difficul-
ties in distinguishing between bacterial and viral infections can lead 
to the overuse of antibiotics. For instance, some clinical and emer-
gency room (ER) visits with suspected respiratory infections still 
lead to prescribing antibiotics, although most of these infections 
still originate from viruses. Driven by the overuse of antibiotics, anti-
biotic resistance is progressing at an alarming rate, outpacing the 
development of new antibiotics and contributing to the rise of health 
care costs. Diagnostic tests that rapidly and accurately identify the 
causes of ARI can provide more personalized care and reduce the 
inappropriate use of antibiotics.

Traditional etiological diagnostic methods rely on the identifica-
tion of pathogenic antigen or genetic molecules in the host (1). How-
ever, these methods may be limited when the concentration of a 
pathogen is too low for reliable detection or the pathogenic role of a 
detected microbial agent derives from normal colonization instead 
of infection. Measuring host response induced by ARI provides an 
alternative diagnostic strategy. For instance, complement-reactive pro-
tein (CRP) (2), procalcitonin (3, 4), and human neutrophilic apoli-
poprotein (5, 6) normally increase in bacterial infections. However, 
these biomarkers have only shown moderate accuracy (65 to 75%) 
in distinguishing between bacterial and viral infections in the clinic. 
Analysis of the transcriptional profile in host peripheral blood of-
fers a novel strategy to diagnose ARI, as circulating blood leuko-
cytes react differently to bacterial and viral pathogens and lead to 
variations of the expression of host genes related to immune func-
tions (7). In previous studies, host transcriptional profiles have been 
characterized for viral and bacterial ARI with high-throughput assays, 

and a classifier with 104 host genes could diagnose ARI with an over-
all accuracy of 87% in a cohort of 273 individuals (8–14). Existing 
high-throughput RNA assays, such as microarrays (15) and RNA se-
quencing (16), can be used to quantitatively observe changes in 
massive host gene expressions. However, they are difficult to imple-
ment in the ER or point-of-care clinics where fast data turnaround 
time and low cost are prerequisites for diagnosing the cause of ARI 
(17–19). To overcome these potential limitations, it is essential to 
develop rapid and practical diagnostic tests that can be used to detect 
the transcriptional profile for classifying ARI in a clinical setting.

DNA-based molecular computation relies on DNA as hardware 
and biochemical reactions as software and has been experimentally 
proven to be a powerful tool for implementing complex computa-
tion on different substrates toward various applications, such as 
solving mathematical problems, recognizing complicated patterns, 
and intelligent delivery of drugs (20–27). With the development of 
DNA programming methods, different logical connectives (e.g., AND, 
OR, and NOT) and algorithms, such as weighting, summing, and 
subtraction, can be implemented at the molecular level without 
human intervention (28–30). In principle, DNA molecular com-
puting can extend the applications of diagnostic methods from 
single to multiple markers, as well as integrate the information 
encoded in a multimarker signature with logical analysis for more 
intelligent diagnostics. These features also enable the direct re-
porting of diagnostic results in a “sensing-thinking” mode of im-
plementing complicated classifier models at molecular levels. So 
far, well-designed DNA computation systems have been used to 
generate diagnostic information from computational models for 
cancer screening without the aid of computers, but human inter-
vention is still required, such as sample preparation and loadings 
that prevent the implementation of complete automation of DNA 
computing–based diagnostics (31). Therefore, we here sought to 
explore a fully automated DNA computational system to diagnose 
the etiology of ARIs by integrating sample loading, marker ampli-
fication, classifier implementation, and results reporting into one 
platform to achieve a “sample in and result out” flow without the 
aid of any computer or laboratory specialists. We expect this auto-
mated DNA computing–based platform to offer a more rapid and 
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accurate way of identifying ARI etiology in ERs or point-of-care 
clinics, thereby guiding appropriate antibiotic use and combating 
emerging antibiotic resistance.

As shown in Fig. 1 (A and B), the workflow of the DNA-based 
molecular classifier includes three main steps. First, an in silico clas-
sifier model trained with a support-vector machine (SVM) is con-
structed using publicly available transcription of viral and bacterial 
ARI from the National Center for Biotechnology Information (NCBI) 
database. This step aims to identify classifiers that contain mini-
mum varieties (i.e., genes) with no redundancy and high diagnostic 
accuracy. Second, a DNA-based molecular classifier is designed to 
implement the in silico trained model at the molecular level. Specif-
ically, it can perform arithmetic operations, such as weighting, sum-
ming, and subtraction, in response to the transcriptional signals in 
solution and report results as either bacterial or viral in nature. Last, 
the molecular classifier is used to diagnose the cause of ARI in 
clinical samples. We automated the diagnostic flow of this system 
by integrating a mechanical sample loading machine, consisting 
of a thermocycler and a fluorescence reader, thereby achieving fully 
automated diagnostics of ARI. Using this method, we obtained a 
diagnostic accuracy of classifying bacterial and viral ARI of 87% in 
80 human blood samples within 4 hours, compared to the accuracy 
of most clinically used CRP testing and complete blood count 
(CBC) of 74% and 54 to 62%, respectively, with the same cohort of 
blood samples.

RESULTS
Model construction
To build an effective model classifier to discriminate between bacte-
rial and viral ARI, we chose the SVM, a supervised learning model 
with specific algorithms, to train the data according to the following 
conditions and steps (32). First, publicly available transcriptional 

profiles of host peripheral blood corresponding to 113 viral ARI and 
67 bacterial ARI from the NCBI database (GSE63990) were selected 
as the training set. These data were used for differential expression 
analysis with the goal of classifying the samples into bacterial and 
viral infection groups with an anticipated accuracy >80%. We suc-
cessfully identified 30 up-regulated and 30 down-regulated mRNA 
candidates with stable expression differences that are four times 
larger, given that larger differences typically have higher classifica-
tion sensitivity and specificity (fig. S1). Next, more constraints were 
applied to the 60 selected mRNA candidates to obtain minimal in-
put sets while maintaining the discriminatory accuracy of the clas-
sifier (>80%). For example, we artificially limited weights to integers 
less than 10 and mathematical operations to addition, multiplica-
tion, and subtraction. This was done to identify the most practical 
models with the smallest number of mRNA inputs for subsequent 
molecular computation. Among the multiple in silico trained mod-
els, we selected a classifier with the highest area under the curve 
(AUC) value as well as reasonable numbers of mRNAs, the compo-
nents of which included seven mRNAs, namely, SIGLEC1, LY6E, 
IFIT1, TRDV3, VNN1, CD177, and ARG1, associated with negative 
and positive weights, ranging from integer values of −4 to +5. This 
model could discriminate between bacterial and viral ARI with an 
AUC of 0.94 [95% confidence interval (CI): 0.9040 to 0.9803] with 
the training database (Fig. 1C). We also validated the model using 
another dataset of NCBI (GSE6269) with an obtained AUC of 0.91 
(95% CI: 0.8270 to 0.9915; Fig. 1D). In addition, of the seven noted 
candidates, individual mRNAs had limited diagnostic accuracy by 
either low sensitivity or insufficient specificity (fig. S2 and table S1). 
These results highlight the importance of using multiple markers 
for more accurate diagnostics. Therefore, once having constructed 
a molecular classifier that displayed high discriminatory sensitivity 
and specificity using simplified mathematical operations, we pro-
ceeded to explore the implementation of molecular computation 

Fig. 1. DNA computational platform for ARI diagnosis. (A) Workflow for the classification of ARI etiology with the DNA computation platform. (B) Performance of the 
molecular classifier with data from the training set. The training dataset contains transcriptome sequencing data from samples containing 113 viral and 67 bacterial ARIs, 
in which 159 of samples were classified correctly with area under the curve (AUC) = 0.94 (95% CI: 0.9040 to 0.9803). Data are from the NCBI database (GSE63990). (C) The 
validation dataset contains transcriptome sequencing data from 27 viral ARI and 57 bacterial ARI samples with AUC = 0.91 (95% CI: 0.8270 to 0.9915). Data are from the 
NCBI database (GSE6269).
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using a set of well-designed DNA probes for diagnosing the causes 
of ARI (33).

RNA amplification
Low concentration of analytes, such as microRNA and mRNA in 
biological samples, poses a barrier limiting the clinical applications of 
DNA-based molecular computation and hence the reporting accuracy 
of DNA-based interactions. Our previously developed amplification 
method used an improved asymmetric polymerase chain reaction 
[Linear-After-The-Exponential (LATE)-PCR] and achieved near- 
linear amplification of complementary DNA (cDNA) targets from 
low concentrations in clinical samples (≤pM; figs. S3 and S4) to 
a higher detectable range (>nM) (34). In this way, the amplified 
sample still has data associated with the quantity of initial mRNA, a 
key index for accurate classification. As shown in Fig. 2, we first ex-
tracted total RNA from fresh human whole blood using the QIAamp 
RNA Blood Mini Kit. Total RNAs were then reversely transcribed into 
cDNA with Moloney murine leukemia virus (M-MLV) reverse transcrip-
tase. Then, the acquired cDNAs were amplified by LATE-PCR with 
specific primer pairs. By adjusting the nucleotide composition and 
numbers of the excess and limiting primers, as well as their ratios 
(figs. S5 and S6), the exponential amplification stage of the PCR could 
be quickly switched to the linear stage when the limiting primers are 

exhausted (Fig. 2, B and D) (35, 36). Meanwhile, we can maintain the 
amplified single-stranded DNA (ssDNA) products in an appropriate 
concentration range by controlling the number of amplification cycles, 
thus providing optimal conditions for subsequent DNA computing. 
Figure 2C shows the relative fluorescence units of ssDNA products 
amplified from initial mRNA concentrations ranging from 1 fM 
to 1 pM using LATE-PCR. The results show the linear relation-
ship between the initial concentrations of mRNAs and the final 
concentrations of cDNAs. In general, the LATE-PCR can help re-
duce the bias caused by traditional exponential amplification and, 
at the same time, convert the low concentrations of mRNA inputs 
(≤pM) to higher concentrations of ssDNAs (≥nM; fig. S7) without 
interfering with their original ratios. The accuracy and efficiency 
of each primer set for the seven mRNA targets were verified through 
qPCR (SYBR Green) amplification. The fluorescence melting curve 
and polyacrylamide gel electrophoresis (PAGE) of the PCR prod-
ucts are shown in figs. S8 and S9, respectively.

Implementation of molecular classifier
Performing the classifier at molecular levels can directly report the 
calculated results and reduce experimental errors caused by parallel 
measurement of multiple mRNA inputs with traditional PCR-based 
methods. Here, we adapted a simplified winner-take-all computing 
scheme initially reported by Cherry and Qian (37) to implement the 
trained molecular classifier systematically. Specifically, the mathe-
matical weighted sums of bacterial infection–related mRNA inputs 
are compared with those of viral infection mRNA inputs, and only 
the larger value is reported with the corresponding fluorescence sig-
nals for clinical diagnostics. The computing scheme of the trained 
classifier is abstracted into three substeps, including multiplication, 
addition, and subtraction at a molecular level, as implemented by 
cascading DNA strand displacement reactions (38–40).

The detailed DNA computing process is shown in Fig. 3. First, 
different cDNA amplicons linearly amplified from original mRNA 
inputs undergo weighted multiplication [Wn × c(cDNA)n = An], 
where Wn is the weight predetermined by the in silico model, c(cDNA)n 
is the concentration of cDNA, and An is the weighted multiplica-
tion, respectively. In particular, mRNA VNN1, CD177, and ARG1 
were found to be positively correlated to bacterial infection with weights 
of +5, +4, and +1, respectively. Meanwhile, SIGLEC1, LY6E, IFIT1, 
and TRDV3 were found to be negatively associated with bacterial 
infection with weights of −4, −4, −1, and −1, respectively. The nu-
merical weights associated with these seven mRNAs actually cap-
ture their degrees of importance in the diagnostic determination for 
ARI. To take advantage of this, we designed multiplication probes 
(W probe) that could be weighted for different target sequence re-
gions of each cDNA amplicon (Fig. 3A). For instance, weights (Wn) 
of 5, 4, or 1 are realized by having 5, 4, or 1 distinct sequence region 
that can be located by W probes in the same cDNA amplicon (33). 
We used a fluorescence reporting scheme based on a one-step DNA 
strand displacement reaction to confirm the correctness of multi-
plication calculation [Wn × c(cDNA)n = An] by examining the 
concentrations of resulting A complexes (An). To facilitate strand 
displacement reaction between W probe and the cDNA inputs 
with extensive secondary structures, we implemented a thermal 
annealing strategy in which W probes were first annealed with the 
cDNAs reversely transcribed from the original mRNA before the 
addition of the subsequent computing probes. As expected, we ob-
served a better response of the cDNA target to the reporting probes 

Fig. 2. RNA amplification for molecular computation. (A) Schematic illustration of 
mRNA amplification in clinical samples. (B) Detection of LATE-PCR products with 
different initial concentrations of cDNA (reverse transcription template of mRNA 
IFIT1, as an example) using a FAM-labeled TaqMan probe. (C) Plot of endpoint PCR 
fluorescence at different cycle numbers versus initial IFIT1 cDNA concentrations, 
proving the linear amplification behavior of LATE-PCR with the target concentra-
tions from 1 fM up to 1 pM [cycle number (CN) = 40, R2 = 0.89; CN = 45, R2 = 0.98; CN = 50, 
R2 = 0.99; CN = 55, R2 = 0.98; CN = 60, R2 = 0.98]. (D) Native PAGE analysis of products 
after LATE-PCR. (E) Plot of band intensities of the amplified ssDNA products versus 
initial IFIT1 cDNA concentrations. R2 = 0.98. RFU, relative fluorescence units.
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(based on strand displacement reaction; fig. S10) after thermal 
annealing. As shown in Fig. 3 (B and C), the steady-state signals 
accurately reflect the weighted signals of different cDNA inputs 
with equal initial concentration (10 nM), indicating that the mole-
cules effectively perform the multiplication operations as designed. 

Next, the different weights of mRNA inputs are summed for com-
parison (A1 + A2 + A3 = E; A4 + A5 + A6 + A7 = F). This step is done 
by using a summation probe (B probe) that reacts with the A com-
plex generated in the previous multiplication step. In particular, 
this B probe can bind to the same sequence regions in the A 

Fig. 3. Validation of the DNA molecular classifier. (A) Scheme for multiplication [Wn × c(cDNA)n = An]. A reporter is used to verify the multiplication results. (B) Fluorescence 
kinetics of 10 nM cDNA of ARG1, CD177, and VNN1 genes in the FAM channel (Wn = 1, 4, and 5). (C) Fluorescence kinetics of 10 nM cDNA of IFIT1, TRDV3, SIGLEC1, and LY6E genes 
with different weights in the ROX channel (Wn = 1, 1, 4, and 4). (D) Scheme for summation (E = A1 + A2 + A3; F = A4 + A5 + A6 + A7). (E) Fluorescence kinetics of A1, A2, and A3 alone and 
their sums (A1 + A2, A1 + A2 + A3) in the presence of equivalent B probes and B reporter in the FAM channel (i.e., 1, 4, 5, 1 + 4, 1 + 5, and 4 + 5). The normalized FAM fluorescence at 
60 min was used to compare the individual and summation signals. (F) Fluorescence kinetics of A4, A5, A6, and A7 alone and their sums (A4 + A5 and A4 + A5 + A6 + A7) in the 
presence of equivalent B probes and B reporter (i.e., 1, 4, 5, 1 + 4, 1 + 5, and 4 + 5). The normalized ROX fluorescence at 60 min was used to compare the individual and summation 
signals. (G) Scheme for subtraction (diagnostic result = E − F) and amplification step for sensitivity improvement. Excess E and F probes can be reported by FAM and ROX, 
respectively. (H) Winner-take-all behavior for different ratios of E and F. The x axis of each small graph is time (from 0 to 60 min), and the y axis is the relative fluorescence units. 
Samples resulting in a normalized signal of [FAM] − [ROX] > 0 belong to the bacterial infection category, and samples with [FAM] − [ROX] < 0 belong to the viral infection category.
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complex and convert the same category of inputs into a common 
weighted sum species (E or F probe) (Fig. 3D). We also detected the 
summed signals of An (i.e., E and F probes) using a DNA displace-
ment reaction–based fluorescence reporter probe (B reporter) and 
obtained the matched signals reflecting the corresponding correct 
total concentrations (Fig. 3, E and F). Therefore, this summation 
scheme can precisely determine the weighted sum of the same type 
of inputs at the molecular level. Following this step, the classifica-
tion result is reported after subtracting the sums of two different 
types of summed inputs, i.e., diagnostic result = E − F (Fig. 3G). It is 
realized by using an N probe able to annihilate the different types of 
weighted sums (E and F probes). Specifically, E and F probes bind 
to the N probe in a reversible annihilation manner such that only 
the remaining one can be reported by FAM (E) or ROX (F) fluo-
rescence with a catalytic entropy-driven amplification step for 
improving reporting sensitivity (fig. S11) (41). Details of N probe 
optimization are shown in fig. S12. Last, we validated this process 
in Fig. 3H using 36 different combinations of weighted sums (E 
and F probes) with concentrations ranging from 0 to 50 nM. The 
results demonstrated that higher concentrations of the weighted 
sums could report higher signals, which is consistent with the pro-
posed scheme.

We next integrate the entire workflow of the DNA computing–
based platform to classify bacterial and viral ARI from “input” to 
“output.” We replicated 18 synthetic samples containing 9 bacterial 
and 9 viral ARI and used each cDNA target at calculated concentra-
tions from table S2 as inputs. After LATE-PCR–based amplification 
and DNA computation (multiplication, summation, and subtrac-
tion), fluorescent signals were directly detected to obtain the diag-
nostic results of these synthetic samples. As shown in Fig. 4B and 
fig. S13, only one viral infection sample was misdiagnosed as bacte-
rial infection, and the remaining eight viral infection samples and 
nine bacterial infection samples were classified correctly with a sen-
sitivity of 88.9% (95% CI: 0.5067 to 0.9942), a specificity of 100% 
(95% CI: 0.6288 to 1), and an accuracy of 94.4% (95% CI: 0.5067 to 
0.9942). These data verified that the DNA-based molecular classifi-
er can intelligently perform computation as designed for synthetic 
inputs (Fig. 4C).

Automated diagnosis of ARI etiology with the DNA 
computing platform
To prove that our method can be a reliable and convenient platform 
for the clinical diagnosis of ARI, two key factors need to be satisfied. 
The first is high accuracy of classifying ARI in clinical samples. The 
second is high throughput and automation level to fit the require-
ments of a clinical setting. Correspondingly, we studied the classifi-
cation accuracy of our system using whole-blood samples (1 ml) 
from 80 patients with ARI. In particular, these samples were con-
firmed with ARI by successfully identifying the pathogens with 
either antibody tests or bacterial cultures for viral and bacterial in-
fections. Table S3 summarizes the clinical features of the samples. 
Here, we assembled the diagnostic platform into a completely auto-
mated flow by integrating an RNA extractor, a mechanical sample 
loading machine, a thermocycler, and a fluorescence reader. After 
direct reading of the output fluorescence of these samples using the 
described automated workflow (Fig. 4A), it can be seen that 34 of 
40 bacterial infection samples were identified correctly with a sen-
sitivity of 85.0% (95% CI: 0.6947 to 0.9375), while 6 of 40 viral 
infection samples were misdiagnosed as bacterial with a specificity 

of 87.5% (95% CI: 0.7239 to 0.9530; Fig. 4, D and E, and fig. S14). 
The total accuracy of this method in clinical samples was 86.2% 
(95% CI: 0.7630 to 0.9260) with an AUC of 0.88 (95% CI: 0.8097 to 
0.9615). We also classified these samples with other clinically 

Fig. 4. Validation of the DNA computation–based molecular classifier. (A) Auto-
mated operational flow using DNA computation–based molecular classifier for the 
classification of ARI with clinical whole-blood samples automatically. Specifically, 
we integrated an RNA extractor (ZJ Bio EX3600 Plus), a thermocycler [PCR thermal 
module by a qPCR machine (Roche Z480)], and a fluorescence reader [reporting mod-
ule by a qPCR machine (Roche Z480)] to a complete workflow. A mechanical sam-
ple loading machine (Hamilton & Microlab STARlet 8) was used to transfer sample 
tubes and add reactants. (B) Confusion matrix analysis of the 18 synthetic samples. 
(C) Classification results of the DNA computation–based diagnostic system with 18 syn-
thetic samples. (D) Confusion matrix analysis of the 80 clinical samples. (E) Classifi-
cation results of the DNA computation–based diagnostic system with 80 clinical 
samples. (F) Performance of this method in diagnosing bacterial infection. The clini-
cal samples were correctly classified with AUC = 0.88 (95% CI: 0.8097 to 0.9615).
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available methods, including CBC based on neutrophilic granulo-
cyte, lymphocyte, and monocyte percentage (NEU%, LYM%, and 
MON%), as well as CRP test for the same cohort. The obtained 
AUCs of these two methods are between 0.54 and 0.74, indicating 
less accuracy than that of our DNA computation method, as shown 
in Fig. 4F. In addition, with the help of complete automation flow, 
the entire testing procedure only took 3.5 to 4 hours from raw blood 
sample to the final diagnostic results, which is fully compatible with 
the need for fast turnaround time for ARI diagnostics in ERs and 
point-of-care settings.

Compared with the existing methods (table S4) for acute respi-
ratory illness etiology identification, our automated DNA compu-
tation method shows some advantages such as high accuracy, fast 
turnaround time, and high automation level. Specifically, the power 
of data training in silico, coupled with the molecular implementa-
tion of a winner-take-all computing scheme, enables us to perform 
disease diagnosis in an automated manner. More fundamentally, 
the workload required to classify gene expression with our system is 
independent of the number of genes used in the analysis, as DNA 
computation allows the parallel introduction of multiple inputs. In 
contrast, RT-qPCR is currently the gold standard for quantitation 
of gene expression profiles in clinics, and its complexity is pro-
portionally correlated with the number of genes being analyzed, as 
more genes require more human resources on the tedious and step-
by-step quantitation of individual RNA. At the same time, RNA 
sequencing and microarray also allow for multigene expression 
analysis in a single reaction, but they require expensive instrumen-
tation and consumables and have slow data turnaround time. Sec-
ond, an automated system is established in the workflow to couple 
with DNA computation, providing a feasible path for realizing au-
tomatic and rapid diagnostics of ARI in clinics. If provided with 
suitable consumables, such as a 384-well plate, the entire system 
could produce up to 600 tests per day per machine. Last, the diag-
nostic accuracy of our method is higher than that of existing clinical 
methods in a head-to-head comparison. This further highlights the 
potential of using the transcriptional profile in host peripheral 
blood for diagnostics of diseases in clinical applications.

DISCUSSION
Accurate and rapid identification of bacterial and viral causes in 
ARI with only a droplet of blood has been a clinical challenge. Our 
method integrated an effective diagnostic model and a powerful 
DNA computation scheme into a completely automated classifica-
tion workflow for ARI etiology diagnostics. Using this system, we 
can realize accurate and automated identification of the etiology in 
acute infections using 1 ml of blood sample in 4 hours with a much 
higher accuracy of 86% compared to that of other currently avail-
able methods. In general, there are multiple factors that may have 
an impact on the accuracy of clinical diagnostics with this DNA 
computing–based method. For instance, the technical variables af-
fecting transcriptome analysis include blood collection and storage 
conditions, RNA extraction kits (42), and PCR amplification pro-
cess (43). Previous studies have shown that the efficiency of various 
extraction kits is different, but little impact has been found on the 
quantification of relative amounts of multiple RNA targets in the 
same sample (34). In addition, evaluation of primer design and am-
plification cycles must be made for the PCR amplification process to 
exclude nonspecific and nonlinear amplification that will introduce 

bias in the relative ratios of multiple RNA targets. Overall, we be-
lieve that the potential of DNA computation to analyze and classify 
complex input profiles is impressive, especially toward the future ap-
plications of intelligent and automated diagnostics in clinics (42, 43). 
Furthermore, development of the DNA computing scheme with 
simpler nucleic acid extraction and preamplification steps (e.g., iso-
thermal amplification), as well as user-friendly output (color change 
recognizable by the naked eye), will continue to propel the platform to 
wider applications, such as at-home self-inspection. We envision that the 
power of DNA computation will shed light on more clinical applica-
tions with its beneficial features: low cost, automated, and convenient.

MATERIALS AND METHODS
DNA oligonucleotides
All DNA oligonucleotides used in the present study were synthe-
sized and purified by Shanghai Sangon Biological Engineering 
Technology & Services Co. Ltd. (China). Individual DNA oligo-
nucleotides were suspended to deionized water to a concentration 
of 100 M. All oligonucleotides were high-performance liquid 
chromatography–purified.

Blood RNA extraction
Total RNA was extracted from human whole blood (1 ml) using the 
Qiagen PAXgene Blood RNA Kit according to the manufacturer’s 
instructions. Specifically, a lysis reagent is first added to each blood 
sample. Then, the lysate is separated by adding chloroform and cen-
trifugating. The sample is then applied to a spin column where the 
total RNAs, including mRNAs, can be eluted in a small volume of 
nuclease-free water. The extracted total RNA was stored at −80°C in 
nuclease-free water until needed.

RT-qPCR quantification
Total RNA was extracted from each blood sample with Qiagen 
Research kits. The isolated RNA was first reversely transcribed 
to cDNA using procedures described below. Then, the acquired 
cDNAs were amplified by using the qPCR Mix (Takara) according 
to the procedures in the instructions.

Reverse transcription
We used a reverse transcription kit (Takara) to convert RNAs into 
cDNAs under the conditions and protocol shown in table S5.

SVM training and validation
To train the SVM algorithm, microarray data of 273 patients diag-
nosed with ARI were obtained from NCBI GSE63990. We pro-
cessed the dataset by first selecting samples labeled only as bacterial 
or viral infections (70 and 115 samples, respectively) and then con-
verting the microarray gene expression ratios by logarithm (base 2) to 
estimate biological expression levels. We trained a linear SVM algo-
rithm on this dataset to distinguish between viral and bacterial 
infections. We evaluated these classifiers using another microarray data-
set (NCBI GSE6269) where they still performed well (AUC > 0.90). Last, 
the classifier with the highest AUC value as well as reasonable num-
bers of mRNA inputs were selected for experimental implementation.

Design of DNA sequences
All DNA strands used in the DNA computation were composed of 
short toehold domains and long-branch migration domains with a 
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three-letter code (A, T, and C) to diminish secondary structures 
and undesired strand interactions. The annihilator complexes had 
8-nucleotide toeholds compared to 6-nucleotide toeholds in the sig-
nal restoration complexes. This increased the strand displacement 
reaction rate between the annihilator complexes and E or F, com-
pared to that between the signal restoration complexes and E or 
F. Last, the candidate sequences were validated by Nucleic Acid 
Package (NUPACK) for binding energy and specificity inspection. 
All DNA sequence can be found in table S6.

Preparation of hybridization probes
The hybridization probe is an annealed complex consisting of two 
DNA oligonucleotides: a bottom strand and a top strand. The top 
strands were stoichiometrically mixed with 20% excess of the bot-
tom strand and then thermally annealed by heating to 95°C for 10 s, 
followed by cooling from 95° to 25°C over the course of 70 min.

Purification of hybridization probes
The prepared hybridization probes were purified with 12% non-
denaturing PAGE gel. Subsequently, gel bands were visualized using 
ultraviolet light with a fluorescent backplate and then cut out and 
eluted into 1 ml of 1× tris-acetate-EDTA and 12.5 mM Mg2+ over-
night. The concentrations of purified hybridization probes were 
determined by detecting their absorbance at 260 nm (Bio-Rad 
GelDoc EZ) with an IDT-specified extinction coefficients.

Integration of the automated platform
First, we used an RNA extractor [extraction module composed of 
an automated RNA extractor (ZJ Bio EX3600 Plus)] for the RNA 
extraction from whole-blood samples in 30 min. Second, the RT 
mix (Takara RR047A) was added in the extracted total RNA for the 
production of cDNAs in 30 min by the mechanical sample loading 
machine. Third, seven kinds of PCR mix were added by the me-
chanical sample loading machine and reacted in the thermocycler for 
60 min [PCR thermal module by a qPCR machine (Roche Z480)]. 
Last, the DNA computation probe mix was added by the mechani-
cal sample loading machine and reacted in the fluorescence reader 
for 120 min for results reporting [reporting module by a qPCR ma-
chine (Roche Z480)].

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.ade0453
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