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Aims Artificial intelligence (AI) and machine learning (ML) promise vast advances in medicine. The current state of AI/ML
applications in cardiovascular medicine is largely unknown. This systematic review aims to close this gap and pro-
vides recommendations for future applications.

...................................................................................................................................................................................................
Methods
and results

Pubmed and EMBASE were searched for applied publications using AI/ML approaches in cardiovascular medicine
without limitations regarding study design or study population. The PRISMA statement was followed in this review.
A total of 215 studies were identified and included in the final analysis. The majority (87%) of methods applied be-
long to the context of supervised learning. Within this group, tree-based methods were most commonly used, fol-
lowed by network and regression analyses as well as boosting approaches. Concerning the areas of application, the
most common disease context was coronary artery disease followed by heart failure and heart rhythm disorders.
Often, different input types such as electronic health records and images were combined in one AI/ML application.
Only a minority of publications investigated reproducibility and generalizability or provided a clinical trial
registration.

...................................................................................................................................................................................................
Conclusions A major finding is that methodology may overlap even with similar data. Since we observed marked variation in

quality, reporting of the evaluation and transparency of data and methods urgently need to be improved.
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Introduction

Despite significant improvements over the last decades, cardiovascu-
lar diseases remain the leading cause of morbidity and mortality in
Europe and the USA.1,2 Due to complex disease pathways and het-
erogeneity, disease diagnostic and prognostic assessment remain a
challenging task. On the other hand, modern technologies are con-
stantly increasing the ability to collect large quantities of data, which
require implementation of comprehensive automated analytical
methods to improve the understanding of the underlying disease
complexity and ultimately increase the quality of healthcare.

Artificial intelligence (AI) is an overarching term that describes the
use of algorithms and software which demonstrate human-like cogni-
tion in analysing, interpreting, and understanding complicated medical
and health data. An algorithm is simply a set of actions to be followed
to get a solution. Algorithms are trained to learn how to process in-
formation. The term AI may also be applied to any machine that
exhibits traits associated with a human mind, such as learning and
problem-solving. When machines can extract information from data,
improve their function or make predictions about future events, they
are referred to as machine learning (ML), a subset of AI.3 The overall

objective of these approaches is to learn from samples and to gener-
alize to new, yet unseen cases. Machine learning includes a range of
advanced sub-branches, such as deep learning (DL) and neural
networks.

AI/ML methods achieved remarkable progress, and their use has
increased significantly over the last years in cardiovascular medicine,
as indicated by recently published reviews.3–10

Compared to other reviews such as Johnson et al.,8 we chose a dif-
ferent approach: our intention was to investigate what is currently
published under the label ‘AI/ML’ in cardiovascular medicine as
opposed to providing specific examples of AI/ML applications in a
given disease context or comparing the predictive ability of various
AI/ML methods in a meta-analysis.10 As Nagendran et al.5 note, there
is a danger that the ‘[. . .] public and commercial appetite for health-
care AI outpaces the development of a rigorous evidence base to
support this comparatively young field’. Many authors also criticize
the lack of details published on AI/ML methods, which hinder repro-
ducibility and transparency.11,12 Lopez-Jimenez et al.9 provide a list of
key aspects for evaluating AI literature. Moreover, there is still ‘[. . .] a
scarcity of external validation studies and randomised trials [. . .]’ to
evaluate the superiority of using these methods.13 Hence, the
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CONSORT-AI guidelines were published very recently to improve
transparency and completeness in reporting clinical trials for AI inter-
ventions.14 In parallel, the SPIRIT-AI extension15 was developed as a
new reporting guideline for clinical trial protocols evaluating interven-
tions with an AI component. A relevant issue concerning AI applica-
tions is the current overemphasis on the technical aspects, which
sometimes leaves less attention to their interaction with the human
users, see the DECIDE-AI statement for a discussion of this issue.16

In this systematic review, we provide an overview of the literature
on applications of AI/ML methods in cardiovascular research. In the
following, we describe the exact search strategy. We provide our
results including descriptions of the specific methods applied in differ-
ent research settings. Additionally, we evaluate whether the methods
used were appropriately described and if code/data availability state-
ments were provided. We conclude with some recommendations
regarding the reporting and evaluation of methods as well as improv-
ing data and methods transparency. Our broad focus on all methods
described by the respective authors as AI or ML methods without re-
striction with regards to specific disease areas or study designs allows
for a clear view on the current state of AI/ML applications in cardio-
vascular medicine. As such, we aim to provide clear recommenda-
tions on how AI/ML studies should be conducted in contrast to
describing criteria for the evaluation of AI/ML literature as provided
by Vollmer et al.12 or Lopez-Jimenez et al.9

Methods

In this systematic review, clinical studies applying AI/ML approaches in
cardiovascular medicine without limitations regarding study design or
study population were included. To specifically focus on clinical applica-
tion, we excluded animal studies as well as publications reporting only
the methodological aspect of an AI/ML approach without presentation of
clinical data of the study population. The systematic review followed the
Preferred Reporting Items for Systematic Reviews and Meta-Analyses
(PRISMA) statement17 and is registered in PROSPERO (registration num-
ber CRD42020196696).

Systematic literature search and study

selection
We performed a literature search using PubMed and EMBASE to identify
relevant publications. A first search in PubMed using the search terms
‘(artificial intelligence [Title/Abstract] OR machine learning
[Title/Abstract]) AND (cardiac OR cardiology OR cardiosurgical OR
cardiology[MeSH] OR heart OR heart[MeSH] OR *cardia* OR *cardio*
OR *infarct* OR *valve*)’ and considering publications from the year
2000 onwards resulted in 2410 abstracts, see the PRISMA flow chart in
Supplementary material online, Figure S1. In order to restrict our search
to applied clinical studies and to exclude purely methodological publica-
tions, we limited our search to journals listed on the Web of Science in
the categories ‘CARDIAC & CARDIOVASCULAR SYSTEMS’,
‘MEDICINE, GENERAL & INTERNAL’, ‘MEDICINE, RESEARCH &
EXPERIMENTAL’, as well as ‘MULTIDISCIPLINARY SCIENCES’. To fur-
thermore restrict the analysis to articles with potential clinical impact, we
only included journals with an impact factor of at least two in 2018 as
given on the Web of Science (https://jcr.clarivate.com/
JCRJournalHomeAction.action). This resulted in 228 distinct journals.
Articles included in our analyses were published in 65 distinct journals,
see Supplementary material online, Table S1 for the complete list of

journals. Within the cardiovascular journals, the search terms used were
‘(artificial intelligence [Title/Abstract] OR machine learning [Title/
Abstract])’, while in the other journals we searched for ‘(artificial intelli-
gence [Title/Abstract] OR machine learning [Title/Abstract]) AND (car-
diac OR cardiology OR cardiosurgical OR cardiology [MeSH] OR heart
OR heart [MeSH] OR *cardia* OR *cardio* OR *infarct* OR *valve*)’.
The date of the last search was 5 March 2020.

Studies discussed in review papers and commentaries or editorials
were also screened, but no additional studies fulfilling our inclusion crite-
ria (see below) were found.

The list of abstracts was independently screened for inclusion by dual
review of overall 16 reviewers using the following inclusion criteria: (i) an
application of AI/ML methods, (ii) cardiovascular application, and (iii) the
study has to present a clearly described clinical cohort. In particular, we
excluded animal studies and review papers. Any disagreements were
resolved in discussion or rescreened by a third reviewer (S.F., T.F., C.H.,
and J.R.).

Data extraction
We extracted data on study characteristics and study population (num-
ber of subjects included, study design, outcome scale, use of secondary
data), characteristics of the applied AI/ML techniques such as uncertainty
quantification and comparison to traditional statistical methods, reprodu-
cibility, disease area, and type of input data. Information was collected by
at least two independent reviewers using a predefined data extraction
form. Secondary data were specified as data originally collected for a dif-
ferent purpose. Studies were classified to quantify uncertainty of the AI/
ML methods if they provided any measure of uncertainty such as confi-
dence intervals for area under the curve estimates. AI/ML methods were
extracted as defined by the authors of the corresponding study and the
superiority to classical methods was defined based on the authors’ claims.

To investigate the increase of publications on AI/ML methods we also
extracted the number of articles published per year in the journals con-
sidered in our literature search by counting the findings of the assigned
journal IDs (using the ID of the bibliographic database of the National
Library of Medicine: NlmId) in PubMed as of 10 December 2020.
Moreover, we extracted the number of citations of the reviewed papers
(searched by its PMID in PubMed) as of 10 December 2020.

Since the investigations’ aim was not always clearly stated in the
articles, we applied a rather strict definition of prognostic and diagnostic
approaches: we defined an approach as diagnostic when patients were
classified or divided into subgroups without any time reference (e.g. publi-
cations 8 and 91 from Supplementary material online, Table S1), and as
prognostic when there was a time reference (e.g. longitudinal outcomes
in publications 50 and 167 from Supplementary material online, Table S1).

Data analysis
Descriptive summaries are used to describe study characteristics. Metric
variables are characterized by median and interquartile range, while dis-
crete variables are summarized by providing absolute and relative
frequencies.

In order to enable comparisons and study interactions, the cardiovas-
cular context is categorized into ten types, namely coronary artery dis-
ease (CAD), valvular heart disease, cardiomyopathies, heart rhythm
disorders, peripheral vascular disease, hypertension, heart failure (HF),
congenital heart disease, cardiometabolic, and other entities. These cate-
gories were chosen according to the disease context mentioned by the
authors of the corresponding publication in title or abstract.

Similarly, the applied AI/ML methods are categorized into supervised,
unsupervised and unspecified methods. The latter category refers to pub-
lications where the AI/ML approach was not mentioned or explained by
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the authors, e.g. since a commercial software was used or due to state-
ments such as ‘we used a machine learning approach’. Additionally, the
unsupervised methods are categorized into three and the supervised
methods into eight sub-categories. A brief description of the methods
along with some references is provided in Supplementary material online,
Table S2. Supplementary material online, Table S3 shows an overview of
the allocation of methods found in our search to the different sub-
categories.

Interactions between categorical variables are presented as graphs dis-
playing relative frequencies. All statistical analyses are performed in
R 3.6.3 (R Foundation for statistical computing, Vienna, Austria).

Results

Included studies
The literature review identified 524 distinct publications that were
screened for eligibility. A total of 215 studies were included in the
final analysis, see also PRISMA flow chart in Supplementary material
online, Figure S1 as well as Supplementary material online, Table S1
for the complete list of references. The study populations of the
included publications are summarized in Table 1, see Supplementary
material online, Table S4 for a stratified summary by disease area.

Time trends
Temporal trends in AI/ML applications in cardiovascular research
were explored. We observed a relative and absolute increase in pub-
lications with AI/ML applications in the last years. Figure 1A shows the
proportion of papers (in &) included in our study with respect to
the total number of studies published in the considered journals.
Note that the number for 2020 is based on the studies published until
5 March 2020 and is thus likely to be incomplete. A similar trend was
observed for the articles we did not screen due to the restrictions of

our search strategy (Supplementary material online, Figure S2). Figure
1B displays the journals in which the identified articles were published
most frequently, while Figure 1C shows the geographic distribution of
the authors. With respect to the different AI/ML methods, no specific
time trend could be observed (Supplementary material online,
Figure S3).

Popular AI/ML methods and their areas
of application
The majority (87%) of methods applied belonged to the context of
supervised learning, see Figure 2A. Within this group, tree-based
methods were most commonly used, followed by network and re-
gression analyses as well as boosting approaches. In 15 articles (7%),
the authors did not describe the AI/ML approach in detail. In most of
these cases, a commercial software was used. Among the unsuper-
vised methods clustering was the most popular and included 67% of
the unsupervised methods (Figure 2A). We also found that unsuper-
vised and unspecified methods are more common when the AI/ML
method is used for pre-processing than in other applications. In par-
ticular, supervised methods were applied in 60% of the studies that
used AI/ML for pre-processing only as opposed to 92% in the other
studies.

Concerning the areas of application, the most common disease
context was CAD followed by HF and heart rhythm disorders as
depicted in Figure 2B. The most common input for the AI/ML meth-
ods were health records (Figure 3). Often, different types of input
data were combined in one AI/ML-application. For example, 10 (5%)
studies used omics data in combination with health records and 21
(10%) studies combined health records with images. Figure 4 shows
the distribution of the supervised methods applied in the most com-
mon disease areas (CAD, HF and all other diseases than CAD or HF)
in more detail. In CAD, for example, boosting and regression meth-
ods are the most common methods of choice. In HF, on the other
hand, tree-based methods are often used.

Comparison to non-AI/ML methods
Uncertainty of the AI/ML estimates was reported in 133 studies
(62%). Results of AI/ML were compared to ‘classical’ methods
(according to the authors’ definition) in 111 (52%) studies. The ma-
jority of these, 94 (85%) decided in favour of the AI/ML approach, for
example the work by Commandeur et al.18 (publication number 50
in Supplementary material online, Table S1) or the work by Leha et
al.19 (publication number 91 in Supplementary material online, Table
S1). Sample sizes reported in these studies are displayed in
Supplementary material online, Figure S4.

A positive example concerning the investigation of reproducibility
and generalizability is the work from Bhuva et al.20 (publication num-
ber 122 in Supplementary material online, Table S1) which describes
a multicentre, scan–rescan cardiac magnetic resonance study to test
generalizability for imaging biomarkers.

Trial registration and reproducible
research
Only 21 studies (10%) provided a clinical trial registration; these
were mostly randomized clinical trials. Only 3 (6%) of the prospect-
ive cohort studies and 11 (8%) of the retrospective cohort studies

.................................................................................................

Table 1 Study characteristics

Variable Level Total

Subjects Median (IQR) 1083.0 (213.5–10 757.0)

Subject

categories

<100 31 (14.4)

100–1000 73 (34.0)

1000–10 000 53 (24.7)

10 000–100 000 45 (20.9)

100 000–1 000 000 11 (5.1)

>1 000 000 2 (0.9)

Design Prospective cohort study 48 (22.3)

Retrospective cohort study 138 (64.2)

Case-control study 20 (9.3)

RCT 9 (4.2)

Outcome Binary 153 (71.2)

Categorical 13 (6.0)

Continuous 27 (12.6)

Time to event 22 (10.2)

Secondary

data

No 64 (29.8)

Yes 151 (70.2)

Values are n (%) unless otherwise stated.
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.were registered. Of the case-control studies, 2 (10%) were
registered.

Of the studies analysed, 73 (34%) stated that the data used for the
analysis was available. However, only 17 studies (8%) provided direct
access to the data. With respect to code, only 31 studies (14%) had
made their code publicly available.

Prognostic vs. diagnostic analyses
According to the definition described above, the aim of the AI/ML ap-
proach was diagnostic in 91 articles (42%). Another 93 articles (43%)
used the AI/ML approach to build prognostic models. Both diagnostic
and prognostic aims were considered in only 4 (2%) of the studies. A
total of 27 (13%) articles applied AI/ML algorithms for neither diag-
nostic nor prognostic models, but rather as part of the pre-
processing, e.g. to extract features from images.

We found that methods such as clustering, k-nearest neighbour
and network analyses were mainly used for diagnostic purposes,
whereas prognostic models rather used tree-based approaches and
regression models (data not shown).

Typical cases of AI/ML algorithms
Given the larger number of different methods and their applications
in cardiovascular medicine, inspection of specific examples is helpful
to understand how the use of AI/ML algorithms might have a poten-
tial benefit for clinical practice. Therefore, Table 2 lists typical cases,
which were selected based on their high number of overall citations.
Interestingly, the number of trial subjects differed widely in the top-
cited publications. Furthermore, there was no general preference for
one AI/ML method. Of note, none of the highly cited examples were
randomized controlled trials.

A

PLoS One | 29 (13.5%)

J Am Heart Assoc | 13 (6.0%)

J Nucl Cardiol | 10 (4.7%)

Circ Cardiovasc Qual Outcomes | 9 (4.2%)

Sci Rep | 9 (4.2%)

Circ Cardiovasc Imaging | 8 (3.7%)

Eur Heart J Cardiovasc Imaging | 6 (2.8%)

JACC Cardiovasc Imaging | 6 (2.8%)

Eur Heart J | 6 (2.8%)Am J Cardiol
6 (2.8%)

Other journals (IF ≤ 5)
47 (21.9%)

Other journals (IF > 5) | 66 (30.7%)
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Figure 1 Meta-data of articles included in our systematic review. Panel (A) shows the increase in publications with artificial intelligence/machine
learning application per month in relation to the total number published in the journals we included in our search. Panel (B) shows the proportion of
journals of the reviewed papers. Panel (C) displays the geographic distribution of the authors’ affiliations.
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Recommendations

The choice of a specific AI/ML method is complex and depends on
various parameters that are specific to the individual problem to be
solved. From this extensive review, a few broad recommendations
on this choice can be derived. In feature selection with, e.g. tabular
data such as health records, tree-based, regression or boosting meth-
ods are most commonly applied. The application of DL to tabular
data is generally possible and might perform similarly or even outper-
form other methods especially on larger data sets,21 but specific
adaptions of DL to tabular data are still an area of active research.22,23

For image (and similarly electrocardiogram signal or omics) data,
network-based DL methods are the most commonly used method.
Besides the excellent performance of DL on image data, the possibil-
ity to do transfer-learning easily with DL methods is one of the key
components that make DL the go-to method for image data, if the
number of patients is sufficiently large.

We explicitly restricted our search to clinical applications of AI/ML
methods, excluding methodological publications from our literature

search. However, some recent reviews provide nice overviews for
specific methodologies. For example, Chen et al.24 reviewed the use
of DL in image segmentation, while Bizopoulos and Koutsouris4 pro-
vide an overview of DL applications in structured data, signal and
imaging modalities. In line with Chen et al.,24 we recommend that fu-
ture research explicitly targets the deployment of novel method-
ology such as DL in real-world clinical applications.

Furthermore, we recommend that some points are considered
with regard to the (i) evaluation of an ML algorithm in itself and in
comparison to alternative algorithms; (ii) reporting of the evaluation;
and (iii) transparency of data and methods. The recommendations
are summarized in Figure 5.

The evaluation of an ML algorithm requires that a model has been
developed and validated in a carefully designed study. This includes,
among other aspects, that predictor variables were assessed inde-
pendently from outcome variables, and that sample sizes were suffi-
cient for stable model building and a precise estimation. Vollmer et
al.12 provide a list of critical questions to assess the quality of AI/ML
applications in medical applications. Moreover, tools to assess data
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Figure 2 Overview of the methods and disease areas presented in the articles. Panel (A) shows the types of artificial intelligence/machine learning
algorithms applied. Panel (B) displays the distribution of disease areas as well as which supervised methods are most commonly applied in which dis-
ease area.
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..quality in observational studies have recently been proposed and
implemented.25 The metrics used to assess algorithms should gener-
ally cover aspects of calibration as well as discrimination and specific-
ally need to match the aim of the study. For instance, the focus could
be on an overall performance in all study participants versus in specif-
ic subgroups (sensitivity or specificity); the absolute performance of
the algorithm could be of interest versus its incremental value above
established methods; the focus could be on the statistical perform-
ance or the clinical utility of applying the algorithm in practice.
Comparisons to classical regression methods or established predict-
ive models should be ‘fair’: model parameters for classical regression
methods should be tuned to the best performance possible in the

sample under investigation for AI/ML. Established predictive models
have to be re-calibrated to the sample used for AI/ML to have the
best possible performance. Ideally, method comparison studies
should be conducted by independent research groups.26,27

Where possible, the reporting of methods’ comparisons and applica-
tions should adhere to available guidelines. Oftentimes, AI/ML is used
to train predictive models (for prognostic or diagnostic settings)
which are usually multivariable models. A first important step in this
context is to highlight the aim of the AI/ML approach, i.e. whether a
longitudinal prognostic (incidence, risk for future event) or cross-
sectional diagnostic/classification outcome is of interest. With the
TRIPOD statement28 well established guidelines on the reporting of
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Figure 3 Input type used for the artificial intelligence/machine learning algorithms. Displayed are the absolute number a respective input type was
used (lower left bars) and the most common combinations of input types (upper bar plot). The last bar summarizes all other combinations that
occurred less than four times.
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other diseases) in more detail. The bars will not sum up to 100% because multiple methods were used in the reviewed papers.
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..such models are available. While an explicit adaptation to AI/ML
methods is still under development,29 the statement is overall well
applicable to predictive AI/ML models. The 22 items on the checklist
relate to all parts of a typical academic report from the title to the
supplement and cover areas as the data source (items 4 and 5), the
outcome (item 6), the model building (item 10), and the clinical impli-
cations (item 20).

Most challenging to address is item 15, which asks to present the
full model and to explain how the trained model is applied and how
to interpret the results. Complex AI/ML models involving many varia-
bles (e.g. random forest, deep neural network) are not easily shared
in printed form and other means to make the trained model available
have to be found in these cases, see the Discussion section for
possibilities.

Finally, we recommend a high level of transparency throughout the
process of model development and validation with regard to the

utilized data, the specific final model(s) built, and the program code
that was used. While performing the extensive literature review, we
often recognized a lack of reporting in the exact methods used, which
limits comparability and reproducibility of the proposed approaches.
To overcome this shortcoming, we recommend that source code
should be openly available, e.g. in a web-based version control system
such as git/github (https://github.com/). The respective URL should
be included in the manuscript.

It is of crucial importance to further encourage data sharing. Safe
and trusted open data initiatives such as Zenodo (https://zenodo.org/
) are recommended for sharing data. The platform provides a DOI to
each upload to make data citable and traceable. It also offers a sophis-
ticated data access model to restrict data access only to certain
groups. Google Cloud provides a suite of tools as part of their AI
platform offering (https://cloud.google.com/ai-platform) to build, val-
idate, and explain models. As for proprietary data sharing, Triple

(3) Choice of ML-method

e.g. image, 
omics and
sensor data

e.g. tabular data

(1) Research ques�on and clinically relevant end points

(5) Transparent repor�ng
• Open access 
• Data sharing 

(2) Study context and source data set
• Provide descrip�on of medical context, study design and study popula�on
• Provide descrip�on on sampling method used for valida�on data set

Classifica�on

SVM

Discriminant
Analysis

Naive Bayes

Nearest Neighbor

Regression

Regression, GLM

Boos�ng Methods

Decision Trees

Classifica�on

K-Means

Hierarchical

Gaussian Mixture

a�on R

Supervised

Classifica�on

Unsupervised

(4) Fair comparisons
• Use appropriate metrics
• Use op�mal model parameters for compara�ve models

Feature selec�on

In larger datasets:

Feature learning : Deep Learning / Neural Networks CNN

(6) Addi�onal valida�on/ Clinical trial
• External valida�on
• Prospec�ve RCT

Feature
extrac�on

Figure 5 Recommended steps to be taken into account when using artificial intelligence/machine learning methods in cardiovascular research.
Feature selection (selecting the most relevant subset of features, e.g. a biomarker, age or sex of a patient or image information), feature extraction
(finding a minimalistic representation of a larger data set, e.g. an image), and feature learning (the algorithm chooses/learns relevant features from the
data).
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Blind (https://tripleblind.ai/ai-in-healthcare/) is an example of a plat-
form to reproduce results using the same datasets and models while
maintaining privacy.

If data sharing is not possible due to legal issues, it is recommended
to make the trained model openly available such that other research
groups can re-use model weights or estimated model coefficients.
This is a very common approach in traditional computer vision,
where network models like VGG16 are shared with the public for
re-usage. To allow for an easy integration of such models into novel
applications, such pre-trained networks are now even built-in com-
mon libraries, such as Keras (https://keras.io/api/applications/).
However, possible issues of model inversion30 need to be taken into
account, i.e. Zhu et al.30 could show that it is possible to recover the
(private) training data from the publicly shared models.

Discussion

In this article, we have reviewed the current state of AI/ML applica-
tions in cardiovascular medicine. We provide a comprehensive over-
view of the spectrum of the various different AI/ML methods and
illustrate the context in which these were applied to address ques-
tions in a variety of cardiovascular diagnostic applications and dis-
eases. Since a major finding is that methodology may overlap even in
similar data and since we observed marked variation in quality we
also provide some recommendations with respect to applying AI/ML
methods in practice. This methodological overlap may be explained
by the fact that to date no consensus exists as to which method
should best be applied in which disease context. Therefore, many
publications included in our review investigated and compared sev-
eral methods simultaneously. Indeed, the choice of a specific AI/ML
method is complex as are the various parameters and pitfalls that de-
termine appropriate use. We found that AI/ML-based work frequent-
ly lacks aspects of quality such as transparency regarding
methodology and data as well as validation of the methods. Other im-
portant aspects of AI/ML research include data partition and cross-
validation. Krittanawong et al.10 found a large heterogeneity with re-
spect to these aspects in their meta-analysis. Therefore, after a period
of rather intense AI/ML research, which we document herein, we ad-
vocate a more vigorous approach to scientific standards, which
should be a prerequisite for clinical application.

Our review is limited by our literature search, where we explicitly
required the search terms ‘artificial intelligence’ or ‘machine learning’
mentioned in title or abstract. Moreover, we have focused on clinical
applications and thus not considered publications in methodological
journals, since we specifically wanted to focus on AI/ML applications
to real-world clinical data. In contrast, methodological papers often
demonstrate the usefulness or applicability of new methods on freely
available benchmark data sets. Thus, they play an important role with
respect to proof of concept and feasibility of newly developed meth-
ods and can be seen as an important intermediate step between
method development and widespread clinical use.

A potential source of bias in our study is the exclusion of journals
with an impact factor less than 2. The rationale behind this approach
was to limit our analyses to articles with potential clinical impact. The
threshold of 2 was chosen since it lies between the median impact fac-
tor in cardiology (median IF 2.3) and general internal medicine (median

IF 1.6) according to the Web of Science.31 In total, 228 journals were
searched and articles from 65 distinct journals were included in our
analyses. The effect of this restriction is also displayed in the PRISMA
flow chart, see Supplementary material online, Figure S1.

A further limitation results from the categorization of AI/ML
approaches and disease categories. Here we used the terms primarily
used by the authors of the articles included, but a potential overlap,
e.g. between HF and cardiomyopathies, cannot be ruled out
completely.

The broad scope of our publication limits in-depth discussion with
respect to specific disease areas or data types. However, we deliber-
ately chose this approach in order to give a broad overview. In this,
our systematic review complements previously published work that
focused on particular applications. Finally, we provide only descrip-
tive analyses with respect to superiority of the AI/ML methods as
compared to ‘classical’ methods, therein relying solely on the authors’
definition of superiority. As already mentioned in the recommenda-
tions above, however, these comparisons are often not conducted
fairly.32 From a clinical perspective, there is still a lack of randomized
controlled trials as the mainstay of evidence-based medicine in the
cardiovascular field of AI/ML. Comparison of AI/ML-incorporated
algorithms to standard of care by means of clinically relevant end-
points and validation in prospective studies are prerequisites for fur-
ther integration and acceptance. Only the minority of publications
investigated reproducibility and generalizability. However, such stud-
ies are necessary to foster large-scale clinical implementation of novel
AI/ML approaches. But even if prospective validation is not imple-
mented at this stage, now is the time for advancing quality of AI/ML-
based work, given an increasing body of practical recommendations.
For example, the essential TRIPOD guidelines have been extended
by additional important work, such as recommendations for proper
reporting of AI prediction models.29 Likewise, standards for avoiding
bias and fostering reproducibility have been communicated and
should be demanded, ultimately, to avoid harm to patients.14,15 Our
review suggests that most of the time, standards were set too low.
On the other hand, demanding that any data used to train AI/ML
models must be(come) open source, while certainly ideal, might sig-
nificantly preclude important hypothesis generating work. Given the
shortage of open-source training data, work on closed source data,
such as some registries, is indeed important for hypothesis generation
and, provided it is labelled as such, deserves attention. However, at a
stage where routine clinical decision making takes place, we consider
external validation essential.

Our extensive review also showed that some promising AI/ML
methods are currently underutilized in clinical practice. To encourage
wider use of potentially superior AI/ML methods and to push such
research on urgent, clinically relevant problems, one promising ap-
proach is to conduct medical challenges, as has been done frequently
in various research areas. Linked to this is the definition of the task
and appropriate metrics to evaluate the incoming results.
Participants, mostly volunteers, can register and are asked to upload
their code and/or results before the predefined deadline. Platforms
like Grand Challenge (https://grand-challenge.org/challenges/) or
Kaggle (https://www.kaggle.com/) provide options for data upload,
participant registration and leaderboard visualization. The main bene-
fit is that the developed methods are directly comparable, because
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.
they were, unlike in many other works, trained and tested on the
same data sets. Moreover, a spill of training data into validation data-
sets, a problem that is hard to control for in several AI/ML settings, is
excluded by design. To allow for such challenges, grants supporting
the purpose of data acquisition, including an incentive to provide
open or closed source data to such a challenge should be promoted.

Another possible path for future directions entails the use of feder-
ated learning. Federated learning means ‘to let the algorithms travel
and not the data’. Rieke et al.33 propose to use federated learning to
avoid the complexity of data sharing that is associated from a legal
point of view. This may be realized by linking the data infrastructure
of the hospital to an in-house computational node that trains models
and sends the trained model weights to a central node outside the
hospital, where the models are aggregated to create a novel powerful
approach, which better accounts for more variants of data.

Supplementary material

Supplementary material is available at European Heart Journal – Digital
Health online.
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