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Abstract: The classic spatial release from masking (SRM) task measures speech recognition thresholds for discrete separation
angles between a target and masker. Alternatively, this study used a modified SRM task that adaptively measured the spatial-
separation angle needed between a continuous male target stream (speech with digits) and two female masker streams to
achieve a specific SRM. On average, 20 young normal-hearing listeners needed less spatial separation for 6 dB release than 9
dB release, and the presence of background babble reduced across-listener variability on the paradigm. Future work is needed
to better understand the psychometric properties of this adaptive procedure. VC 2022 Author(s). All article content, except where oth-
erwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

In a complex environment with competing speech, listeners must use varying spectro-temporal and other defining features,
like spatial location, to effectively group and segregate auditory objects (Shinn-Cunningham, 2008). An approach to quan-
tifying one’s ability to use space to segregate competing auditory streams is to use spatial release from masking (SRM)
(Litovsky, 2012). SRM describes the difference in speech reception thresholds (in decibels) for a co-located, compared to a
spatially separated, target and masker(s) (either physically, e.g., Litovsky, 2005; or virtually, e.g., Kidd et al., 2010). In the
laboratory, listeners can have up to 8 dB or more benefit when separating a masker from a target both in the free field or
over headphones (Srinivasan et al., 2020), meaning they can achieve the same speech performance for spatially separated
stimuli compared to co-located stimuli even after the target-to-masker ratio (TMR) is reduced by 8 dB. SRM tasks have
been widely adopted for assessing binaural function in the laboratory, especially in clinical populations (Arbogast et al.,
2005; Gallun et al., 2013), and when virtualized over headphones, they could reasonably be administered in the clinic as
well (Jakien et al., 2017; King et al., 2020).

Whereas traditional SRM methods may determine the speech reception advantage for a certain degree of separa-
tion between competing speech, they lack precision determining how much spatial separation is needed to sufficiently seg-
regate competing speech. Knowing the required spatial separation to achieve stream segregation, a “functional spatial
boundary,” can be used to directly assess underlying spatial-hearing mechanisms and potentially provide meaningful
benchmarks for targeted treatment. Previous attempts to measure this boundary have relied on indirectly extracting it
from a fitted psychometric curve across multiple spatial separations (e.g., Marrone et al., 2008a). Although that approach
can yield spatial separation thresholds for any specific SRM, it can be fundamentally time consuming. The goal of the pre-
sent study, therefore, was to more quickly and more directly assess the angular separation needed between a target and
maskers for a specific SRM.

In a recent study, Ahrens et al. (2020) (see Experiment 3) performed an SRM task that adaptively measured
speech intelligibility for varying spatial separations between target and masker sentences. This method required experi-
menters to measure the co-located speech threshold (in dB TMR), and then select a specific achievable benefit (e.g., 6 dB
SRM) before adaptively separating the target and maskers to identify the needed spatial separation. Similarly, the present
study adopted this more direct approach to measuring a spatial separation threshold, but unlike the method in Ahrens
et al. (2020) that used sentence materials, the present study used masker and target speech corpora that were presented
continuously throughout a run with interleaved digits only in the target stream. The present study also extends the Ahrens
et al. (2020) method by including a second SRM and conditions with background babble to further our understanding of
this task’s limits and capabilities as a tool for directly measuring spatial separation thresholds.

Many SRM experiments are conducted using sentence key-word identification as in the coordinate–response–
measure (CRM) corpus (Bolia et al., 2000) or with more elaborate matrix–sentence corpora (e.g., Goupell et al., 2018;
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Ahrens et al., 2020); however, sentence tasks like these are limited to performance assessments on discrete stimulus pre-
sentations requiring a distinct, open-ended behavioral response period. Due to the response window break between trials,
there is a lack of speech continuity which can limit a listener’s ability to sustain an effective auditory stream (Anstis and
Saida, 1985; Best et al., 2018). Whereas that stipulation is typically not a major drawback for some research, it can make it
less useful for investigations of auditory streaming that are known to break down with large temporal gaps (Bregman
et al., 2000). Recently, we developed continuous speech materials for use in dynamic environments amenable to auditory
stream segregation paradigms (Ozmeral et al., 2020). In addition to perceptual streaming utility, running speech also
avoids pitfalls in hearing aid research experimental paradigms where intermittent speech or noise causes signal processing
features to sporadically engage or disengage (Chung, 2004). The present study adopted these continuous speech materials
to capitalize on these particular advantages over sentence-based tasks.

2. Methods

2.1 Participants

Twenty young normal-hearing adults (7 males and 13 females) ages 18.4–26.1 years (mean 22.1, standard deviation 2.0)
participated in this study. The listeners all had pure-tone hearing thresholds better than 25 dB HL at octave frequencies up
to 8 kHz. The study was approved by the Institutional Review Board of the University of South Florida, and all partici-
pants provided written consent and were monetarily compensated.

2.2 Apparatus

Listeners were seated on a height-adjustable chair in a large double-walled sound treated room (interior dimensions:
10.00 � 10.330 � 6.50) (Acoustic Systems, Austin, TX) and instructed to always orient their head towards the center speaker.
A 15.600 touchscreen monitor (1080 p) was mounted to the chair arm. Twenty-four KEF (Maidstone, England) Q100 loud-
speakers with dual-concentric drivers were evenly arranged in a 360� horizontal array (15� spacing) with a radius of 4100

and an elevation at ear level when the listener was seated in the array center. Outside the room, digital-to-analog conver-
sion was performed by a 24-channel external sound card (MOTU 24ao, Cambridge, MA) routed through three 8-channel
amplifiers (Ashly ne8250, Webster, NY). Stimuli were sampled at 44.1 kHz and presented at condition-specific levels as
determined in custom MATLAB (v.2021b; The MathWorks, Inc., Natick, MA) software.

2.3 Materials

Speech materials were from the Continuous Number Identification Test (Ozmeral et al., 2020), which consists of roughly
2500 monosyllabic words each recorded from two male talkers and two female talkers. Single-talker speech streams were
created by concatenating randomly selected words at a rate of 2 words/s including a 100 ms inter-word-interval.
Designated target streams included a numeric target (digits 1 through 10, not including 7) inserted roughly every 3 s. Each
of the two masker streams consisted of randomly selected words from the same corpus, excluding all digits. The experi-
menter instructed participants that the target stream was the male talker, whereas the two female talkers were always the
masker streams. The target stream was always located at the front (0� azimuth) while masker streams were limited to a
range of 0� to 690� azimuth. For angles between two fixed loudspeaker positions (15� separation), equal power panning
was used to provide better spatial resolution.

2.4 Procedure

The study consisted of two primary conditions for determining an individual’s spatial boundary: (1) a co-located condition
with 1 target (male) and 2 masker (female) streams from the front (0� azimuth), and (2) a spatially separated condition
with 1 target from the front and the 2 masker streams split symmetrically to the left and right of center. Unlike prior
SRM studies in which speech reception thresholds (in dB TMR) in the spatially separated condition were estimated for a
fixed masker azimuth (e.g., Gallun et al., 2013), the present study adaptively changed the azimuth of the maskers for a
fixed TMR. For this study, the TMR was individually reduced by 6 dB or 9 dB relative to the threshold estimated in the
co-located condition, targeting an SRM of 6 and 9 dB, respectively, and for this reason, the co-located condition was
always administered first. In addition to the two primary conditions, a secondary condition also tested listeners with classic
spatially separated target and maskers, in which the azimuth of the maskers was fixed at 30� left and right of center.
These conditions were included to validate the use of the present stimuli and provide a link to past SRM studies. Listeners
performed each condition three times, and the average was recorded as the estimated threshold (in dB TMR for fixed
masker-location conditions or angle for the adaptive masker-location condition).

Speech identification performance was assessed using a 2-down, 1-up adaptive procedure that estimated a 70.7%
accuracy (Levitt, 1971). In the fixed masker-location conditions, the initial TMR was þ12 dB, and initial step size was
2 dB, which was reduced to 1 dB after 3 reversals. In the adaptive masker-location conditions, the initial spatial separation
was 45�, and initial step size was 5�, which was reduced to 2� after 3 reversals. Listeners were provided a digital keypad
on the touch screen monitor situated above their lap. The numbers 1–10 (but not 7 due to syllable inconsistency with all
other numbers), were represented on separate buttons, each roughly 1 square inch. Participants were allowed to self-pace
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themselves by pressing any button to begin a trial. Trials (each adaptive track) were blocked by spatial condition. Within a
trial, listeners were tasked with identifying each digit in the male speech stream coming from the front speaker while
ignoring the two female speech streams to the best of their ability. Errant presses of the keypad either before or after a
number presentation as well as failure to respond within 2 s of a number presentation resulted in a decrease in the masker
levels (fixed masker-location conditions) or a broadening of the masker angles (adaptive masker-location condition). Two
sequentially correct responses resulted in an opposite update (increase in masker level or narrowing of masker angle,
respectively). A single trial was ended after 12 reversals, and threshold was estimated per trial by the average masker level
or angle at the last 9 reversals in the adaptive track. On average, each threshold track was 104 s in duration.

To evaluate the robustness of this SRM task and extend its capabilities, listeners were tested in two different
background conditions: (1) quiet background, and (2) multi-talker babble at 55 dB sound pressure level (SPL) (�10 dB
SNR). Background stimuli were presented diffusely from four loudspeakers behind the listener at 6165� and 6135�.
Listeners completed a single background condition before moving on to another, and the order of background conditions
was counterbalanced across participants.

3. Results

Figure 1 (left panel) shows the individual and average thresholds for the co-located (0�; white) and fixed spatial separation
(30�; gray) conditions with and without background babble present. In the right panel of Fig. 1, SRM is derived as the dif-
ference between the co-located and spatially separated conditions in the left panel. As expected, the spatial separation
between maskers and target improved listener thresholds. On average, listeners had comparable SRM with (8.3 dB) or
without (6.7 dB) babble present. The fixed masker-location thresholds were submitted to a two-way, repeated measures
analysis of variance (ANOVA) with two levels of masker angle (0� and 30�) and two levels of background (with and with-
out babble). Results confirmed a main effect of masker location (F[1,19]¼ 48.7, p< 0.001, gp

2 ¼ 0.72), and there was no
effect of the background babble (F[1,19]¼ 1.9, p¼ 0.18, gp

2 ¼ 0.09) or any interaction (F[1,19]¼ 1.0, p¼ 0.33, gp
2 ¼ 0.05).

Whereas the previous analyses were more analogous to the traditional SRM experiment with fixed masker loca-
tions, the data in Fig. 2 represent the individual and average thresholds for the new, adaptive masker-location task.
Individual data, like in the fixed masker conditions, had large variability, but there was a clear increase in needed spatial
separation for the larger (9 dB; gray) SRM than the smaller (6 dB; white) SRM. On average, without background babble,
listeners needed 20.7� to achieve 6 dB SRM, and 27.3� to achieve 9 dB SRM. With babble present, listeners needed 16.1�

(6 dB SRM) and 29.5� (9 dB SRM). A two-way, repeated measures ANOVA with two levels of SRM (6 and 9 dB) and two
levels of background (with and without babble) reached significance for the main effect of SRM (F[1,19] ¼ 21.4, p< 0.001,
gp
2 ¼ 0.53) but not background (F[1,19]¼ 0.50, p¼ 0.49, gp

2 ¼ 0.03); and there was a significant interaction between SRM
and background (F[1,19]¼ 6.0, p¼ 0.024, gp

2 ¼ 0.24). The interaction can be best explained by the smaller threshold dif-
ference for the two SRMs when babble was not present compared to when the babble was present.

4. Discussion

The present study describes an SRM task that measures the angular separation needed to achieve 6 or 9 dB release between a
target stream and competing masker streams. As with classic procedures, this task estimates a listener’s threshold for co-located
stimuli, and then it directly sets a desired SRM and adaptively tests the angular separation needed to achieve this SRM (similar

Fig. 1. Individual thresholds for a co-located (white) and 30�-separated (gray) fixed masker location. Data in left panel are raw thresholds in
dB target-to-masker ratio (TMR); data in right panel are the difference between co-located and spatially separated thresholds (i.e., spatial
release from masking [SRM]). Boxplots show median as a horizontal line, whiskers extend from the extreme individual points between 25th
and 75th percentile, and crosses indicate outliers (created using boxplot2) (Kearney, 2022).
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to Experiment 3 in Ahrens et al., 2020). To get a comparable measure in the classic test, researchers would need to test multiple
spatial separations and indirectly extract a desired SRM from a fitted psychometric curve (e.g., Marrone et al., 2008a). Whereas pre-
vious SRM tasks have used sentence corpora to probe SRM (e.g., Gallun et al., 2013), including corpora adapted for the clinic (King
et al., 2020), the present study used a continuous speech stream that can better target the listener’s auditory streaming abilities and
could also provide a better tool for assessing adaptive signal processing available in most premium hearing devices.

The effect of spatial separation between a target and maskers (i.e., SRM) can vary widely depending on the utility
of spatial cues and the listener’s ability to capitalize on those cues (Litovsky, 2012). Spatial cues are particularly useful
when a speech target and speech maskers are qualitatively similar, same gender for instance, due to non-energetic factors.
In such cases, SRM can be as much as 10 dB or 12 dB at the widest separations for an identification task (Marrone et al.,
2008a; Oh et al., 2021). In the present study, maskers were the opposite gender of the target because the running speech
materials lacked a comparable voice identifier, like a call sign in the CRM corpus, but there was still between 6.7 and
8.3 dB SRM on average with 30� separation, depending on whether a background babble was present or not. The two
maskers were split symmetrically in the frontal hemifield, so it was assumed that monaural head shadow effects were
small, but a more systematic investigation of the monaural and binaural effects would be necessary to identify the contrib-
uting factors to the observed release (Glyde et al., 2013). Nevertheless, the significant difference between the co-located
and separated, fixed masker-location conditions demonstrated the utility of this speech corpus for an SRM task.

In the only other known instance of testing young normal-hearing adults on an SRM task using the separation
angle as the tracking variable, Ahrens et al. (2020) explored the effect of ambisonic order when virtualizing the spatial
location via a 24-speaker array. Using 6 dB SRM as the target, listeners averaged between �15� and �36� spatial separa-
tion thresholds depending on how “wide” the target and masker stimuli were perceived. These results are largely consistent
with the present study for the 6 dB SRM conditions, and as Ahrens et al. (2020) observed, listeners varied widely in their
thresholds. One of the hallmarks of speech masking tasks has been considerable individual variability in thresholds
(Ruggles et al., 2011; Swaminathan et al., 2015), which may stem from large variability in binaural processing and preci-
sion even in normal-hearing listeners (Goupell and Barrett, 2015; Lertpoompunya et al., 2022). In the adaptive masker-
location conditions, spatial separation thresholds ranged from 2.4� to 61.9� for 6 dB SRM and 2.7� and 66.0� for 9 dB
SRM without babble present. The range was narrower with babble present, but still varied widely across this group of 20
young, normal-hearing listeners. Although the gender of the competing speech was opposite that of the targets, it is possi-
ble that non-energetic factors (i.e., information masking) also contributed to the large individual variability (Lutfi et al.,
2003). Interestingly, the addition of a background babble had a stabilizing effect across listeners in the present study, such
that the group standard deviation reduced from 15.1� to 10.8� in the 6 dB SRM conditions and from 17.0� to 12.9� in the
9 dB SRM conditions. It is possible that the noise reduced audibility of low-level target cues that were used by some but
not all listeners to glimpse targets in the two-talker masker, and the presence of the background babble limited this advan-
tage for those listeners (Buss et al., 2017).

The low-level background babble also led to more consistent effects of the targeted SRMs, with all subjects hav-
ing larger (poorer) spatial separation thresholds in the 9 dB than the 6 dB SRM conditions, which was not always the case
without the babble present. It is still unclear why the background babble in particular might have led to poorer thresholds

Fig. 2. Individual spatial boundary thresholds for 6 dB (white) and 9 dB (gray) release from masking without babble (left) or with babble
(right) present. Boxplots show median as a horizontal line, whiskers extend from the extreme individual points between 25th and 75th percen-
tile, and crosses indicate outliers (created using boxplot2) (Kearney, 2022).
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in the 9 dB than the 6 dB SRM conditions, but one possibility is the underlying psychometric curves or position on the
curves differ between conditions (with or without babble). This perceptual difference with a low-level, mostly energetic
background could be driven by increased effects of informational masking by disrupting listeners’ abilities to segregate the
target from the maskers (Best et al., 2020). Increased informational masking is another possible reason that greater addi-
tional spatial separation is needed with babble present than without it present; however, greater informational masking has
been associated with greater across-listener variability which is counter to what we observed. The source of this contradic-
tion remains unsolved.

Last, although the test is relatively quick (1.7min per adaptive track) and provides insight into what we have
called a functional spatial boundary, in its current form, it is not without its limitations. Due to the constraints on hard-
ware and space availability, the task is not very practical for use in the clinic despite its potential importance in comparing
effects of devices. Another limitation of the task is that experimenters must choose an SRM that is within the listener’s
capabilities for the available spatial separations. For example, in the fixed masker-location conditions, it was clear that
some subjects failed to receive much benefit from the 30� separation, and although all subjects converged on a threshold
in the adaptive masker-location conditions, it is conceivable that listeners in special populations (e.g., older, hearing-
impaired, cochlear-implant users, etc.) might not receive as much as 6 dB SRM in any situation (Marrone et al., 2008b).
Finally, the underlying psychometric properties of the current SRM task are still unknown, and full knowledge of that psy-
chometric curve might inform future versions of the experiment to optimize sensitivity. Ahrens et al. (2020) used a non-
linear function and slope parameter to adjust the step sizes as recommended by Brand and Kollmeier (2002), whereas this
study used of consistent 5� and 2� step sizes. Without having the underlying psychometric functions of the fixed TMR
conditions, it is not possible to estimate the perceived magnitude change relative to the fixed location conditions that used
2 dB and 1 dB step sizes.

To conclude, we conducted a test that directly measures the spatial separation needed for a specific spatial
release from masking when using a continuous target and two opposite-gender masker streams. This test measures an
individuals’ co-located threshold in the same fashion as a classic SRM procedure, then reduces the target-to-masker ratio
and adaptively changes the target-to-masker spatial separation to achieve the same speech recognition performance. We
used continuous speech stimuli to investigate auditory streaming, and results were consistent with past methods using sen-
tence key-word identification. Knowing the spatial separation needed to achieve a given SRM will be useful in diagnoses
and treatment based on individual differences. This paradigm also has the potential to provide critical information to
researchers when testing various device programs by directly assessing changes, if any, to the spatial boundary, without
testing at different stimulus levels.

Acknowledgments

Work supported by National Institutes of Health NIDCD R21DC017832 to E.J.O. Thanks to Carrie Secor, Rob Budinsky, and
Anthony Consuegra for subject recruitment and data collection and Ann Eddins and Dave Eddins, for multiple discussions on
design and analysis. A portion of this work was presented at the Acoustical Society of America Meeting in Denver, CO on May
24, 2022.

References and links
Ahrens, A., Marschall, M., and Dau, T. (2020). “The effect of spatial energy spread on sound image size and speech intelligibility,”
J. Acoust. Soc. Am. 147, 1368–1378.

Anstis, S., and Saida, S. (1985). “Adaptation to auditory streaming of frequency-modulated tones,” J. Exp. Psychol. Hum. Percept.
Perform. 11, 257–271.

Arbogast, T. L., Mason, C. R., and Kidd, G., Jr. (2005). “The effect of spatial separation on informational masking of speech in normal-
hearing and hearing-impaired listeners,” J. Acoust. Soc. Am. 117, 2169–2180.

Best, V., Conroy, C., and Kidd, G. (2020). “Can background noise increase the informational masking in a speech mixture?,” J. Acoust.
Soc. Am. 147, EL144–EL150.
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