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Abstract: Breast cancer is one of the most common can-
cers affecting females worldwide. Early detection and
diagnosis of breast cancer may aid in timely treatment,
reducing the mortality rate to a great extent. To diagnose
breast cancer, computer-aided diagnosis (CAD) systems
employ a variety of imaging modalities such as mammo-
graphy, computerized tomography, magnetic resonance
imaging, ultrasound, and histological imaging. CAD and
breast-imaging specialists are in high demand for early
detection and diagnosis. This system has the potential to
enhance the partiality of traditional histopathological
image analysis. This review aims to highlight the recent
advancements and the current state of CAD systems for
breast cancer detection using different modalities.

Keywords: breast cancer, mammography, computer-aided
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1 Introduction

Breast cancer is becoming the most frequent cancer
among women, and if it is detected during the first stage,
it has a good chance of being cured. Thus, early recogni-
tion of breast cancer is crucial for its effective treatment
[1]. The ducts that carry milk to the nipple or in the glands

that produce breast milk is the region where breast
cancer usually starts [2]. From the American Cancer
Society’s forecasts for 2019, there will be about 268,600
new cases of invasive breast cancer in women in the
United States, about 62,930 new noninvasive cases, and
about 41,760 deaths from breast cancer [2]. It is becoming
the most essential health distress among women world-
wide, which accounts for about 22–27% of different types
of cancer [3]. However, early detection, screening, and
intervention aid in minimizing the mortality rate and
detection even before symptoms [4]. Artificial intelli-
gence (AI) has no boundaries in the present day and is
changing and saving lives. AI serves the purpose of devel-
oping and facilitating the provider and patient interac-
tions. AI employs the simulation of human intelligence,
notably computer systems, and comprises the ability to
study and resolve problems [5,6]. In health care, tech-
nology and AI are enhancing their applications in decision
support, image analysis, and patient triage. The concept of
computer-aided diagnosis (CAD) was first described by
Winsberg in 1967. When making a diagnosis, CAD uses
pattern recognition software that distinguishes unfamiliar
forms in the image for the physician to consider [7].
Different imaging modalities such as mammography (MM),
ultrasonography (USG), computerized tomography (CT),
magnetic resonance imaging (MRI), and biopsy are
employed by CAD systems for breast cancer diagnosis.
CAD also enhances the interpretation competence and
analytical routine of radiologists by saving reading time
and preserving the steadiness of the lesion recognition. In
breast imaging, machine learning has been applied using
CAD [8]. It serves as a substantiate or “second pair of
eyes,” thereby substituting the second reading or observa-
tion by another radiologist. CAD also helps in interpreting
and processing correct medical images, thereby high-
lighting conspicuous parts [8,9]. CAD is mostly intended
to reduce human error from observations and false reports
when reading images. It is well established that computers
play an essential role in assisting radiologists in acquiring
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data management and reporting medical images for MRI,
CT, and USG [10]. The current level of performance for CAD
systems is encouraging, but not sufficient to make CAD
systems standalone detection and diagnosis clinical sys-
tems [2]. Since 2007, research articles from the Multiple
Breast Cancer Surveillance Consortium have revealed that
CAD reduces performance by increasing recalls and
decreasing the detection of invasive cancer while increasing
the detection of ductal carcinoma in situ [8]. Various CAD
systems that aid in the early detection of breast cancer
have three stages. These include the detection of tumors,
segmentation, and classification based on the shape of the
tumor and subtypes using deep learning models. The
initial stage of detection is based on the region of interest
(ROI), which identifies the mammographic picture of a
tumor using a faster convolutional neural network detector
[11]. The algorithms of CAD systems mostly rely on mam-
mograms, and to overcome the dependence on the operator
and to enhance the precision of diagnosis rate, there are
established breast cancer recognition and grouping images
available [12]. Despite the wide and varied developments
that CAD has attained since the beginning of the computer
era, certain challenges are still faced by CAD systems [13].
Numerous algorithmic limitations, input data assembly,
preprocessing, processing, and system assessments are
challenges in CAD procedures. Algorithms are normally
designed to choose a single likely diagnosis, thus pro-
viding suboptimal reports for patients with multiple
concurrent disorders [14]. The effective design imple-
mentation and analysis of electronic health records are
the main requirements of CAD systems [13]. The main
stages of the CAD system are presented in Table 1.

2 Facilitators and barriers to
CAD’s use

The frequency of breast cancer detection has gradually
improved because of the use of CAD facilitators compared
with double reading which saves time and expediency in
breast cancer imaging [15]. However, the barriers to CAD
provide less promising sensitivity, thereby increasing the
rate of recall, higher outlay, and undefined effects on
patient results [16]. Therefore, there is a need for mean-
ingful research on the implementation and barriers to
the use of CAD using clinical data analysis [15]. While
considering the barriers against facilitators, the cost-
effectiveness of the extensive use of CAD in MM must
be properly evaluated before investing in it [16]. A high
number of incorrect positive marks is one of the main
drawbacks of CAD. The false-positive marks confused
the radiologists and potentially lengthened the reading
time. As with any technology, CAD implementation is
costly and may not always be cost-effective [15]. There
was a significant elongation in the reading time with
CAD use [17]. Regarding CAD usefulness, explanation time
increased marginally in another study but was not signifi-
cantly developed using an interactive CAD system [18,19].

3 Mammographic reading

The Image Checker system was the first Food and Drug
Administration (FDA)-approved CAD MM in 1998 for com-
mercial use, and later, various systems were approved,

Table 1: Main stages of CAD system

Stages Function

Image preprocessing stage To remove noise and defect caused in image acquisition procedure, image resizing, and enhance the
image intensity

Segmentation Discontinuity-based segmentation: Partitions an image based on an abrupt change in intensity
Similarity-based segmentation: Partitions an image according to pre-determined similarity criteria. The
similarity-based method is categorized into region-based, thresholding-based, and clustering-based
methods

Feature extraction Different features are extracted according to the characteristics of lesions from the image
These features are used to distinguish benign or malignant lesions. The feature set is usually very large
and the selection of the most effective features is very critical for the next step

1 Classification According to the selected features, the suspicious areas are classified to benign or malignant based on
different classification

2 Result Diagnosis result
3 Performance evaluation This step evaluates the performance of CAD system
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including CAD systems for breast MRI, colon cancer, and
lung cancer for analyzing MM [20]. Recently, CAD systems
have been used for diagnostic assistance to improve phy-
sician’s medical decision-making [20]. MM is a low-dose
X-ray that allows radiologists to observe any obvious
changes in the breast tissue and is a devoted imaging
modality for breast screening [12]. It is presently the
most successful tool to detect breast cancer at an early
stage when treatment is most likely to be successful. In
mammographic inspection, non-cancerous lesions can be
misunderstood because of human error or type-1 error,
which may be overlooked with false negatives [12]. In
dense breasts, there is a higher chance of under-rate
during MM, in which the likelihood of cancer is 4–6 times
higher than that in non-dense breasts [21]. MM has a sen-
sitivity of 76.5% and a specificity of 87.1%, which makes
it a good modality for decreasing breast cancer-related
deaths inwomen younger than 40 years [22].While screening
MM, which is good quality for detecting actual cases, has
some drawbacks with a greater chance of type-I error and
false positives, which may cause some unnecessary biopsies
due to low specificity [23]. Estimations of the risk of breast
cancer linked with mammographic density may be distorted
as density impacts the detection of cancer [21]. Risk may be
undervalued if it is based exclusively on cancers found at
screening, as cancers disguised by dense tissue will be
omitted [21]. To further explore suspicious areas, a diagnostic
mammogram is usually suggested if there is an abnormality
in screening breast tissues. The process of screening mam-
mograms is monotonous work that is very tiring and causes
asthenopia because a radiologist must analyze more than
400–500 cases per day. In fact, a radiologist may detect
4–5 cancer cases out of every 400–500 cases and there
is a high chance of human error in noticing images [24].
A test with low specificity in screening MM may yield a
high number of false positives [23]. The mammograms
were read in sets of approximately 120, with equal num-
bers of randomly well-organized case patients and control
subjects, by the same observer, who was oblivious of the
case or control position or of the classifications finished by
the radiologists [21]. In a mammogram of a woman with
invasive ductal carcinoma, seven of the nine readers cor-
rectly localized cancer, but rated their finding substantially
more suspicious in the session with interactive CAD
enabled, one reader only located cancer correctly in the
session where CAD was enabled, and one reader assigned
a slightly lower rating to cancer in the session with CAD
[18]. To identify and label suspicious regions, hybrid
methods are also based on independent component ana-
lysis (ICA), fuzzy classifiers, etc. [24]. Differential analysis
was performed to evaluate the mammographic images of

the present patient to discover any doubtful masses that
may have altered its morphology [2]. Recent advances in
AI technology have facilitated the growth of CAD systems
with experimentally proven records, assisting radiologists
in addressing the task of interpreting mammographic
images [25]. Before a tumor becomes palpable and inva-
sive, MM can detect it and it has become the most com-
monly used screening modality [4]. CAD and its success in
conventional X-ray MM have inspired research on auto-
mated diagnostic techniques in breast MRI for further
investigative and screening events [1]. MM has proven
favorable correctness, with a single radiologist interpreting
25–30% of visible cancers [26]. Radiologists usually eval-
uate the marks after assembling their individual explana-
tions and relate them to extend the final valuation of the
image [8]. Factors such as partial pattern marking and phy-
sical boundaries such as asthenopia and stress usually
hamper the human interpretation of mammograms with
higher chances of human error. Moreover, low-quality
images and noise with reduced visibility can obstruct radi-
ologists and CAD interpretations [27]. Radiologists explained
that features from mammograms and sonograms were used
as contributions for linear discriminant analysis and artifi-
cial neural network (ANN) models to differentiate benign
from malignant lesions [23]. Digital mammograms are
scanned by CAD, and distrustful areas of breast cancer
masses and microcalcifications are marked [8]. Rao et al.
reported that private offices (81%) used more CAD com-
pared to hospitals (70%) for breast cancer screening [28].
There was a slight increase in MM screening size by 2%
from 2004 to 2008; however, there was an increase in
the utilization of CAD system screening by approxi-
mately 90%. The IARC reported that there is a 23%
decrease in breast cancer death rates using mammo-
graphic screening programs after estimating data from
40 collective reports [29,30].

4 Ultrasound

Ultrasound is a valuable modality for assessing breast
issues and monitoring findings in physical examinations
and MM [12]. Ultrasound detects and differentiates benign
tumors from malignant irregular borders with great accu-
racy and decreases the number of needless biopsies
[31,32]. USG is also preferred among lactating and preg-
nant women for breast cancer screening. Although MRI is
more sensitive than ultrasound, ultrasound has emerged
as an important device for assisting mammograms owing
to its superior options [12]. Ultrasound is dependent on the
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operator and its interpretation requires advanced knowl-
edge from the user or radiologist [12]. In dense breasts,
ultrasound has better sensitivity for detecting aggressive
cancer [33]. In comparison with nonmalignant tumors,
CAD systems and software normally showed higher effi-
ciency in detecting lesions [34]. Numerous CAD schemes
have been proposed for characterizing malignant and
benign breast lesions on ultrasound scans. Hadjiiski et al.
considered a CAD system with a combination of high-fre-
quency sound waves and low-dose X-ray MM and assessed
approximately 100 patients with lesions using this system
[35]. The encouraging outcome of CAD results for MM has
encouraged various radiologists and medical professionals
to explore the potential application of CAD for under-
standing breast cancer-related images [35]. Fleury et al. stu-
died to analyze the applicability of the strain elastography
system for breast masses classified based on US diagnosis
and counted based on the measure projected by imaging
[36]. The US elastography results prior to biopsy as deduced
by radiologists using a CAD system for a strain found that
the intra-class association was 0.67 coefficient between dif-
ferent observers without CAD and 0.81 with a CAD system
for strain elastography. The CAD system for strain elasto-
graphy has certain prospects for enhancing its diagnostic
performance for breast cancer inspection by ultrasound
connected with elastography [36]. CAD reduces the number
of extra biopsies on the breast; these systems help achieve
biopsies of suspicious breast lesions seen on amammogram
with and without the aid of a computer-aided diagnostic
system for strain elastography. Ultrasound elastography
images before biopsy were interpreted by three radiologists,
and the parameters evaluated by each radiologist were sen-
sitivity, specificity, and diagnostic accuracy [36]. Ultrasound
with elastography allows the assessment of stiffness of the
ROI and assumes that malignant lesions are harder [36].

The block diagram of the CAD system involved in breast
cancer diagnosis using USG is presented in Figure 1.

5 MRI

MRI illustrates the size of lobular breast cancer tumors
more precisely than mammograms or ultrasound scans
[37]. For nearly 30 years, the use of MRI has been engaged
in the identification of lesions for breast cancer and its
diagnostics [38]. The elucidation procedure of MRI seems
to be laborious and necessitates employing highly experi-
enced radiologists to identify benign and malignant lesions
[39]. Breast cancer can also be detected in stage I in women
who have undergone extraordinary menace in tracking the
disease [37]. MRI for use inmedical investigations has deliv-
ered an enormous on-ward jump in the field of diagnosis,
particularly with exposure avoidance to potentially hazar-
dous ionizing radiation [37]. The CAD system handles huge
images that present an angioma with a multicolor picture
that can relate to the kinetic features of a breast lesion.
Contrasting and diagnostic lesion specificity can also be
improved by using CAD. One of the drawbacks of MRI is
that the evaluation of breast cancer requires a significant
amount of time for image processing and interpretation. In
addition, inter- and intra-observer variations are supple-
mentary drawbacks of breast MRI. A large number of CAD
systems are being established for varying breast-imaging
modalities [40]. CAD for MRI is used to distinguish as (1)
noninvasive and invasive breast lesions, (2) invasive can-
cers without lymph node (LN) metastasis, and (3) invasive
breast cancers with LN metastasis. A few clinical reports
have demonstrated the use of CAD for MRI as a method of
tumor staging. The test for the significance of the size

Figure 1: Core steps employed in breast cancer screening with the help of CAD systems.
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differences among the imaging methods was performed
using the Kruskal–Wallis test. The observed p-value of
0.165 indicated no significant difference in size among
the six imaging techniques. Its use of MRI is prevalent
among clinical practitioners because of its availability
and cost-efficiency. Nottingham and Aberdeen pioneered
the production of clinical imaging MRI in 1980. The
technique is currently a powerful and widely available
clinical tool [40,41]. Since its first clinical use in the 1980s,
MRI has become a progressively valuable musculoskeletal
diagnostic tool, aiding in staging andmonitoring treatment,
in addition to its current diverse applications and future
potential [42]. It provides a dynamic noninvasive evalua-
tion of organs, cartilage, and muscles, in different planes
(two or three-dimensional) [43]. MRI is highly valuable in
the identification and observation of multiple musculos-
keletal and neuromuscular conditions in the complete
age spectrum owing to the lack of ionizing radiation in
MRI [43].

With decreasing costs and better availability, its use
is becoming ever more worldwide throughout clinical
practice, and MR spectroscopy is also considered with an
overview of key metabolites and how they have to be inter-
preted [40]. The perception of MRI as an important tool
with promising potential can be achieved through a clin-
ician’s understanding of the principles of the tool. The
amplification of MRI systems, associated with higher field
strengths and new sequences, has great diagnostic and
treatment planning potential in musculoskeletal condi-
tions [43,44]. Considering the principles of imaging mod-
ality and its numerous applications, it can be used to
appreciate the benefits and limitations of its use, further
updating clinical decision-making [40].

MRI can be performed to assess breast health as fol-
lows: (1) screening for breast cancer in people with a
higher risk of developing the disease, (2) identification
of tumors and metastasis in patients with breast cancer,
(3) examination of tumor reappearance following sur-
gical or chemotherapeutic treatment, and (4) screening
for ruptured implants.

6 Biopsy

Traditional methods, such as tissue biopsy, are not effi-
cient enough for cancer detection because of their inability
to capture the whole genomic topography of tumors [45]. A
tissue biopsy can provide a definitive diagnosis after ana-
lysis by a pathologist. Biopsies were classified based on
the size of the needles used to collect tissue samples [37].

Breast cancer diagnostic tools are dependent on radiolo-
gical and clinical evaluations supported by histopatholo-
gical observations.

Radiomics works by extracting quantitatively distinct
characteristics of cancer from radiological data, whereas
liquid biopsy extracts the complete biology of malig-
nancy from a blood sample [46]. Various components
of tumor cells released into the blood circulation can
be analyzed by liquid biopsy sampling, some of which
include circulating tumor cells (CTCs), circulating tumor
DNA (ctDNA), cell-free RNA, tumor-educated platelets,
and exosomes. These components can be used for dif-
ferent purposes [45]. Lesions with more than 2% possibi-
lity of malignancy are recommended for biopsy to reduce
false-negative diagnostic results [47]. Therefore, only
15–30% of patients undergoing biopsy are diagnosed
with malignancy [47]. The novel technology is expected
to make diagnostic and prognostic identifications of breast
cancer with a potential reduction in the need for complex
invasive biopsies, with a personalized approach [46]. Liquid
biopsy sampling can be used to analyze different compo-
nents of tumor cells in the blood circulation, including
ctDNA, CTCs, cell-free RNA, and exosome tumor-educated
platelets [45]. Computational diagnosis has escalated the
diagnostic procedure, allowing extensive screening [46].
Nuclei segmentation is one of the major challenges in auto-
matically analyzing cytological images using computer-
aided methods. Kowal et al. performed a study to test and
compare four different clustering algorithms in fast nuclei
segmentation [48]. They found that CAD detection perfor-
mance was independent of tumor histopathology and
cancer size and that the CAD system accurately marked a
vast majority of breast cancers proven using biopsy sam-
pling [35,49]. Many studies have proven CAD as a feasible
method for the classification of benign and malignant
breast lesions using contrast-enhanced MRI [35]. Natt-
kemper et al. developed a classifier to differentiate malig-
nant and benign breast lesions using MRI data from 74
cases (25 benign and 49 malignant) [50]. In a medical
decision support system for breast cancer diagnosis, the
cases were classified as either benign or malignant wherein
the segmented nuclei and 42 morphological, topological,
and texture features were extracted and used in a classifica-
tion procedure with three different classifiers [48]. They
utilized dynamic contrast-enhanced MRI data to extract
contour and wash-out attributes that were resolved by radi-
ologists. They obtained an Az of 0.88 using a support vector
machine (SVM) or SVM classifier [35]. Increasing applica-
tions of MRI and USG are being evaluated. With the intro-
duction of novel techniques, the application of liquid
biopsy has been enhanced, allowing the improvement of
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numerous aspects of breast cancer control with early diag-
nosis and screening, prediction of prognosis, early detec-
tion of relapse, serial sampling and efficient longitudinal
monitoring of disease progression, and response to treat-
ment [45]. Most clinical applications are currently assigned
to the detection of breast cancer and CAD characterization is
expected to be a crucial component of next-generation CAD
systems [35].

7 CT scan

CT scans were used to examine the spread of breast
cancer to other organs of the body. However, this scan-
ning technique is ineffective in the early stages of breast
cancer. In advanced stages of breast cancer, CT scans are
used to verify the cancer response to screening [37]. A CT
scan works by engaging numerous narrow beams of
X-rays over a specific body site that provides a multi-
dimensional view of the patient’s body. The 3D structural
volume of the breast was determined using the obtained
images. A CT scan uses X-rays to obtain comprehensive
divisional images of the body. CT scanners take many
pictures, unlike normal X-rays, which take one or two
pictures and these pictures are integrated using a com-
puter to visualize a segment of the body part being stu-
died. CT scans can visualize tumors that cannot be located
using conventional MM. However, a CT scan is not usually
used to check breasts but rather used to check whether
tumor has spread or not. This test is commonly used to
visualize the chest and abdominal regions to check for the
metastasis of breast cancer, such as the liver or lungs. In a
positron emission tomography (PET) scan, partially radio-
active sugar [18-fludeoxyglucose (FDG)] is administered
into the bloodstream, which then accumulates in cancer
cells. PET scans are used in combination with CT scans
through a special machine that can perform both simulta-
neously, allowing the doctor to compare the regions of
maximum radioactivity on the PET scan with a more com-
prehensive picture on the CT scan. Contrast-enhanced
computed tomography functionalities include (1) determi-
nation of the advancement of the breast cancer stage to
select a suitable treatment for breast conservation (BCT);
(2) determination of the degree of resection after neoadju-
vant chemotherapy, which is challenging to diagnose using
other methods; (3) diagnosis of metastasis to the axillary
lymph node; the specificity and sensitivity are 70–89 and
79–90%, respectively; and (4) identification of occult breast
cancer, axillary metastasis, and reappearance after BCT. For
massive breast cancer, CT is recommended to screen for

metastasis to the chest wall. This assists in determining
whether cancer can be removed by mastectomy [37].
Speed, comfort, static artifacts, effortless standardiza-
tion, and vast applicability are important advantages
of CT scans. A dynamic contrast-enhanced CT scan is
effectively used to detect the intraductal expansion of
breast carcinoma in breast cancer. It is also useful in the
pre-operative examination of disease progression before
breast-conserving surgery.

8 Generalized pseudo-Zernike
moment (GPZM) diagnosis of
breast cancer

Singh and Urooj used the characteristics of GPZM (Generalized
pseudo-Zernike moments) and PZM (pseudo-Zernike
moments) as an efficient texture descriptors for utilizing
the suspicious portions in a mammogram [51]. The adap-
tive differential evolution wavelet neural network is an
improved classifier with improved accuracy in CAD system
classification. This system’s competence was evaluated in
various mammograms and tested on the MIAS database,
which observed a precise result of 0.89 having 0.935 in
the area under the curve (95% CI = upper limit of 0.82
and lower limit of 0.98). This technique was further exam-
ined for in-plane rotation, which was found to be extremely
rotary-motion invariant. Moreover, this classifierwas inspected
and compared to other popular techniques based on the
receiver operating characteristic (ROC) analysis using
the DDSM database as a reference. The proposed classi-
fier has an improved area under the curve (AUC) of 0.93
with a high precision rate [51].

9 Combination of modalities

Different multimodal breast cancer imaging techniques,
such as FDG-PET, MRI, mammography, CT, and USG, are
used for the pre-operative examination of breast cancer
staging. Aristokli et al. evaluated each distinct modality
in a study and MRI was reported with an overall specifi-
city and sensitivity of 74.2 and 94.6%, respectively, while
the specificity and sensitivity of MM were 85.5 and 54.5%
[52]. The specificity and sensitivity of ultrasound were
76.8 and 67.2%. In combination with the results of the
different techniques, the resulted specificity was 63.3%
and sensitivity was 97.7%. Sensitivity was found to

CAD systems for breast cancer diagnosis  1605



Ta
bl
e
2:

A
su

m
m
ar
y
of

w
or
k
do

ne
on

C
A
D
di
ag

no
si
s

A
rt
ic
le

S
tu
dy

ob
je
ct
iv
e

R
es

ul
ts

S
tu
dy

co
nc

lu
si
on

Co
nt
ri
bu

to
r

Re
vi
ew

ar
ti
cl
e

(i)
A
do

pt
io
n
an

d
im

pl
em

en
ta
ti
on

of
C
A
D
du

ri
ng

br
ea

st
ca
nc

er
sc
re
en

in
g

(i)
Th

er
e
is
a
tr
ad

e
off

be
tw

ee
n
th
e
fa
ci
lit
at
or
s
an

d
ba

rr
ie
rs

fo
r
C
A
D
us

e
(i)

Th
e
co

st
-e
ff
ec
ti
ve
ne

ss
of

C
A
D
ha

s
no

t
be

en
w
el
l
es

ta
bl
is
he

d
fo
r
br
ea

st
ca
nc

er
sc
re
en

in
g
in

va
ri
ou

s
po

pu
la
ti
on

s

M
as

ud
et

al
.,

20
19

[1
5 ]

(ii
)t
o
de

sc
ri
be

ba
rr
ie
rs

an
d
fa
ci
lit
at
or
s
fo
r

C
A
D
us

e
(ii
)F

ac
ili
ta
to
rs

fo
r
C
A
D
us

e
im

pr
ov

ed
br
ea

st
ca
nc

er
de

te
ct
io
n
ra
te
s,

in
cr
ea

se
d
pr
ofi

ta
bi
lit
y
of

br
ea

st
im

ag
in
g,

an
d
ti
m
e
sa

ve
d
by

re
pl
ac
in
g

do
ub

le
re
ad

in
g

(ii
)R

es
ea

rc
h
is

ne
ed

ed
on

ho
w

to
be

st
fa
ci
lit
at
e

C
A
D
in

ra
di
ol
og

y
pr
ac
ti
ce
s
in

or
de

r
to

op
ti
m
iz
e

pa
ti
en

t
ou

tc
om

es
,
an

d
th
e
vi
ew

s
of

ra
di
ol
og

is
ts

O
ri
gi
na

l
re
se

ar
ch

(i)
To

ev
al
ua

te
th
e
di
ag

no
st
ic
pe

rf
or
m
an

ce
of

th
e

C
A
D
sy
st
em

in
fu
ll-
fi
el
d
di
gi
ta
lM

M
fo
r
de

te
ct
in
g

br
ea

st
ca
nc

er
w
he

n
us

ed
by

de
di
ca
te
d
br
ea

st
ra
di
ol
og

is
t
(B
R)

an
d
ra
di
ol
og

y
re
si
de

nt
(R
R)

(i)
S
en

si
ti
vi
ty

im
pr
ov

ed
w
it
h
C
A
D
us

e
in

th
e
B
R

an
d
RR

gr
ou

ps
(fr

om
8
1.
10

to
8
4.
29

%
fo
r
B
R
an

d
75

.3
8
to

77
.9
5%

fo
r
RR

)

(i)
C
A
D
w
as

he
lp
fu
lf
or

de
di
ca
te
d
B
Rs

to
im

pr
ov

e
th
ei
r
di
ag

no
st
ic

pe
rf
or
m
an

ce
an

d
fo
r
RR

s
to

im
pr
ov

e
th
e
se

ns
it
iv
it
y
in

a
sc
re
en

in
g
se

tt
in
g

Ju
ng

et
al
.,

20
14

[1
9 ]

(ii
)T

o
in
ve
st
ig
at
e
th
e
be

ne
fi
t
of

C
A
D
ap

pl
ic
at
io
n

(ii
)C

A
D
co

ul
d
be

es
se

nt
ia
l
fo
r
ra
di
ol
og

is
ts

by
de

cr
ea

si
ng

re
ad

in
g
ti
m
e
w
it
ho

ut
de

cr
ea

si
ng

di
ag

no
st
ic

pe
rf
or
m
an

ce
O
ri
gi
na

l
re
se

ar
ch

(i)
To

ev
al
ua

te
a
co

m
m
er
ci
al

to
m
os

yn
th
es

is
cC

A
D
sy
st
em

in
an

in
de

pe
nd

en
t,
m
ul
ti
ce
nt
er

da
ta
se

t

(i)
U
se

of
th
e
C
A
D
sy
st
em

sh
ow

ed
pe

r-l
es

io
n

se
ns

it
iv
it
y
of

8
9%

(9
9
of

11
1;

95
%

co
nfi

de
nc

e
in
te
rv
al

(i)
A
di
gi
ta
lb

re
as

tt
om

os
yn

th
es

is
C
A
D
sy
st
em

ca
n

al
lo
w

de
te
ct
io
n
of

a
la
rg
e
pe

rc
en

ta
ge

of
br
ea

st
ca
nc

er
s
m
an

if
es

ti
ng

as
m
as

se
s
an

d
m
ic
ro
ca
lc
ifi
ca
ti
on

cl
us

te
rs
,
w
it
h
an

ac
ce
pt
ab

le
fa
ls
e-
po

si
ti
ve

ra
te

M
ey
er
-B
as

e
et

al
.

20
21

[4
4 ]

(ii
)6

2
of

72
le
si
on

s
de

te
ct
ed

w
er
e
m
as

se
s

(ii
)F

ur
th
er

st
ud

ie
s
w
it
h
la
rg
er

da
ta
se

ts
ac
qu

ir
ed

w
it
h
eq

ui
pm

en
t
fr
om

m
ul
ti
-p
ar
am

et
ri
c
im

ag
in
g

an
d
br
ea

st
ca
nc

er
ra
di
om

ic
s

(ii
i)
O
ve
ra
ll,

37
of

39
m
ic
ro
ca
lc
ifi
ca
ti
on

cl
us

te
rs

(9
5%

se
ns

it
iv
it
y,

95
%

co
nfi

de
nc

e
in
te
rv
al
:
8
1%

,
99

%
)a

nd
79

of
8
9
m
as

se
s
(8
9%

se
ns

it
iv
it
y,

95
%

co
nfi

de
nc

e
in
te
rv
al
:
8
0
%
,
94

%
)w

er
e
de

te
ct
ed

w
it
h
th
e
C
A
D
sy
st
em

O
ri
gi
na

l
re
se

ar
ch

(i)
To

ev
al
ua

te
th
e
va
lu
e
of

th
e
C
A
D
pr
og

ra
m

ap
pl
ie
d
to

di
ag

no
st
ic

br
ea

st
ul
tr
as

on
og

ra
ph

y
(U
S
)b

as
ed

on
op

er
at
or

ex
pe

ri
en

ce

(i)
O
ut

of
10

0
br
ea

st
m
as

se
s,

41
(4
1%

)w
er
e

m
al
ig
na

nt
an

d
59

(5
9%

)w
er
e
be

ni
gn

(i)
C
A
D
is

a
us

ef
ul

ad
di
ti
on

al
di
ag

no
st
ic

to
ol

fo
r

br
ea

st
U
S
in

al
l
ra
di
ol
og

is
ts
,
w
it
h
be

ne
fi
ts

di
ff
er
in
g
de

pe
nd

in
g
on

th
e
ra
di
ol
og

is
t’s

le
ve
l
of

ex
pe

ri
en

ce

Pa
rk

et
al
.,

20
19

[5
5 ]

(ii
)c

om
pa

re
d
w
it
h
th
e
ex
pe

ri
en

ce
d
ra
di
ol
og

is
ts
,

th
e
le
ss

ex
pe

ri
en

ce
d
ra
di
ol
og

is
ts

ha
d

si
gn

ifi
ca
nt
ly

im
pr
ov

ed
ne

ga
ti
ve

pr
ed

ic
ti
ve

va
lu
e

(8
6
.7
–9

4.
7%

vs
53

.3
–7

6
.2
%
,
re
sp

ec
ti
ve
ly
)

(ii
)C

A
D
im

pr
ov

ed
th
e
in
te
r-o

bs
er
ve
r
ag

re
em

en
t

an
d
sh

ow
ed

ac
ce
pt
ab

le
ag

re
em

en
t
in

th
e

ch
ar
ac
te
ri
za
ti
on

of
br
ea

st
m
as

se
s

(ii
i)
ex
pe

ri
en

ce
d
ra
di
ol
og

is
ts

ha
d
si
gn

ifi
ca
nt
ly

im
pr
ov

ed
sp

ec
ifi
ci
ty

(5
2.
5
an

d
54

.2
%

vs
6
6
.1

an
d

6
6
.1
%
)a

nd
po

si
ti
ve

pr
ed

ic
ti
ve

va
lu
e
(5
5.
6
an

d
58

.5
%

vs
6
4.
9
an

d
6
4.
9%

,r
es

pe
ct
iv
el
y)

w
it
h
C
A
D

as
si
st
an

ce
(a
ll
P
<
0
.0
5)

(C
on

tin
ue

d)

1606  Zicheng Guo et al.



Ta
bl
e
2:

Co
nt
in
ue

d

A
rt
ic
le

S
tu
dy

ob
je
ct
iv
e

R
es

ul
ts

S
tu
dy

co
nc

lu
si
on

Co
nt
ri
bu

to
r

O
ri
gi
na

l
re
se

ar
ch

To
de

ve
lo
p
a
br
ea

st
C
A
D
x
m
et
ho

do
lo
gy

th
at

ad
dr
es

se
s
th
e
effi

ci
en

cy
of

pr
e-
tr
ai
ne

d
co

nv
ol
ut
io
na

ln
eu

ra
ln

et
w
or
ks

(C
N
N
s)

an
d
us

in
g

pr
ee

xi
st
in
g
ha

nd
cr
af
te
d
C
A
D
x
fe
at
ur
es

(i)
Fr
om

RO
C
an

al
ys
is
,
th
e
fu
si
on

-b
as

ed
m
et
ho

d
de

m
on

st
ra
te
s,

im
ag

in
g
m
od

al
it
ie
s
w
it
h
st
at
is
ti
ca
l

si
gn

ifi
ca
nt

im
pr
ov

em
en

ts

(i)
A
no

ve
lb

re
as

t
C
A
D
x
m
et
ho

do
lo
gy

th
at

ca
n
be

us
ed

to
m
or
e
eff

ec
ti
ve
ly

ch
ar
ac
te
ri
ze

br
ea

st
le
si
on

s
in

co
m
pa

ri
so

n
to

ex
is
ti
ng

m
et
ho

ds

A
nt
ro
po

va
et

al
.,

20
17

[5
6
]

(ii
)A

U
C
co

m
pa

re
d
to

pr
ev
io
us

br
ea

st
ca
nc

er
C
A
D
x

m
et
ho

ds
in

th
e
ta
sk

sh
ow

ed
di
st
in
gu

is
hi
ng

re
su

lt
be

tw
ee

n
m
al
ig
na

nt
an

d
be

ni
gn

le
si
on

s
O
ri
gi
na

l
re
se

ar
ch

To
an

al
yz
e
th
e
co

st
-e
ff
ec
ti
ve
ne

ss
of

ad
di
ng

co
m
pu

te
r-a

id
ed

de
te
ct
io
n
(C
A
D
)t
o
a
sc
re
en

in
g

M
M

pr
og

ra
m

(i)
C
os

t-e
ff
ec
ti
ve
ne

ss
w
as

ex
pr
es

se
d
as

th
e

m
ar
gi
na

l
co

st
pe

r
ye
ar

of
lif
e
sa

ve
d
(M

C
YL
S
)

(i)
Th

e
co

st
-e
ff
ec
ti
ve
ne

ss
of

C
A
D
is

de
pe

nd
en

t
on

th
e
m
ag

ni
tu
de

of
th
e
in
cr
ea

se
in

ca
nc

er
de

te
ct
io
n

ra
te
s
w
it
h
C
A
D

Li
nd

fo
rs

et
al
.,

20
0
6
[5
7 ]

(ii
)C

A
D
to

a
m
am

m
og

ra
ph

ic
sc
re
en

in
g
pr
og

ra
m

re
su

lt
ed

in
a
M
C
YL
S
of

$
19
,0
58

an
d
yi
el
ds

a
lin

ea
r

in
cr
ea

se
in

M
C
YL
S

(ii
)I
t
is

al
so

aff
ec
te
d
by

th
e
st
ag

e
di
st
ri
bu

ti
on

of
ca
nc

er
s
di
ag

no
se

d
w
it
h
C
A
D

(ii
i)
M
C
YL
S
is

gr
ea

te
r
fo
r
C
A
D
ad

de
d
to

sc
re
en

in
g

ve
rs
us

sc
re
en

in
g
M
M

al
on

e
bu

t
is

w
it
hi
n
th
e

ac
ce
pt
ed

co
st
-e
ff
ec
ti
ve

ra
ng

e
O
ri
gi
na

l
re
se

ar
ch

(i)
To

in
ve
st
ig
at
e
th
e
effi

ca
cy

of
C
A
D
fo
r
M
RI

in
tu
m
or

ex
te
nt
,
ly
m
ph

no
de

st
at
us

,
an

d
m
ul
ti
fo
ca
lit
y
br
ea

st
ca
nc

er
s

(i)
M
RI

w
it
h
C
A
D
ha

d
th
e
hi
gh

es
t
ar
ea

un
de

r
th
e

re
ce
iv
er

op
er
at
in
g
ch

ar
ac
te
ri
st
ic

cu
rv
e

(A
U
C

=
0
.8
8
8
)

(i)
C
A
D
fo
r
br
ea

st
M
RI

ca
n
be

a
fe
as

ib
le

m
et
ho

d
of

ev
al
ua

ti
ng

tu
m
or

ex
te
nt

an
d
m
ul
ti
fo
ca
lit
y
in

in
va
si
ve

br
ea

st
ca
nc

er
pa

ti
en

ts

S
on

g
et

al
.,

20
15

[5
8
]

(ii
)T

o
co

m
pa

re
C
A
D
de

te
ct
io
n
fo
r
M
RI

w
it
h
ot
he

r
br
ea

st
-im

ag
in
g
m
od

al
it
ie
s

CAD systems for breast cancer diagnosis  1607



increase further with the combination of MM +MRI, USG +
MRI, or MRI +MM + USG. Diagnostic ability increases with
the combination of the techniques as compared to diag-
nosis using the modalities alone. In the presence of contra-
indications to MRI, CE-MM could be a good alternative
in dense breast tissue because of its high sensitivity based
on breast cancer types [52]. The combination of ANNs
and fuzzy logic in the form of a fuzzy adaptive learning
control network–adaptive resonance theory (FALCON-AART)
complementary learning fuzzy neural network (CLFNN) was
a major improvement in CAD systems. The possibility of
achieving an accuracy of 90%was attributed to the FALCON-
AART-based CAD design. Therefore, CAD is a valuable tool
for diagnosing breast cancer. The use of thermography in
breast cancer centers can be globally promoted by the high
performance and cost-effectiveness of accurate CAD designs
combined with new infrared systems [53]. Wavelet-based
contourlet transform (WBCT) is an improved feature-extrac-
tion technique used to extract the features of the ROI, with
better accuracy than conventional approaches. An approach
for hybrid feature selection was proposed to reduce the
dimensions of the features. This approach combines SVM
and a genetic algorithm (GA), aiming to select the best com-
bination of tumor indicators andmaximize the discriminative
potential [54]. The greatest improvement in CAD systemswas
achieved with a combination of fuzzy logic and ANNs in the
form of a FALCON-AART CLFNN [53]. The lower cost and
high performance of new infrared systems combined with
accurate CAD designs can promote the use of thermography
in many breast cancer centers worldwide [53]. The results
indicated that the proposed CAD system (WBCT + GA–
SVM-mutual information + kernel SVM) was superior
to other standard techniques with a classification accu-
racy of 97.5% for normal–abnormal and 96% for benign–-
malignant. This approach exhibits minimal computational
requirements compared to other techniques [54]. The
experimental conclusions on both acquired primary data-
sets showed that all classifier-level and deep learning-
based feature-level learning using privileged information
(PI) acquired additional PI modality algorithms. These can
enhance the performance of single-modal-imaging-based
CAD for breast cancer by repositioning PI [37,51].

10 Discussion

Owing to commercially available FDA-approved schemes,
themain clinical usage of CAD is for screen-filmMM [35]. A

summary of work done on CAD is presented in Table 2. For
revealing and analysis of breast tumors as a “second opi-
nion” appraisal supplementing the radiologist’s report,
CAD systems can be used [44]. Based on DCE-MRI built
on a post hoc approach, which was trained using weakly
explained data, a new method was proposed for breast
cancer screening [1]. The advantages and disadvantages
of both approaches, when applied to breast screening from
DCE-MRI, were targeted to launch and found out that
depending on experiments on a breast DCE-MRI dataset
that contains scans of 117 patients, the results inferred that
the post hoc method was more precise for diagnosing the
whole volume per patient [1]. A new generation of CAD
and diagnosis systems is being developed due to new and
advanced studies, also, leveraging AI-driven tools to com-
petently read breast tomosynthesis imaging as well as
digital mammograms. The use of AI in computational radi-
ology demands transparency and difficult testing [11]. It is
a challenge for the medical imaging specialists to design
robust and reliable CAD systems for these NME lesions; the
diagnosis of mass augmentation lesions is straightforward
and employs typical characteristic parameters such as
speculation (morphology), rim enhancement (texture),
and washout kinetics [44]. However, the diagnosis of
foci and non-mass-like enhancing lesions poses a chal-
lenge to both clinical reading and CAD systems [44].
Seeing the single modalities, the highest sensitivity
was observed for MRI and the lowest sensitivity for
MM regardless of breast type, density, and history. It
was observed that the sensitivity increased from the
combination of US + MRI or MM + MRI or MRI + MM +
US [52]. The superiority and accuracy of conventional
CAD systems have been improved by the development of
AI and AI-based algorithms. Conventional CAD systems
are based on handcrafted features; as a subfield of AI,
deep learning is based on representational learning [59].
This review provides an overview of CAD for the diag-
nosis and detection of breast cancer. Facilitators and
barriers to CAD were also presented. Different stages of
CAD are also presented in the present study such as the
GPZM which acts as a well-organized texture descriptor
of doubtful parts in a mammogram. Different CAD mod-
alities and their specificity when using a single or a
combination of modalities are also presented, which
will provide good insight to clinicians while handling
patient’s breast mass samples. This review provides
information on various CAD systems that also serve
as a basis for comparison between the most recent
techniques.

1608  Zicheng Guo et al.



11 Conclusions

The performance of breast cancer detection depends on
(1) the performance of the CAD system (2) the population
under application, and (3) the radiologists using the
system. The use of CAD is beneficial for inexperienced
radiologists for the detection of breast carcinomas present
as microcalcifications. In the modern era, advancements
in AI necessitate the knowledge of using technologies such
as CAD, in the clinical setting, their impact on clinical
practitioners, and their potentially changing roles. Further
studies are needed to better understand CAD systems
and discover better applications in healthcare settings.
Evaluation of the cost of the CAD system used for breast
carcinoma screening needs to be implemented to sim-
plify the applications of CAD.
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