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A B S T R A C T   

The widespread of SARS-CoV-2 presents a significant threat to human society, as well as public health and 
economic development. Extensive efforts have been undertaken to battle against the pandemic, whereas effective 
approaches such as vaccination would be weakened by the continuous mutations, leading to considerable 
attention being attracted to the mutation prediction. However, most previous studies lack attention to phylo-
genetics. In this paper, we propose a novel and effective model TEMPO for predicting the mutation of SARS-CoV- 
2 evolution. Specifically, we design a phylogenetic tree-based sampling method to generate sequence evolution 
data. Then, a transformer-based model is presented for the site mutation prediction after learning the high-level 
representation of these sequence data. We conduct experiments to verify the effectiveness of TEMPO, leveraging 
a large-scale SARS-CoV- 2 dataset. Experimental results show that TEMPO is effective for mutation prediction of 
SARS- CoV-2 evolution and outperforms several state-of-the-art baseline methods. We further perform mutation 
prediction experiments of other infectious viruses, to explore the feasibility and robustness of TEMPO, and 
experimental results verify its superiority. The codes and datasets are freely available at https://github. 
com/ZJUDataIntelligence/TEMPO.   

1. Introduction 

Since the first report of coronavirus disease (COVID-19) in late 
December 2019, which was caused by severe acute respiratory syn-
drome coronavirus 2 (SARS-CoV-2), more than 600 million infection 
cases have been reported from more than 200 countries or regions 
around the world, according to the World Health Organization (WHO) 
[1]. The widespread of SARS-CoV-2 presents a significant threat to 
human life, as well as public health and economic development, over 
6.48 million lives have been lost in the COVID-19 outbreak and 

unquantifiable economic losses up to July 2022 [2]. Extensive efforts 
have been put out and implemented to battle against the pandemic, 
including the development of pharmaceutical interventions, such as 
drugs, antibodies, and vaccines, as well as non-pharmaceutical ap-
proaches, such as quarantine and keeping a physical distance [3–8]. 
Vaccination has been widely used as a public anti-epidemic strategy 
since it has been proven to be a promising approach. However, the ef-
ficacy of current vaccines would be diminished by the emerging 
SARS-CoV-2 variants. With the spread of the pandemic, SARS-CoV-2 has 
continued to evolve and mutate, with an increasing number of mutations 
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arising. According to the RCoV19 dataset [9], the variation frequency of 
the medium value of SARS-CoV-2 reached 0.264% and more than 1851 
lineages [10] have emerged up to July 2022. The mutations will make it 
more difficult for the virus to be identified by human antibody-mediated 
vaccinations, which will either render the vaccines ineffective or inhibit 
diagnostic detection [11–15]. 

Tracking the evolution of SARS-CoV-2 could provide a thorough 
insight into viral evolution dynamics and early detection of variants of 
concern (VOCs). Virus evolution is primarily driven by mutations, both 
genetically and antigenically. Bai et al. successfully forecasted that some 
certain mutations of the spike protein at N501 may result in a stronger 
binding of angiotensin converting enzyme 2 (ACE2), prior to the 
emergence of the UK mutant (SARS-CoV-2 VOC 202012/01) on 
December 1, 2020 [16]. Starr et al. investigated the impact of amino 
acid mutations to the receptor binding domain (RBD) on the expression 
of folded protein as well as its affinity for ACE2, and showed that the 
N501Y mutation in the Alpha variant strengthens binding to ACE2 [17]. 
Tegally et al. presented a new lineage of the Beta variant of SARS-CoV-2 
with three residues in the binding site (K417 N, E484K and N501Y), 
which has spread incredibly quickly and become one dominant lineage 
in a few weeks [18]. Similar to the B.1.351 variant, the Gamma variant, 
which possesses independent K417T, E484K and N501Y mutations, is 
quickly spreading over regions [12]. The fast spread of the Delta variant 
(B.1.617.2) that exploded in early 2021 was investigated, and the results 
revealed that it was caused by the evasion of antibodies, growing ac-
tivity, and higher transmissibility [19,20]. 

Accurate and efficient prediction of genetic mutations of the SARS- 
CoV-2 has attracted significant attention, which could contribute to 
better identifying vulnerabilities for antibody-based treatments, vac-
cines, and diagnostics, as well as increasing the window of opportunity 
for developing proactive responses [21–24]. With the advent of high-
throughput technologies and the availability of massive sequence data, 
numerous computational models for viral evolution have been devel-
oped in recent years. Xia et al. designed a statistical mutual 
information-based approach to calculate the variance correlations of 
sites, and used the most recently mutated sites to infer the future most 
probable mutated sites [25]. Bai et al. evaluated the free energy change 
of different kinds of single site or combinedsite mutations and predicted 
possible mutation sites [26]. Yin et al. modeled the temporal sequence of 
sites and employed a long short-term memory (LSTM) model with an 
attention mechanism to predict mutations at each single target site [27]. 
Maher et al. predicted the possible mutations in SARS- CoV-2 contrib-
uting to future variants by using a variety of methods, such as a bidi-
rectional LSTM model, to evaluate mutational effects, and identified the 
key biological drivers of intrapandemic evolution [28]. In addition, 
using natural language models as a powerful computational model to 
handle biological sequence data has become a popular idea due to its 
rapid development and effectiveness. As an example, Hie et al. proposed 
a self-supervised learning approach to learn the sequence representation 
of proteins to maximize the immune escape capability while ensuring 
the fitness of protein sequences [29]. However, despite a large number 
of studies using computational models to predict viral evolution, most of 
the previous work does not take into account the phylogeny of viral 
evolution, which significantly reflects the development process of vari-
ants. In addition, due to the complexity of the evolutionary process and 
the diversity of evolutionary lengths, it is necessary to design models 
with more expressive power and computational efficiency. Therefore, 

we choose to design methods for this mutation prediction problem based 
on the transformer model, within which the attention architecture is 
naturally conducive to better capturing long-range dependencies and 
facilitating large-scale parallel computation. 

In this paper, we propose a transformer-based mutation prediction 
framework (TEMPO) for SARS-CoV-2 evolution. TEMPO can learn a 
high-level representation of historical prior sequence data that are 
constructed from the phylogenetic tree (PT) structure data of SARS-CoV- 
2, and afterwards predict the mutation probability of sites. More spe-
cifically, we first design a systematic PT-based sampling method to 
generate the sequence of viral amino acid sequences combined with 
temporal information, in which the temporal nature of viral evolution 
can also be portrayed. Second, we employ an embedding method Prot-
Vec [30] for the residue representation. After that, a transformer 
structure is introduced to encode the embedded sequence to extract and 
learn complex correlations, and a fully connected layer is performed for 
the final site variants prediction. In addition, we devise an architecture 
to predict the mutations at each single site. We conduct experiments to 
verify the effectiveness of our proposed model TEMPO on the mutation 
prediction of SARS-CoV-2 evolution leveraging the SARS-CoV-2 dataset. 
Experimental results demonstrate that TEMPO is effective and out-
performs several state-of-the-art baseline methods. We further explore 
the feasibility and robustness of TEMPO by performing mutation pre-
diction experiments of other infectious viruses leveraging three influ-
enza datasets, including the H1N1, H3N2 and H5N1 subtypes. The 
results indicate that our model is not only effective for the mutation 
prediction of SARS-CoV-2, but also informative for the evolutionary 
analysis of a broader range of viruses. We anticipate that the proposed 
TEMPO can provide significant insight into the evolution of SARS-CoV-2 
and contribute to the early detection of VOCs in the next stage. 

2. Materials and methods 

2.1. Datasets 

2.1.1. Data collection 
For SARS-CoV-2, we collected the amino acid sequence data of its 

spike protein from the GISAID database [31] and its phylogenetic tree 
data from the RCoV19 database [9]. The phylogenetic tree was gener-
ated by Pangolin software (Pangolin:4.1.2, PangoLearn: 2022-04-09). 
Table 1 presents the statistical information of SARS-CoV-2 spike pro-
tein sequence data and a total of 7389216 sequences were used after 
data cleaning. Mutation prediction in Spike proteins is our target, since 
Spike is the focus of antibody-mediated immunity and is the principal 
antigen in existing vaccines [32]. In addition, HA protein sequence data 
of influenza subtypes H1N1, H3N2 and H5N1 were also collected for 
additional experimental validation, following Yin’s work [27]. Since 
these datasets contain series with different time spans, the SARS-CoV-2 
dataset is split by month, while the three influenza virus datasets are by 
year. 

2.1.2. Data preprocessing 
Because our method performs single site mutation prediction, 

sequence alignment is required to ensure the consistency of site 
numbering in different samples. Multiple sequence alignment (MSA) 
was performed on the protein sequences using MAFFT [33]. The 
SARS-CoV-2 dataset contains more than 8 million sequences in total, so 

Table 1 
The number of the available SARS-CoV-2 spike protein sequences from 2020.01 to 2022.02.  

Month 2020.01 2020.02 2020.03 2020.04 2020.05 2020.06 2020.07 2020.08 2020.09  
756 1800 56,173 57,978 29,898 33,283 42,785 43,198 46,589 

Month 2020.10 2020.11 2020.12 2021.01 2021.02 2021.03 2021.04 2021.05 2021.06  
79,322 108,871 149,285 253,874 276,977 431,163 443,089 343,410 284,341 

Month 2021.07 2021.08 2021.09 2021.10 2021.11 2021.12 2022.01 2022.02   
547,335 854,129 706,695 653,010 798,758 625,360 288,256 232,881   
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it is impractical to perform multiple sequences directly on the entire 
dataset. Due to the high similarity between the SARS-CoV-2 sequences, 
we compared each sequence in the SARS-CoV-2 dataset with the stan-
dard reference sequence pairwise rather than a direct multiple sequence 
comparison. To facilitate the subsequent phylogenetic-tree-based sam-
pling method, some additional information, such as lineage and 
sequence quality, is added to each sequence from the metadata based on 
the unique sequence ID. Sequences without these additional information 
will be excluded. 

Algorithm 1. PT-based Sampling Method. 

2.2. PT-based sampling method 

To predict virus mutation based on evolutionary information, the 
first step is to generate evolutionary historical sequences from discrete 
protein sequences in the dataset. More explicitly, each historical 
sequence is composed of multiple protein sequences. The historical se-
quences can be used to reflect the evolution of the virus to better predict 
future mutation trends. A simple approach to obtain historical sequences 
is sampling from the dataset sequentially in chronological order based 
on the submission time of the sequences. However, the chronological 
order of sequence submission does not always coincide with the evolu-
tionary order. For example, some of the most recently submitted 
sequence data may belong to a lineage that is early in the evolution of 
the virus, while some relatively earlier submitted sequences may also 
belong to a lineage that has just emerged at that time and they are at the 
further back in the evolutionary order, which we should pay more 
attention to. 

Therefore, we propose a phylogenetic tree (PT) based method 
sequentially sampling viral sequences to construct historical sequences 
that better reflect the virus evolutionary order, as shown in Algorithm 1. 
A phylogenetic tree is a branching diagram that depicts the evolution of 
various species or lineages from a common ancestor. This can help un-
derstand what occurred throughout evolution. Specifically, the phylo-
genetic tree data were obtained from the RCoV19 database [9] which is 
based on Phylogenetic Assignment of Named Global Outbreak Lineages 
(PANGO). First, a depth-first search (DFS) method is performed on the 
evolutionary tree to retrieve the set of evolutionary paths, where each 
evolutionary path corresponds to a path from the root node to a leaf 
node of the phylogenetic tree. Second, we generate multiple samples in 
each evolutionary path. These samples can be treated as historical 

sequences since they reflect the historical evolution process. When 
generating a single sample, each node on the path is selected in turn 
according to the order from the root node to the leaf node, and the amino 
acid sequence with the same lineage is discovered and added to the 
sample. The generation process of one sample would be completed when 
it reaches the last leaf node on the evolutionary path. 

The length distribution of sampled historical sequences is shown in 
Fig. 1. The results show that the path lengths of the generated sequences 
are all less than 10, and most are concentrated between 4 and 8, which 
indicates that the phylogenetic tree is wide and shallow. To avoid 
evolutionary paths that are too short to reflect virus evolutionary 
characteristics, we selected evolutionary paths of length 5 to 8 for 
sampling. We also discard sequences whose evolutionary paths are 
longer than 8 because they are too few to construct a valid dataset which 
may also cause overfitting. 

2.3. The proposed transformer-based model TEMPO 

With these sampled historical sequence data, we develop a 
transformer-based model TEMPO for mutation prediction of SARS-CoV- 
2 evolution. The framework of this model has been presented in Fig. 2. 
We would elaborate on it as below. 

2.3.1. Sequence encoding 
Sequence sampling is simply the process of obtaining historical series 

data of amino acid sequences from a dataset. To perform mutation 
prediction using machine learning models, amino acid sequences 
(encoded with character ‘ACDE … ’) need to be encoded as vectors of 
real numbers, and the protein language pre-trained model ProtVec [ 30] 
is used to complete this process. 

The specific steps are shown in Fig. 3. First, we split the whole 
sequence into subsequences and generate the embedding matrix of 3-g 
based on ProtVec [30]. Inspired by Tempel [27], we break these se-
quences into shifted overlapping residues in the window of 3 shown in 
Fig. 3. For example, in SARS-CoV-2, each spike protein sequence is 
depicted as 1273 lists of 3-g that are embedded in a 1273*100 dimen-
sional vector space based on ProtVec [30], where a 3-g is represented by 
a 100-dimension vector space. The ‘unknown’ vector from ProtVec will 
be assigned to denote the subsequence if it contains ‘-’ at any positions. 
To predict the mutation for each site, we utilize three overlapping 3-g, 
shown in Fig. 3, and focus on the center position as the target site. 
The three overlapping 3-g would be represented as the summation of the 
individual 3-g embedding vector. Therefore, each training case in-
corporates n sequential 3-3-g, embedded in 100*n dimensions, where n 
is the length of the evolutionary path. An example of generating the 
representation of historical sequences can be found in Supplementary 

Fig. 1. Length distribution of the sampled historical sequences (i.e., the num-
ber of nodes in the corresponding evolution path). 
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Material. 

2.3.2. Transformer encoder model 
After sequence encoding, we use a transformer-based architecture to 

learn the evolutionary features of each target site in the entire input 
historical sequences, as presented in Fig. 2. Due to the complexity of the 
evolutionary process and the diversity of evolutionary lengths, models 
with more expressive power and computational efficiency are needed. 
Transformer is one popular sequence model architecture in the field of 
natural language processing recently. Compared to RNN, its internal 
attention mechanism is inherently computationally parallelizable and 
has better representation capabilities for especially long sequences, 
which is very suitable for virus evolution prediction tasks on large-scale 
datasets with evolutionary paths of various lengths. Correspondingly, in 
the task of virus mutation prediction, the evolutionary path of the target 
site in historical sequences can be viewed as a sentence, where each 
amino acid residue at the target site is considered as a word or a token. 
So predicting whether mutation will occur along this evolutionary path 
at the target site is transformed into a binary classification problem for a 
sentence. 

Unlike classical time-series models such as RNN and LSTM, it is 
generally believed that transformer outperforms those methods due to 
two properties itself. First, it uses attention mechanism to adaptively 
learn the weights (i.e., the degree of influence on the features of next 
layer) of each element of the sequence for the feature embedding. Sec-
ond, the pure attention architecture is designed to better capture long- 

range dependencies and facilitate large-scale parallel computation, 
which makes it easier to train larger parametric models in less time and 
improve the expressiveness of the model. 

The original transformer is designed in the encoder-decoder archi-
tecture for machine translation tasks. In our task, since we only need to 
learn the features of the input sequence and make prediction based on 
the sequence feature, there is no need to generate a sequence in a 
transduction manner as translation tasks. Therefore, only the encoder 
part of the transformer architecture is reserved in our model. Specif-
ically, the model input is a vector of L*100 dimensions, where L is the 
length of evolutionary path (referred as sentence later) in a historical 
sequences sample. The output obtained after the last layer of the 
transformer encoder is a vector of L*d dimensions, where d is the hidden 
layer dimension, a hyperparameter. These L*d-dimensional vectors can 
be viewed as the corresponding feature representations of each of the L 
target sites (referred to as tokens later) in the input historical sequence 
learned by the model. 

Since we view the mutation prediction task as a sentence classifica-
tion problem, we need to obtain the representation of the whole sen-
tence from the representation of these L “words”. Two common solutions 
are tried here: one is to take the average of representations of these L 
words as the representation of the whole sentence, and the other is to 
select only representation of the last word. It is worth mentioning that 
although the second approach only employs the representation corre-
sponding to the last word, this representation also contains information 
about the whole sentence because the attention mechanism takes into 

Fig. 2. The framework of the proposed model TEMPO for mutation prediction of SARS-CoV-2. L represents the evolutionary path length.  

Fig. 3. Sequence encoding process. Each 3-g is represented by a 100 dimension vector. Representations of three 3-g around the target site are summed to generate the 
final feature vector. 

B. Zhou et al.                                                                                                                                                                                                                                    



Computers in Biology and Medicine 152 (2023) 106264

5

account all the words in the sentence during the computation. 
The experimental results show that the latter method is more effec-

tive. We believe that the reason for this phenomenon may be that the 
attention mechanism itself assigns a weight to each word in the sen-
tence. When using the mean value of the representation of each word as 
the sentence representation, the operation of averaging suppresses the 
variability in the degree of contribution of each word to the sentence 
representation, thus making it more difficult to train the model to obtain 
a better sentence representation, whereas when only the representation 
of the last word is taken as the sentence representation, the sentence 
representation is computed by the pure attention mechanism, thus 
avoiding the problem of averaging suppression. 

Finally, the representation of the sentence is fed into a fully con-
nected neural network, and the final prediction is obtained through a 
Softmax layer. The cross-entropy loss function is used to train the pa-
rameters in the network because cross-entropy is commonly used to 
measure the difference between two probability distributions and is 
therefore well suited as an objective function for the binary classification 
task. In addition, there are some details worth mentioning in training 
processes. In order to train the network in a supervised manner, it is 
necessary to give a label to each input sequence. We generate labels 
based on whether the last two protein sequences in the input historical 
sequence (i.e., the last two nodes on the evolutionary path) have the 
same amino acids at the target site. When the amino acids of the last two 
protein sequences at the target site cannot be determined (taking the 
value X or missing), this sample will be ignored and excluded from the 
training process. 

2.4. Experiments 

2.4.1. Dataset settings 
We collected in excess of 8 million SARS-CoV-2 sequences from 

January 2020 to February 2022 from the GISAID database, and gener-
ated a total of 15,200 samples with 5 samples for each evolutionary path 
to evaluate the effectiveness of our method. Specifically, we first pre-
process the dataset to filter abnormal sequences and add additional in-
formation needed, and then use the proposed PT-based sampling 
method to generate training samples. 

2.4.2. Baselines 
Two types of baselines are set up for prediction, as follows: 

2.4.2.1. Traditional machine learning methods.  

• SVM [34]: Support vector machine (SVM) is a generalized linear 
classifier for binary classification. The embedding of the target site at 
the penultimate node on the evolution path is fed to predict mutation 
at the leaf node.   

• LR [35]: Logistic regression (LR) is a traditional machine learning 
method which maps the input embedding features at the penultimate 
node to a scalar in (0,1) with the logistic function which corre-
sponding to the classification probability.   

• RF [36]: Random forest (RF) is an ensemble learning method which 
uses multiple decision trees to do the classification task. The input 
and output settings are the same as SVM and LR. 

2.4.2.2. RNN-based methods.  

• RNN [37]: Recurrent neural network (RNN) is a specialized neural 
network for sequences, which allows variable length sequences as 
input and output. Specifically, the sequence of target node embed-
ding with the sequence length N is used as the model input, where N 
is the length of the corresponding evolution path. And the output is a 

2-dimensional vector which indicates the probability of mutation or 
not.  

• LSTM [38]: LSTM is an RNN-type network which can capture fea-
tures of longer sequences with several well designed gating 
mechanism.   

• Tempel [27]: Tempel is a LSTM-based model with an attention 
mechanism to capture more complex correlations in the input 
sequence. 

2.4.3. Implementation details 
All the approaches are performed with Scikit-learn [39] and Pytorch 

[40]. Note that the path from the root node to the leaf node in the 
phylogenetic tree is denoted as the evolutionary path. In the imple-
mentation, we use all the nodes without leaf nodes on the evolutionary 
path to predict the mutation of the leaf node. Specifically, we divide the 
dataset into a training data and a testing data according to a ratio of 4:1. 
In the training dataset, we generate the evolutionary historical sequence 
data based on the phylogenetic tree. In order to forecast the ultimate 
mutation, we first remove the leaf nodes from the phylogenetic tree and 
use the data from all other nodes, aside from the leaf nodes, as input for 
the proposed transformer-based model. The training objective is to 
minimize cross-entropy loss. We train the model for 100 epochs to 
achieve the convergence. With the trained model, we input the testing 
data without the leaf nodes, to predict whether the leaf nodes would 
witness a mutation. 

For all RNN-based models, we apply stochastic gradient descent with 
a minimum batch size of 256 for optimization. The learning rate is 0.001 
with 128 hidden units in the encoder. We use cross-entropy as the 
objective function. The strategy with a drop-out of 0.5 is carried out and 
all the models are fit for 200 training epochs. We implement all baselines 
and our model on the environment with one AMD EPYC 7502P CPU @ 
3.35GHZ and NVIDIA RTX3090 24 GB card. 

2.4.4. Evaluation metrics 
We use five commonly used metrics, i.e., Accuracy, Precision, Recall, 

F-score and Matthews correlation coefficient (MCC), for classification 
model performance evaluation, among which the most important 

Fig. 4. The workflow of mutation prediction of SARS-CoV-2 at specific sites 
using TEMPO. 
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metrics are Accuracy, F- score and MCC. The detailed calculation for-
mula for these metrics are shown in the Supplementary Material. 
Overall, a higher accuracy indicates a better precision rate of the pre-
diction while a higher F-score value indicates a better trade-off of ac-
curacy and completeness for positive sample prediction. The MCC is 
generally considered a more balanced indicator and can be applied even 
when the sample of the two categories differs significantly (i.e., category 
imbalance), which matches our scenario well because mutation will not 
occur in most cases. 

3. Results and discussion 

3.1. The workflow of TEMPO 

We present a workflow, as shown in Fig. 4, to demonstrate the 
implementation steps of our method for mutations prediction at specific 
individual sites. Our objective is to predict whether there will be mu-
tations in each site at the next stage of the evolution process, which is 
represented by the bottom leaf node of the phylogenetic tree as shown 
Fig. 2. The sampled historical residue information in sequence following 
the phylogenetic tree structure is mapped as the path from the root node 
to the penultimate node. Given historical sequences S1 to Sk generated 
by the PT-based sampling method, we produce historical embedding 
sequences Spos=i

1 to Spos=i
k for each target site position i. Then we feed all 

the samples into the TEMPO model to obtain final mutation prediction 
results for each target site. 

3.2. Performance evaluation of TEMPO for SARS-CoV-2 mutation 
prediction 

To evaluate the effectiveness of the proposed model, we conduct 
comparison experiments on the mutation prediction between our model 
TEMPO and various baseline methods, using a large-scale SARS-CoV-2 
dataset. The experimental results are shown in Table 2. All the results 
are averaged over 10 random trails with a fixed random seed. The 
experimental 

results show that TEMPO achieves the best prediction performance 
in terms of multiple evaluation metrics, including accuracy, precision, 
and MCC, with an improvement of 1.1%, 6.5%, 1.3% compared with 
baseline methods. This can be attributed to the attention architecture of 
the transformer encoder layer in TEMPO, which is able to capture the 
complicated correlations between the lineages throughout the evolution 
path and learn the importance of the impact of each lineage on the final 
mutation probability. We can observe that TEMPO has a lower recall 
performance, which may be attributed to the overfitting issue with more 
parameters in the transformer layers. In addition, SVM has the worst 
prediction performance. The possible reason may be that this baseline 
method is not feasible for effectively learning time-series information. 
Moreover, we observe that TEMPO and other RNN-based methods 
outperform other baselines significantly. This may be because non- 
sequential models have difficulty utilizing the history of the sequence 
evolution, which in turn proves that the evolution path of the target 
lineage plays an important role in the mutation prediction. This is 
determined by the strong correlations between the ancestor node and 

the child nodes on the phylogenetic tree, which can be captured effec-
tively by the proposed PT-based sampling method. Among all the 
sequential models, Tempel and LSTM obtain comparable prediction 
performance, which can be explained by the similarity of their whole 
architecture. 

3.3. Performance evaluation of TEMPO for influenza mutation prediction 

We further explore the feasibility and robustness of our proposed 
TEMPO model by performing mutation prediction experiments with 
other infectious viruses. Three influenza datasets are used, including 
influenza subtypes H1N1, H3N2 and H5N1. These datasets are down-
loaded from Influenza Virus Resource [41], containing the full-length 
HA sequences between 1991 and 2016. Finally 161,000, 132,000 and 
102,000 sequential samples of H1N1, H3N2 and H5N1 were used for the 
experiment, respectively. 

Note that we do not take the SVM method into consideration, owing 
to its significant time complexity on the large datasets. It should also be 
noted that when using the influenza dataset for virus evolution predic-
tion, we did not use a PT-based sampling method, but a time-sequence- 
based sampling method due to the lack of relevant influenza phyloge-
netic tree data. Experiments on these influenza datasets are designed to 
verify the generalization and robustness of TEMPO, so the sampling 
method used to generate the dataset is not the main concern here. 
Experimental results are demonstrated in Table 3. From the table, we 
find that TEMPO outperforms these baseline methods consistently, in 
terms of various evaluation metrics, including Accuracy, F-score, and 
MCC. We also observe that TEMPO obtains comparable mutation pre-
diction performance in terms of Precision and Recall. This reflects the 
good generalization ability of our model. This TEMPO model can be 
used as a general framework for mutation prediction on various types of 
viruses, including SARS-CoV-2 and these influenza viruses. 

3.4. Parameter experiments 

To study the impact of different hyperparameter values on the mu-
tation prediction performance, we analyze the performance of models 
on the SARS-CoV-2 dataset by varying three significant hyper-
parameters, including the number of encoder layers, number of atten-
tion heads and learning rate. The hyperparameter study results are 
depicted in Fig. 5. 

From the figure, we observe that the best prediction performance is 
obtained when the number of encoder layers equals to 2. An appropriate 
value of the number of encoder layers improves the model’s ability to 
effectively capture evolutionary historical information. We also choose 

Table 2 
Experiment results on the SARS-CoV-2 dataset.  

Method Accuracy Precision Recall F-score MCC 

SVM 0.530 0.519 0.588 0.551 0.063 
LR 0.542 0.530 0.575 0.552 0.085 
RF 0.544 0.534 0.561 0.547 0.089 
RNN 0.609 0.581 0.720 0.643 0.226 
LSTM 0.648 0.619 0.731 0.670 0.302 
Tempel 0.648 0.618 0.743 0.675 0.305 
TEMPO 0.655 0.658 0.614 0.636 0.309  

Table 3 
Experiment results on influenza datasets.  

Datasets Method Accuracy Precision Recall F-score MCC 

H1N1 LR 0.823 0.685 0.418 0.519 0.438 
RF 0.904 0.805 0.764 0.784 0.723 
RNN 0.897 0.773 0.774 0.774 0.707 
LSTM 0.902 0.799 0.761 0.780 0.717 
Tempel 0.902 0.798 0.763 0.780 0.717 
TEMPO 0.905 0.803 0.774 0.788 0.727 

H3N2 LR 0.938 0.47 0.043 0.079 0.128 
RF 0.962 0.812 0.504 0.622 0.623 
RNN 0.953 0.709 0.408 0.518 0.516 
LSTM 0.961 0.782 0.515 0.621 0.616 
Tempel 0.961 0.780 0.521 0.625 0.619 
TEMPO 0.963 0.826 0.510 0.631 0.633 

H5N1 LR 0.987 0.872 0.210 0.338 0.424 
RF 0.989 0.826 0.426 0.562 0.589 
RNN 0.986 0.971 0.105 0.189 0.317 
LSTM 0.990 0.870 0.414 0.561 0.596 
Tempel 0.990 0.895 0.395 0.548 0.591 
TEMPO 0.990 0.863 0.429 0.573 0.605  
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different values of the number of attention heads n from 1 to 5 in the 
experiments, and find that the best F-score result is obtained when n = 4. 
When n < 4, the performance worsens due to the lack of representation 
ability. In addition, we search for the learning rate from 0.0001 to 0.1, 
and confirm the value 0.001 with the best performance in our model. 

3.5. Mutation prediction results 

We utilize all the data available up to February 2022 to predict the 
future mutation. Specifically, using all the data, we generate sampled 
sequence data and input it into the TEMPO model to forecast future 
mutations, following the same process as for the prediction framework 
described above. It should be noted that TEMPO only predicts the mu-
tation probability of the target site and does not predict the specific type 
of mutation. We sorted the mutation prediction results at certain sites 
with more than 6 sampled sequence data, and presented a list of high- 
probability (p ≥ 0.5) predicted mutation sites, as shown in Table 4. 
We compared the prediction results of TEMPO with the actual mutations 
according to the RCoV19 database v4.0 [9] and found that TEMPO can 
effectively predict mutations at certain sites where new variants arise. 
These new mutations have been illustrated in the bond font. For 
instance, according to our model, site 215 has a 0.75 chance to get a new 
mutation in the near future. Later real data documented in the RCoV19 
database confirm the variants. 

In addition, we can see that TEMPO can be used to predict mutations 
at sites that have not yet emerged, with 22 successfully predicted mu-
tations among all the 39 newly emerged mutations, as shown in the 
Supplementary Material. Note that some mutations are predicted with 
few sampled sequence data. For example, site 259 has not undergone a 
mutation since February 2022, and according to our model, it has a 
probability of 0.75 to witness a mutation soon, which has been 
confirmed by the RCoV19 database. This is a challenging task, and we 

believe our model provides a promising step toward predicting new 
mutations. 

4. Conclusion 

Mutation prediction for SARS-CoV-2 evolution is a challenging and 
essential task. In this paper, we aim to predict future mutations in sites 
using historical spike protein data. We designed a phylogenetic tree- 
based sampling method to generate sequence data with full consider-
ation of the tree-structure of SARS-CoV-2 evolution data. We propose a 
novel transformer-based model TEMPO that can fully utilize the prior 
sequence information and effectively learn high-level representations to 
enhance prediction performance. Experimental results on a large-scale 
SARS-CoV-2 dataset prove the effectiveness of our model for mutation 
prediction of SARS-CoV-2 evolution. To explore the feasibility and 
robustness of this model, we conducted further experiments on mutation 
prediction of other infectious viruses, leveraging three influenza data-
sets. The results verify the superiority of our proposed model. 

Despite having obtained many research results, there still remain 
limitations. First, we did not take the phylogenetic tree construction 
method into consideration due to the construction computation diffi-
culty in the large SARS-CoV-2 dataset. Thus, one open future work is to 
investigate the sensitivity of phylogenetic uncertainty when phyloge-
netic trees constructed by various methods are available. Second, we did 
not consider the global information of protein sequences. One of the 
future works will be to incorporate global information of proteins and 
investigate the effects on mutation prediction. 
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Fig. 5. Hyperparameter study of TEMPO.  

Table 4 
A list of high-probability (p ≥ 0.5) predicted mutation sites in descending order.  

Site Prediction probability Variant after February 2022 

796 1.00 D796Y 
452 0.94 L452R, L452Q, L452M 
950 0.82 – 
501 0.80 N501Y 
484 0.78 E484A 
859 0.78 – 
681 0.75 P681H 
215 0.75 D215E 
144 0.69 – 
936 0.67 – 
156 0.67 – 
142 0.62 G142D 
222 0.60 – 
19 0.59 T19I 
158 0.57 – 
157 0.56 F157L 
478 0.54 T478K 
145 0.50 TH145–146- 
477 0.50 S477 N  
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.compbiomed.2022.106264. 
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