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ABSTRACT Complex motions of immune cells are an integral part of diapedesis, chemotaxis, phagocytosis, and other vital
processes. To better understand how immune cells execute such motions, we present a detailed analysis of phagocytic
spreading of human neutrophils on flat surfaces functionalized with different densities of immunoglobulin G (IgG) antibodies.
We visualize the cell-substrate contact region at high resolution and without labels using reflection interference contrast micro-
scopy and quantify how the area, shape, and position of the contact region evolves over time. We find that the likelihood of the
cell commitment to spreading strongly depends on the surface density of IgG, but the rate at which the substrate-contact area of
spreading cells increases does not. Validated by a theoretical companion study, our results resolve controversial notions about
the mechanisms controlling cell spreading, establishing that active forces generated by the cytoskeleton rather than cell-sub-
strate adhesion primarily drive cellular protrusion. Adhesion, on the other hand, aids phagocytic spreading by regulating the
cell commitment to spreading, the maximum cell-substrate contact area, and the directional movement of the contact region.

SIGNIFICANCE Better preparedness for future health threats requires a shift from currently prevalent studies that
identify molecules involved in a given process to genuine investigations of cause-effect mechanisms (1). An integrative
experimental/theoretical strategy is best suited to expose biophysical mechanisms governing cell and molecular behavior.
This work, in conjunction with a directly related theoretical study, tests conflicting mechanistic hypotheses of how immune
cells spread over pathogen surfaces during phagocytosis. We present a thorough quantitative analysis of human white
blood cells spreading on surfaces coated with a broad range of densities of antibodies. Our findings unequivocally discount
notions of predominantly adhesion-driven, passive spreading of immune cells. Instead, protrusive forces generated by the
cells themselves are the dominant mechanism behind phagocytic spreading.

INTRODUCTION as immunoglobulin G (IgG) antibodies and complement
fragments. When bound to a pathogen surface, these ligands
are recognized by the immune cells’ Fcy receptors and
complement receptors, respectively (5,6). Ligation of these
receptors activates receptor-specific intracellular signaling
(3,7-9) and ultimately leads to progressive spreading of
the phagocyte over the target surface. In conventional
phagocytosis, cell spreading concludes when the phagocytic
cup closes to create a phagosome compartment. However, in
some cases, known as frustrated phagocytosis, the target is
too large to be completely engulfed by a single phagocyte.
During these encounters, immune cells strive to maximize
the area of contact with the target surface, resulting in thinly
spread, lamella-shaped cells that partially cover the target.
Such frustrated phagocytic spreading has been observed,
for instance, in interactions of human neutrophils with
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Innate immune cells, in particular white blood cells, stand
out among animal cells due to their deformability and
extraordinary motility. Their mechanical flexibility enables
them to carry out vital immune functions, such as chemo-
taxis toward sites of infection and phagocytosis of foreign
particles. These and other processes critically depend on
the cells’ ability to spread onto surfaces, for example, during
firm arrest of white blood cells at the endothelium, or during
the engulfment of target particles.

Phagocytic spreading is distinct from other forms of cell
spreading in that it engages specific cell surface receptors
known to trigger phagocytosis (2—4). In many physiological
situations, phagocytosis is initiated by opsonic ligands, such
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maximum apparent cell surface area that a phagocyte can
generate. For example, the maximum surface area observed
during phagocytosis by human neutrophils amounts to about
300% of the surface area of the spherical resting shape of
these cells (10-13), while for macrophages this plateau
value is as high as 600% of the respective resting area
(14,15).

The targets encountered by immune cells during frus-
trated phagocytosis are characterized by very low surface
curvatures. Although curvature-dependent variations in
phagocytic behavior have been reported (13,14,16—18),
they do not appear to reflect qualitative changes in the
cellular response but are likely due to the same response
program coping with different “input” sizes and shapes of
target particles (19,20). Thus, it is reasonable to assume
that the same preprogrammed cellular response also con-
trols phagocytic spreading of immune cells on surfaces
with zero curvature, i.e., flat substrates. Considering the
high resolution of imaging methods that inspect cell-sub-
strate interactions directly at the bottom of an experiment
chamber, the study of frustrated phagocytic spreading of
immune cells on such planar surfaces is a powerful tool to
examine fundamental mechanisms of phagocytosis (21-24).

Here, we present an in-depth quantitative analysis of
human neutrophil spreading on IgG-coated coverslips. Our
main objective is to address the lacking consensus between
two different hypotheses that have been put forward to
explain the mechanistic origin of phagocytic spreading,
denoted as “Brownian zipper” and “protrusive zipper”
mechanisms (25). Both hypotheses agree that fresh contact
between the phagocyte membrane and target surface results
in a zipper-like adhesive attachment that is essentially irre-
versible. However, they differ in their assumptions about the
primary driving force of cellular protrusion that produces
fresh cell-target contact in the first place. The Brownian
zipper hypothesis views the phagocyte as a passive object
and postulates that strong adhesion alone is responsible
for pulling the cell membrane onto the target surface. In
other words, this hypothesis treats phagocytic spreading as
a wetting phenomenon, akin to a water droplet spreading
on a hydrophilic surface. However, in some cases of phago-
cytosis, human neutrophils form pseudopod-like pedestals
before engulfing a target particle (26). Moreover, these cells
can readily bridge ~2-um gaps when spreading on arrays of
microfabricated posts (27). Such protrusive motions are
difficult to explain in terms of the Brownian zipper mecha-
nism. In contrast, the protrusive zipper hypothesis assumes
that the phagocyte’s cytoskeleton actively generates protru-
sive force to push the front of the cell outward.

We investigate which of these hypotheses captures
the main driving force of phagocytic spreading using well-
controlled frustrated phagocytosis experiments. Our strat-
egy is based on the following reasoning. If the Brownian
zipper hypothesis of adhesion-driven spreading holds true,
then both the rate as well as the extent of spreading should

Cell spreading in phagocytosis

strongly depend on the density of adhesive binding sites on
the substrate. In contrast, because the protrusive zipper hy-
pothesis assumes that the spreading speed is primarily set by
the rate of cytoskeletal protrusion, this mechanism would
predict a weaker dependence of the spreading speed on
the ligand density. To expose which type of behavior human
neutrophils exhibit, we allow the cells to settle onto cover-
slips precoated with different densities of rabbit IgG and
analyze their subsequent spreading dynamics. Visualization
of the cells with reflection interference contrast microscopy
(RICM) allows us to image the cell-substrate contact region
with exceptional contrast without the use of labels. In addi-
tion to the spreading speed and maximum contact area, this
analysis enables us to further characterize the effects of IgG
density on phagocytic spreading by quantifying parameters,
such as the spreading probability, contour roundness, and
centroid motion. In an accompanying theoretical study, we
leverage these results against computational models of
cell-spreading mechanics (28). Overall, we find that,
although the strength of adhesion can modulate phagocytic
spreading, it is the cellular protrusion that sets the rate of
spreading, supporting the protrusive zipper hypothesis.

MATERIALS AND METHODS
Surface preparation

After partial assembly of the 3D-printed chamber, the surface of the glass
coverslip serving as chamber bottom was incubated with 1% (10 mg/mL)
bovine serum albumin (BSA) (VWR, Radnor, PA) in phosphate-buffered
saline (PBS) (Bio-Rad, Hercules, CA) for 1 h at room temperature, then
rinsed with PBS. The surface was then incubated with a mixture of poly-
clonal rabbit anti-BSA IgG (cat. no. A11133; Invitrogen, Waltham, MA)
and monoclonal mouse anti-BSA IgG-1 (cat. no. MA182941, Invitrogen)
for another hour at room temperature. All mixtures contained a total of
150 pg/mL IgG, which was sufficient to saturate the surface, but the ratio
of rabbit to mouse IgG concentration was varied to produce solutions con-
taining 0, 0.1, 1, 10, or 100% rabbit IgG. After a final rinse with Hanks’
balanced salt solution (HBSS with Ca®" and Mg2+; Thermo Fisher Scien-
tific, Waltham, MA), the chamber was loaded with HBSS containing 2%
human serum albumin (MP Biomedicals, Irvine, CA) to block any uncoated
regions.

To quantify the actual density of rabbit IgG on coated glass surfaces, cov-
erslips of each batch were incubated with 30 ug/mL anti-human IgG Fc
(cross-reacts with rabbit) conjugated to Alexa Fluor 488 (cat. no. 409321;
BioLegend, San Diego, CA) for 45 min at room temperature in the dark,
then rinsed with PBS before imaging. Beads from the Quantum Simply
Cellular (QSC) Kit (Bangs Laboratories, Fishers, IN) were incubated
with the same secondary antibody at 6.25 ug/mL, again for 45 min at
room temperature in the dark, then washed three times in PBS with
0.01% Tween and deposited onto plain glass coverslips for imaging.

Quantification of IgG surface density from
fluorescence microscopy

As outlined in the main text (Fig. 1), we determined the density of deposited
rabbit IgG by comparing the fluorescence intensities of labeled coverslips to
a calibration curve created using a set of QSC beads with known numbers of
antibody-binding sites. All fluorescence images were taken on a spinning
disc confocal microscope (488 nm laser, 100x oil objective, NA = 1.4).
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FIGURE 1
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Preparation of substrates with controlled rabbit IgG surface density. (A) BSA-coated glass coverslips that had been incubated with various ra-

tios of rabbit and mouse anti-BSA antibodies were labeled with green fluorescent secondary antibodies and then imaged on a confocal microscope. (B) Stan-
dard beads with known numbers of antibody-binding sites were saturated with the same fluorescent secondary antibody as used in (A). (C) The fluorescence
intensity at the underside of the coated beads was measured with the same confocal-microscope settings as used in (A). (For a more detailed explanation see
Fig. S1.) The results, along with a straight line fit (solid line), are presented as a function of the known density of antibody-binding sites in a log-log plot. Error
bars denote the geometric standard deviation. Examples of confocal bead images are included. (D) The calibration curve of (C) was used to convert the
measured fluorescence intensities of labeled coverslips into the rabbit IgG density. The geometric mean values (with error bars denoting geometric standard
deviation) of the IgG density are plotted as a function of the concentration of rabbit IgG used in the incubation buffer. The result of a linear fit (dashed line) to
the portion of the data obtained at IgG concentrations of 1% or higher is included. For better visibility, log-transformed fluorescence images are shown in (A

and O).

Due to the large spread of fluorescence intensities of the inspected surfaces,
we used two different exposure times, f, = 1 s and t, = 2 s, and adjusted the
originally measured intensities 7 to a corrected value I using

R
1= 0
t

)

where I, is the background intensity, i.e., the intensity at the substrate sur-
face in the absence of fluorophore. To minimize photobleaching, we first
preadjusted the microscope focus at a suitable location, then moved the
microscope stage to a neighboring field of view and acquired a Z-stack of
images of this unbleached region.

In fluorescence measurements of coverslips, we chose a region of interest
of at least 10,000 pixels and determined the most frequent pixel intensity in
this region for each image using kernel density estimation. After plotting
the most frequent intensity values of all images of a given stack as a func-
tion of Z-height and fitting a cubic polynomial to these data, we calculated
the maximum of the polynomial fit and identified its function value as the
fluorescence intensity of the plane containing the fluorophore.

A more elaborate procedure was needed to measure the pertinent fluo-
rescence intensity of labeled QSC beads. We reasoned that the fluores-
cence at the underside of a bead resting at the chamber bottom is most
closely relatable to the fluorescence at the top surface of labeled cover-
slips. Accordingly, for each selected bead, we measured the fluorescence
intensity at the center of all bead images in a given Z-stack and then again
used polynomial fits to determine the interpolated maximum value of
these intensities, which we identified as the fluorescence intensity
corresponding to the known density of fluorophore coating the bead. De-
tails of this procedure are illustrated in Fig. S1. Having quantified the rela-
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tionship between the surface density of rabbit IgG and the fluorescence
intensity in this manner, we were able to establish the number of rabbit
IgG molecules per um? of the surface of functionalized coverslips for
each of the used IgG incubation mixtures, i.e., for each nominal concen-
tration of rabbit IgG (Fig. 1).

Cell isolation

The protocol for this study was approved by the Institutional Review Board
of the University of California, Davis, and all donors provided written
informed consent. Human neutrophils were isolated from whole blood of
healthy donors by immunomagnetic negative selection using the EasySep
Direct Human Neutrophil Isolation Kit (STEMCELL Technologies,
Vancouver, Canada). Isolation began from an initial blood volume of
0.5-1 mL, and was carried out according to the protocol described by the
manufacturer. Immediately after isolation, the cells were resuspended at
5-10 x 10° cells per mL in HBSS without Ca>" and Mg>" (Thermo Fisher
Scientific) to ensure their quiescence before stimulation by contact with
1gG.

Contact area analysis

The cell-substrate contact area was quantified using customized MATLAB
software (The MathWorks, Natick, MA) based on code graciously provided
by Daniel Kovari (23). In brief, the RICM image was thresholded on both
intensity and variance to construct an initial binary image by detecting re-
gions where the local variance was greater than 62 min OF the intensity was
less than I,,,,x (both thresholds could be adjusted on an image-by-image ba-
sis). The binary image was then convolved with a Gaussian kernel to
smooth the outline of the cell footprint. Holes in the footprint were filled



to define the total contact area. In a few cases where the automatic recog-
nition algorithm performed poorly (especially during early spreading),
the cell outlines were traced manually.

The spreading speed was quantified using sigmoidal fits to contact-area-
versus-time graphs whenever possible. When necessary, a linear fit was
used over a smaller range of the contact area data. The maximum contact
area was determined as the average over the plateau region of the curve.
To calculate the roundness of the cell-substrate contact region, we deter-
mined the largest inscribed and the smallest circumscribed circle of the
cell footprint using open-source MATLAB functions (29,30) and took the
ratio of the radii of these two circles.

Analysis of centroid directional persistence

We restricted our analysis of the directionality of the motion of the geomet-
ric centroid of the substrate contact region of each cell to the phase of fastest
contact-area growth, where the spreading speed was greater than 0.4 um?/s.
To assess for how long the centroid motion typically maintained a preferred
direction, we evaluated the directional autocorrelation function (31). First,
for each pair of successive video frames (recorded at times #; and #; 1,
respectively), we determined the angle 6(f;) between the x axis and the
line of centroid displacement using

6(t;) = arctan Yt 7)1
Xig1 — X
Then, after identifying all pairs of angles 0(z;) and 0() along a given

centroid trajectory for which the time gap #; — t; equaled a given value At,
we calculated the autocorrelation function AC(A¢) defined by

AC(dr) = (cos[0(5;) — 0(z)])
= (cos[0(1;,+ 41) — 0(1,))),

where the angular brackets ( ... ) are used to denote the average over all
such pairs. Persistence times are typically defined as the time constants
of exponentially decaying autocorrelation functions; however, because of
a limited number of data points in this analysis, the autocorrelation func-
tions of the centroids of individual cells often did not lend themselves to
exponential fits. Instead, recalling that the persistence time of an exponen-
tial decay equals the area under the autocorrelation curve, we here defined
the directional persistence time by

16 s

Tpers = / AC(At)d(A[)

0 s

Computational modeling

Details of our computer model, including all equations and parameter
values, are presented in our companion paper (28). In short, we represent
the cell interior as a highly viscous Newtonian fluid and assume mechan-
ical equilibrium. This allows us to solve a perturbed form of the Stokes
equations at each time step using the finite element method, yielding
the flow profile inside the cell. To complete this calculation, the relevant
stresses are computed for a given shape of the cell, comprising 1) adhesion
stress, assuming an attractive potential acting between the cell membrane
and the IgG-coated surface, 2) protrusion stress, assuming that this stress
acts normal to the cell membrane and decays exponentially along the
membrane, and 3) cortical stress, assuming a uniform cortical tension
whose magnitude depends on the amount of surface area expansion as pre-
viously quantified for human neutrophils (11). All calculations are carried
out in MATLAB; our code is available at https://github.com/emmetfrancis/
phagocyticSpreading.

Cell spreading in phagocytosis

Statistics

All tests for significance were conducted using one-way ANOVA followed
by Tukey’s post-hoc test in Origin software. Values more than 1.5 interquar-
tile ranges above the upper quartile or below the lower quartile were
excluded as outliers before ANOVA.

RESULTS

Comparison with bead standards provides
density of IgG on glass coverslips

We prepared surfaces displaying the Fc domains of IgG by
saturating BSA-coated glass coverslips with anti-BSA anti-
bodies (Fig. 1). To adjust the surface density of human-reac-
tive IgG, we used incubation buffers containing different
ratios of polyclonal rabbit IgG and monoclonal mouse
IgG-1. The total concentration of IgG was the same in all
buffers. Because mouse IgG-1 is hardly recognized by hu-
man Fcy receptors (32-34), it served to dilute the amount
of human-reactive (rabbit) IgG decorating the coverslips.
This approach appeared to produce consistently functional-
ized substrates for cell-spreading experiments. However,
because the rabbit and mouse antibodies may have different
affinities for BSA, the ratio of the two types of IgG depos-
ited on the surface is not necessarily the same as in the in-
cubation buffer.

To quantify the actual amount of deposited rabbit IgG,
we labeled IgG-coated coverslips with fluorescent second-
ary antibody against rabbit IgG (Fig. 1 A) and compared
the measured fluorescence intensity to a suitable standard.
This standard consisted of batches of microspheres pre-
functionalized with known numbers of antibody-binding
sites (QSC Kit; Bangs Laboratories) that we saturated
with the same secondary antibody as used to label the cov-
erslips (Fig. | B). We analyzed Z-stacks of confocal images
of these beads to determine the intensity of the fluorescent
layer at the underside of each bead local to the center of the
bead image (materials and methods; Fig. S1). This analysis
provided a calibration curve relating the fluorescence inten-
sity of an essentially flat layer of secondary antibody to the
known surface density of rabbit IgG (Fig. 1 B). The cali-
bration curve then allowed us to convert measurements of
the mean fluorescence intensity of confocal images of
labeled coverslips (Fig. 1 A) to the density of rabbit IgG
deposited on these coverslips. We note that the fluores-
cence intensity of the most densely coated coverslips lay
outside the intensity range of the bead standards; in this
case, our analysis involved an extrapolation of the calibra-
tion curve.

These measurements confirmed that our method to func-
tionalize coverslips resulted in a reproducible, broad spec-
trum of controlled rabbit IgG densities. They also revealed
that the relationship between the rabbit IgG concentration
in the incubation buffer—denoted as the “nominal” rabbit
IgG concentration throughout this paper—and the actual
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surface density of rabbit IgG on coverslips was nonlinear
(Fig. 1 D), indicating that the rabbit and mouse IgGs indeed
had different affinities for BSA. Fitting a mathematical
model of competitive binding to these data allowed us to es-
timate that the effective affinity of the used polyclonal rabbit
antibody was about 0.4 times that of the monoclonal mouse
IgG. The measured surface densities of rabbit IgG ranged
from below our detection limit (at 0.1% nominal rabbit
IgG concentration where the surface density was indistin-
guishable from our negative control) to a maximum density
of ~25,000 rabbit IgG molecules per um? (at 100% nominal
rabbit IgG concentration). Assuming a uniform distribution
of bound IgG molecules, the maximum surface density cor-
responded to an area of roughly 40 nm? occupied by each
rabbit IgG, consistent with a dense, essentially contiguous
layer of IgG coating the coverslips.

Cells are more likely to spread on higher densities
of IgG

We used an IgG-coated coverslip as the bottom of our
assembled experiment chamber (Fig. 2, A and B). A plastic
insert with funnel-shaped vertical thru holes served as the
chamber’s top (Fig. 2 A). The chamber was filled with
HBSS supplemented with 2% human serum albumin and
placed on an inverted research microscope set up for epi-
illumination. This design allowed us to introduce small vol-
umes of a suspension of isolated human neutrophils at

nonoverlapping locations through the chamber ceiling.
Each deposited cell population dispersed to some extent
by diffusion while sinking to the chamber bottom. The cells
settled onto the functionalized coverslip within ~5 min,
usually without piling into clusters.

We imaged the cells using RICM (Fig. 2, C and D, Video
S1). The interference patterns produced by RICM markedly
enhanced the visibility of contact regions between the pri-
mary light-reflecting interface—the top surface of the cover-
slip—and the underside of reflective objects resting on this
surface. Regions of direct cell-substrate contact generally
appeared as clearly outlined, distinctive dark patches. It is
important to bear in mind though that light-reflecting struc-
tures inside a cell, such as granules, can produce brighter
spots within the dark contact region that could be misinter-
preted as areas where part of the cell has detached from the
substrate. Close inspection of the interference patterns re-
vealed that, in our experiments, contiguous contact regions
did not appear to contain local areas of cell-substrate
separation.

Contact with the substrate caused a fraction of the cells to
start spreading either immediately or after some lag time.
Despite the mixed response of the cells in a given popula-
tion—reflecting cell-to-cell variation typical for the
behavior of primary human immune cells—we found that
the overall proportion of spreading to nonspreading cells
strongly depended on the density of rabbit IgG coating the
coverslip. We quantified the cells’ commitment to spreading

polarizing
beamsplitter

FIGURE 2 Tllustration of a frustrated phagocytic spreading experiment. (A) Parts and assembly of the experiment chamber. (B) After settling onto the
functionalized coverslip, initially passive, round cells recognize the deposited antibodies and spread along the surface. (C) Reflection interference contrast
microscopy allows us to visualize the cell-substrate contact area label-free at high resolution. The combination of polarizing beamsplitter and quarter-wave
plate (QWP) ensures that the light components reflected off the coverslip top surface and the cell are the dominant contributions to the recorded interference
pattern. (D) Example snapshots from a series of recorded video images of the dark cell-substrate contact area (see also Video S1). Timestamps are included.

Scale bar, 10 um.
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on a given surface in terms of the “spreading probability,”
i.e., the ratio between the number of spreading cells and
the total number of observed cells. We consistently evalu-
ated this ratio 30 min after depositing the cells, defining
“spreading cells” as those cells whose cell-substrate contact
area had reached at least 100 um? at this time.

The measured spreading probabilities ranged from 0.16 on
the lowest density of surface-bound rabbit IgG to about 0.85
on the highest density (Fig. 3). The result for the lowest den-
sity was not significantly different from the spreading prob-
ability on substrates presenting pure mouse IgG-1 (negative
control) or plain BSA. While this result may be attributed
in part to spurious recognition of mouse IgG-1 and, as
observed previously, of BSA (35) by human neutrophils, it
also highlights that neutrophil populations almost always
contain cells that can be activated by nonspecific interactions
with otherwise nonstimulatory target surfaces. On the other
hand, almost all cells spread on substrates coated with
high-density, 100% rabbit IgG, confirming that antibody-
coated targets generally draw a vigorous response by human
neutrophils, and that the spreading behavior analyzed in this
study was triggered by the cells’ specific response to IgG.

We limit our remaining analysis to spreading neutrophils.
Thus, when interpreting the following results, it is important
to bear in mind that they were obtained with selected sub-
populations of cells, and that the fraction of cells making
up each subpopulation depended on the cell response to a
particular surface density of rabbit IgG.
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FIGURE 3 Dependence of the spreading probability on the surface den-
sity of IgG. (A) At low surface densities of rabbit IgG, the majority of
deposited cells do not spread and appear as bright, out-of-focus spots in
our RICM images (top panel). In contrast, almost all cells spread on sur-
faces coated with the highest density of rabbit 1gG (bottom panel). Scale
bars, 50 um. (B) The spreading probability depends strongly on the nominal
concentration of rabbit IgG, confirming that the observed cell response is
IgG specific. Spearman’s rank correlation coefficient p is reported with
the associated p value for the null hypothesis p = 0. Also included is the
spreading probability of neutrophils deposited on BSA-coated surfaces in
the absence of IgG. Error bars denote standard deviation.

Cell spreading in phagocytosis

The cell-substrate contact region of spreading cells is
essentially radially symmetric

After settling on the bottom coverslip, individual neutro-
phils typically formed one or two initial attachment spots
with the IgG-coated substrate. In cases were more than
one spot was visible, the growing spots quickly merged
into a single, contiguous region of cell-substrate contact.
Subsequently, the contact region of spreading neutrophils
generally had a roughly circular shape that expanded in a
radially symmetric manner, as expected for phagocytic
spreading (Fig. 4). It typically took neutrophils only about
2 min from the start of spreading to form contact footprints
with diameters as large as 20 um.

After the contact area reached an apparent plateau, neu-
trophils exhibited a spectrum of different behaviors. Some
remained in place but continued to modify the cell-substrate
contact region, gradually expanding or contracting it, or
altering its shape while leaving its net area essentially un-
changed. Other cells appeared to adopt a more migratory
phenotype, attempting to crawl away from the original loca-
tion of spreading. Common to most postspreading behaviors
was the formation of trailing membrane extrusions at re-
tracting cell regions. These structures connected the main
cell body to focal cell-substrate adhesion sites from which
the moving cell often was unable to detach (Fig. 4). We
have not attempted to analyze this highly variable post-
spreading behavior beyond a coarse empirical classification
(Fig. 4), demonstrating that cells spreading on higher den-
sities of IgG were less likely to try to leave their original
spot of spreading (Fig. 4 C).

Density of IgG does not affect spreading speed
but weakly correlates with extent of spreading

Our quantitative comparison of neutrophils spreading on
different densities of IgG is based on the analysis of image
sequences recorded at intervals of 2 s. We semiautomati-
cally traced the outline of the cell footprint in each image
and stored the resulting polygons of cell peripheries
(Fig. 5 A). Our primary quantity of interest was the area cir-
cumscribed by these polygons, i.e., the cell-substrate con-
tact area. Plots of the contact area as a function of time
revealed a comparatively slow, brief initial spreading phase,
followed by a roughly linear expansion of the contact foot-
print and, eventually, a gradual approach to a plateau of
maximum contact area (Fig. 5, A-C).

We define the speed of spreading as the value of the steep-
est slope of a given contact-area-versus-time graph. We used
sigmoidal or linear fits to such curves to determine the
spreading speeds in suitable experiments. Remarkably, the
average spreading speeds, measured over a 1000-fold range
of nominal IgG concentration, were all close to 3 ,um2/s, ex-
hibiting no significant differences on different IgG densities
(Fig. 5 D).
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A Monotonic symmetric spreading

Examples

Attempted migration

Contraction after spreading

7

1Y

Contours
(during spreading only)

c Fraction of cells exhibiting one of the observed behaviors [%]
% IgG Monotonic symmetric spreading Attempted migration Contraction after spreading N
0.1 59 76.5 17.6 17
1 0.0 100.0 0.0 7
10 24.0 68.0 8.0 25
100 66.7 33.3 0.0 21

FIGURE 4 Overview of the human neutrophil response to IgG-coated surfaces. (A) The first four snapshots of each video sequence illustrate the common
morphology of the cell footprint observed during the outward-spreading phase of almost all cells (see also Video S1). In contrast, three qualitatively distinct
types of postspreading cell behavior were observed, as illustrated in the last two snapshots of each video sequence. Time stamps are included. Scale bars, 10
pm. (B) Contours of the cell footprint of the first four images of the respective video sequences of (A) demonstrate the roughly symmetric cell morphology
during spreading. Scale bars, 10 um. (C) The table reports the fractions of cells that exhibit one of the three types of postspreading behavior for each of the
tested IgG concentrations. On low densities of IgG, the majority of cells attempted to migrate after reaching a maximum cell-substrate contact area. In
contrast, on high IgG densities the majority of cells remained in place and exhibited few further shape changes.

The similarity in neutrophil behavior during the rapid-
spreading phase also was evident in example curves
measured for cells spreading on 0.1 vs. 100% rabbit IgG
(Fig. 5 B). On the other hand, the collection of graphs
exposed an apparent difference between the maximum con-
tact areas occupied by cells spreading on these two IgG den-
sities. Most cells spreading on 100% IgG reached contact
areas in the range of 200-300 ,umz, whereas on the sub-
strates coated with the lowest IgG density (0.1%), the
maximum contact area tended to lie in the range of 150—
250 um? The statistical analysis of all measurements
confirmed that the mean maximum contact areas on surfaces
coated with 10 or 100% IgG were indeed significantly larger
than those on 0.1% IgG (Fig. 5 E).
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Recalling that originally spherical cells (with diameter Dy)
must increase their apparent surface area when spreading on a
substrate, it is instructive to convert the measured area of cell-
substrate contact footprints into estimates of the overall cell
surface area (A) required to accommodate such deformations.
Our conversion assumes that the cell volume remains constant
during spreading, and that the cell-substrate contact region is
circular, denoting its diameter by D... Furthermore, we approx-
imate the shape of the upper, free surface of the spread cell as a
spherical cap, which is the geometry with the smallest possible
surface area for the given volume and a circular contact foot-
print. For this simplified geometry, one can calculate the ratio
between the final area A and the initial cell surface area Ay =
7D, using the following prescription
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FIGURE 5 Quantitative analysis of the cell-substrate contact area of spreading cells. (A) The contact area is determined from a polygonal trace of the
circumference of each cell footprint (bright polygons in the examples included at the top). Scale bar, 10 um. A suitable fit to the time-dependent contact
area yields the (maximum) spreading speed. The plateau value of the contact-area curves provides the maximum contact area. (B) Representative examples
of contact-area-versus-time curves measured on the lowest and highest IgG densities illustrate the variability of the dynamical behavior of the cell footprint.
(C) Average curves of all suitable area-versus-time measurements obtained for each tested rabbit IgG density expose a largely conserved spreading speed. On
the other hand, the maximum contact area appears to reach greater values on high IgG densities. Error bars denote standard errors. (D) The summary of all
spreading speeds measured over three orders of magnitude of the IgG concentration confirms that the spreading speed is independent of the surface density of
IgG. (E) The summary of maximum contact areas reveals a small but significant increase of the contact area at high densities of IgG. Error bars in (D and E)
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The diameter of most nonadherent, resting human neu-
trophils lies in the range of 8.5-9 um. With the choice of
Dy = 8.75 um, Eq. | predicts that a typical neutrophil
will need to expand its surface area to ~210% of its initial
area to form a contact footprint whose diameter is twice as
large as the cell’s resting diameter (where x, = 2 and D, =
17.5 pm).

The average of the 10 largest cell-substrate contact areas
measured in our experiments is 359 um?, corresponding to a
typical footprint diameter of D, = 21.4 um. Thus, we esti-
mate that the most-spread neutrophils have expanded their
apparent surface area to about 303% of their resting area
during our frustrated-phagocytosis experiments, in agree-
ment with previous findings (10-13).

Higher IgG density results in more uniform,
concentric spreading

The results of the previous section provide compelling sup-
port for the protrusive zipper hypothesis. A detailed analysis
of additional features of the cell behavior is likely to pro-
duce further insight into the fundamental mechanisms of
phagocytic spreading. We next examined how the IgG
density affects the roundness and type of motion of the
cell footprint during spreading.

We assessed the roundness of the cell-substrate contact re-
gion in terms of the ratio of the radii of two circles defined by
the outline of this region, i.e., the largest inscribed circle and
the smallest circumscribed circle (Fig. 6 A). The value of
this roundness measure equals 1 for circular contours and is
smaller otherwise, with lower values corresponding to less
round contours. For each spreading cell, we measured the
roundness of individual contours within the phase of fastest
contact-area growth (where the spreading speed was greater
than 0.4 um?/s), then applied a moving average filter with a
window size of 8 s, and finally determined the maximum of
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these averages. This approach yielded roundness values in the
range of roughly 0.6-0.9, which exhibited no significant dif-
ferences between surfaces coated with different densities of
IgG (Fig. 6 B). Thus, the cell contours generally were charac-
terized by a moderate roundness that was independent of the
IgG density, indicating that phagocytic spreading proceeded
in a more or less uniform fashion on all tested surfaces.

The roundness measure does not capture unambiguous in-
formation about possible lateral displacements of the cell
footprint. To quantify the latter, we analyzed the positions
of the centroid of the cell-substrate contact region of
spreading cells in suitable video images. We defined the
centroid displacement Ar as the Euclidean distance by
which the centroid position moved during a given time inter-
val Ar (Fig. 6 C). We used these measurements to estimate
the instantaneous velocity of the centroid motion in terms
of the ratio Ar/At evaluated for successively recorded
centroid positions. For each spreading cell, we then aver-
aged the instantaneous values over the active spreading
phase. Most of the resulting average centroid speeds were
in the range of 0.01-0.06 um/s and exhibited no significant
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differences between substrates coated with different IgG
densities (Fig. 6 D).

In addition to evaluating the centroid speed, we also used
the measured centroid positions to assess the type of motion
of the cell footprint. Now choosing Az values in the range
from 4 to 60 s, we averaged the squared centroid displace-
ments of a given cell over all pairs of video frames whose
recording times differed by Az. We then calculated the aver-
ages of these mean-square displacements as a function of Az
for the whole population of cells spreading on a given sub-
strate (Fig. 6 E). Power-law fits of the form y = ax” to plots
of these mean-square displacements as a function of At
allow for a rough classification of the type of centroid mo-
tion. An exponent of b = 1 of such a fit implies a random
motion with Gaussian-distributed individual displacements,
as is typical, for example, for diffusion. If the exponent ap-
proaches 2, the motion generally is interpreted as more
migratory. The exponent of the power-law fit to the
measured mean-square centroid displacements was 1.57
on the highest density of IgG, whereas on the lowest IgG
density it was 1.86, suggesting that lateral displacements



of cells spreading on the highest IgG density were more
random, i.e., the cells were less likely to transiently explore
the substrate in a preferred direction.

The lack of a clear correlation between IgG density and
centroid speed (Fig. 6 D) contrasted with the observed dif-
ferences in centroid displacement (Fig. 6 E), suggesting
that on some substrates, moving cells changed direction
more frequently than on others. We verified this assumption
by assessing the directional persistence of centroid displace-
ments in terms of the decay of the time-dependent autocor-
relation function of the tangents of the centroid trajectory
(31). The resulting “directional persistence time” (materials
and methods) exposes for how long a cell footprint con-
tinues to move in roughly the same direction. The measured
persistence times generally were small and exhibited a large
spread; however, they were significantly shorter (~4.4 s on
average) on coverslips coated with the highest density of
IgG than on lower IgG densities (~7.5-8.3 s) (Fig. 6 F).
The averages of the closely related “directional persistence
distances” (product of centroid speed and persistence time)
traversed in a preferred direction were small, falling in the
overall range of 0.16-0.36 um, and exhibiting a significant
difference between substrates coated with nominal IgG
concentrations of 100 and 1% (data not shown). In sum-
mary, transient lateral polarization and directional move-
ment of the cells, while generally unlikely, indeed met
with stronger resistance on higher densities of IgG.

This analysis confirmed that the observed type of
spreading motion was specific to the phagocytic ligand
IgG. Overall, cells spreading on IgG tended to expand the
contact region in a uniform, concentric manner without
extending substantial exploratory protrusions in preferred
directions. As shown earlier (Fig. 4), this behavior may
change once the area of the cell-substrate contact region
has reached an apparent plateau.

Computer simulations reinforce mechanistic insights gained
from experiments

The comparison of experimental results with theoretical
predictions is an essential approach to test mechanistic hy-
potheses and decide whether observed correlations are coin-
cidental or causative. In a companion study, we have
translated different hypotheses about the driving force of
phagocytic spreading into mathematical models and exam-
ined the mechanical ingredients that such models require
to reproduce the cellular behavior (28). This section
provides a broadly accessible summary of our comparison
between the measured dynamics of the growth of the cell-
substrate contact area and theoretical predictions based on
the Brownian zipper and the protrusive zipper models,
respectively.

Details of our mathematical models are provided in the
companion paper (28). In short, we consider an immune
cell as an axisymmetric body with uniform surface tension
that is filled with a highly viscous, incompressible fluid
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(36,37). The model incorporates adhesive interactions be-
tween the cell surface and a flat, rigid substrate in terms
of a short-range attractive force that acts to pull the cell
onto the substrate in an irreversible manner. This basic
version of the model captures the essential assumptions of
the Brownian zipper hypothesis.

To introduce active cellular protrusion into this frame-
work, we postulate that fresh contact between the substrate
and the cell surface results in a transient, outward-pushing
force local to the leading edge of the cell-substrate contact
region. We do not attempt to model the microscopic origin
of this protrusive force, which would have to account for
receptor-induced signaling, spatiotemporal redistribution
of messenger molecules, translation of biochemical cues
into mechanical stresses, etc. Instead, our semiempirical
approach lumps these highly complex processes into the
rationale that receptor activation due to fresh cell-substrate
contact ultimately causes the protrusive force. We also as-
sume that the magnitude of protrusion decays as a function
of the time elapsed after the most recent receptor-ligand
binding event. One objective of our theoretical study is to
establish what distribution and magnitude of mechanical
stresses can account for the experimental results, and
whether the predicted stresses are physically realistic and
biologically plausible. The model version that includes the
protrusive force represents the protrusive zipper hypothesis.

As reasoned earlier, adhesion-driven, passive spreading,
which forms the core of the Brownian zipper hypothesis,
should result in a stronger correlation between the IgG
density and the spreading speed than active, primarily pro-
trusion-driven spreading. To verify this common sense
expectation and place it on sound quantitative grounds, we
simulated the dependence of the spreading speed on the
IgG density using both versions of our mathematical model
(Fig. 7). The simulations indeed revealed a dramatic differ-
ence in predicted cell-spreading behavior between these two
models. For realistically chosen parameter values, the
Brownian zipper model predicts a strong dependence of
the cell spreading speed on the density of IgG binding sites,
and the spreading speeds on low IgG densities are predicted
to be much slower than observed experimentally. In
contrast, the spreading speed predicted by the protrusive
zipper model hardly changes over a 1000-fold range of
nominal IgG concentrations and is similar to experimental
results. Comparison of the predictions of Fig. 7 D with the
measurements shown in Fig. 5, C and D clearly supports
the conclusion that the protrusive zipper hypothesis success-
fully captures the basic mechanisms underlying phagocytic
spreading, whereas the Brownian zipper hypothesis does
not.

The dependences of the maximum contact area on the
IgG density (Fig. 7 D) reveal another difference between
the two model versions. Recall that our experiments
exposed a significant increase of the maximum contact
area at higher IgG densities (Fig. 5 E). However, this
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increase is much smaller than the large differences
between the plateau values of the graphs predicted by the
Brownian zipper model (Fig. 7 D). On the other hand, the
predictions of the protrusive zipper model again provide a
notably better match with our experimental observations
(Fig. 7 D).

DISCUSSION AND CONCLUSION

The rapid execution of complex cellular motions is one of
the most amazing feats of immune cells, and critical to
phagocytosis, cell migration, and other vital processes.
However, precise descriptions of such motions and, more
importantly, understanding of the underlying mechanisms,
remain scarce. The quantitative analysis of frustrated phago-
cytosis presented in this paper is part of a larger research
area that focuses on the biomechanics of cells spreading
on surfaces, comprising both experimental work (38-44)
and theoretical studies (45-52). Our integrative experi-
mental/theoretical approach expands most previous ana-
lyses by quantifying how the ligand density affects the
cells’ spreading behavior, and to what extent adhesive versus
protrusive forces contribute to the cell motion. In conjunc-
tion with our theoretical companion paper, this approach
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has allowed us to resolve controversial mechanistic notions
about the spreading behavior of immune cells.

Our experimental strategy has been to expose human neu-
trophils to target surfaces that presented a range spanning
three orders of magnitude in density of deposited IgG.
The strong dependence of the cells’ spreading probability
on the IgG density confirms that the ligation of Fcy recep-
tors is the original cause of spreading. It also suggests that
a threshold in cell stimulation needs to be reached to induce
spreading. The most likely type of stimulating trigger ap-
pears to be a minimum number of engaged receptors. Alter-
natively, the primary stimulus could be the spacing between
engaged receptors, in which case their total number might
play a lesser role. Our current setup does not allow us to
distinguish between these two alternatives. It also is impor-
tant to bear in mind that the threshold level that triggers
spreading can vary considerably from cell to cell, suggesting
that it is affected by other factors, such as the degree of
quiescence of individual neutrophils.

The absence of a significant correlation between the IgG
surface density and the spreading speed of the cells is
perhaps the most consequential result of our experiments.
It provides a counterexample to the notion that spreading
might be driven by strong cell-substrate adhesion, thus



discrediting the Brownian zipper hypothesis in the case of
neutrophils and similar cells. In contrast, the protrusive
zipper hypothesis intuitively provides a better explanation
of our results. The strongest support for the validity of the
latter hypothesis comes from the agreement between com-
puter simulations based on the protrusive zipper model
and our experiments performed on different substrates.
Our finding agrees well with reports that, during isotropic
fibroblast spreading, the speed of spreading depended on
protrusive stress generated by the actin cytoskeleton
(40,49,52).

It is worth noting that the spreading speed of macro-
phage-like cells of the J774 murine cell line on IgG-coated
surfaces also was found to be largely independent of the
IgG density (23). Thus, our conclusion that cell spreading
is primarily driven by an active protrusive force likely
holds for motile immune cells in general. It also agrees
with a previously reported “all-or-nothing” signaling
response during IgG-mediated phagocytosis by macro-
phages (53), as well as with other studies in which macro-
phages readily consumed particles coated with low
densities of IgG (17,54). On the other hand, it conflicts
with computer simulations that neglected the role of cyto-
skeleton-driven protrusion and predicted that phagocytosis
should proceed most quickly at an optimal ligand density
(59).

Our finding that the spreading probability, but not the
spreading speed, depends on the IgG density reveals that
beyond the stimulus threshold that causes a cell to commit
to spreading, further strengthening of the stimulus appears
to have little effect on the mechanical cell response. In other
words, the spreading speed becomes decoupled from the
stimulus strength at some point. This raises the interesting
question at which step in the sequence of processes leading
from receptor ligation to cell movement the decoupling oc-
curs. Does receptor-induced signaling reach a limiting level
beyond which the activation of additional receptors is
ignored? Is there a bottleneck built into the redistribution
of messenger molecules? Or are the cell’s resources to
generate additional protrusive force exhausted? Answers
to questions like these, although beyond the scope of this
study, are an essential part of a comprehensive understand-
ing of vital immune-cell functions.

Our analyses of the geometry and type of motion of the
contact footprint, as well as the postspreading behavior of
neutrophils, round out this study, allowing us to paint a
detailed picture of the events after cell contact with an
IgG-coated surface. After reaching the surface, an initially
quiescent cell may undergo detectable Brownian motion
and/or be dragged along the surface by convection until
cell-substrate adhesion causes its arrest. Cell arrest is usu-
ally faster—often immediate—on surfaces coated with
higher densities of IgG, suggesting that it is mediated by
specific bonds between immobilized Fc domains and Fcy
receptors of the cell. It is worth bearing in mind, though,
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that neutrophils can arrest even on negative control surfaces
through nonspecific interactions.

Ligation of Fcy receptors ultimately leads to cell activa-
tion and spreading. Many intermediate mechanistic details
of this response remain uncertain, but our results strongly
suggest that an active protrusive force generated by the
cell local to the periphery of the contact footprint is the
main driver of spreading. There is ample qualitative evi-
dence supporting the cytoskeleton’s key role in the genera-
tion of this force through local actin polymerization and
cross-linking, both generally (56-58) as well as in the spe-
cific context of phagocytosis (22,24,59,60). For example,
actin inhibitors, such as cytochalasin B or latrunculin A,
suppress rapid fibroblast spreading (40,49,52) as well as
phagocytosis and spreading by immune cells (20,26,27).
Furthermore, F-actin accumulation at the front of the
phagocytic cup has been shown to be correlated with force
production during macrophage phagocytosis (61). Novel
techniques to measure phagocytic forces with high resolu-
tion hold great promise for illuminating the detailed mech-
anisms linking actin remodeling to force generation (62,63).
It seems plausible to ascribe the local character of this cyto-
skeletal remodeling to localized signaling triggered by fresh
cell-substrate contact.

Although cell-substrate adhesion is not the primary cause
of spreading, it still plays a critical role by securing and sta-
bilizing fresh contact regions, thus aiding further cell mo-
tion parallel to the surface. A subtle detail in the cell’s
control of its motion is the coordination of structural link-
ages between the actin cytoskeleton and the plasma mem-
brane. Weakening of such linkages at the protruding front
is likely to facilitate local forward displacements of the
cell surface. A molecular example of such behavior is the
calcium-dependent disruption of FERM-mediated linkages
by calpain (64—66). In contrast, in regions of established
cell-substrate contact, strengthening of membrane-cytoskel-
eton linkages prevents the main cell body from being lifted
away from the surface, while also providing bracing support
to the protrusive motion along the surface (21,22,67,68).
Several molecular players that either link integrins to the
cytoskeleton (e.g., talin, paxillin) or directly link the mem-
brane to the cytoskeleton (e.g., myosin I, ezrin) have
recently been shown to colocalize with the neutrophil or
macrophage phagocytic cup and facilitate directional force
generation (21,22,24,69).

Once the cell commits to spreading, it generally expands
its contact footprint in an isotropic, essentially concentric
fashion, resulting in a more or less round contact region
throughout the spreading phase. This behavior is fundamen-
tally different from migratory cell motions like chemotaxis,
which require sustained cell polarization not only in terms
of morphology and mechanics, but also intracellular
signaling. It seems logical to attribute this difference to
the nature of the stimulus, which is uniform in one case
and localized in the other. However, especially our
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substrates coated with low densities of IgG are unlikely to
present perfectly uniform IgG layers. Yet, even on these sub-
strates, the cell roundness was unaffected by the IgG den-
sity, providing further support to the all-or-nothing notion
of phagocytic spreading. This result also makes sense bio-
logically, considering that a phagocyte should be able to
engulf pathogens that are not uniformly coated with anti-
bodies. Finally, our conclusion that phagocytic spreading
tends to proceed in a symmetric fashion is particularly
impactful for theoretical investigations, as it reinforces the
validity of predictions made by mathematical models of
phagocytosis that assume an axisymmetric cell-target
configuration.

That said, we did observe larger centroid displacements
and a significantly higher directional persistence of cells
spreading on lower densities of IgG, in agreement with
observations of neutrophils spreading on different densities
of fibronectin or BSA (35) as well as other cell types; for
instance, endothelial cells that spread more unevenly on
lower densities of Arg-Gly-Asp (RGD) (43). This behavior
appears to resemble haptokinesis, albeit on a very small
scale considering that the overall cell displacements rarely
exceeded 2 um.

Our picture of phagocytic spreading would be incomplete
without considering its limits. What determines the
maximum extent of spreading? Key to answering this ques-
tion is the mechanical resistance to expansion of the
apparent cell surface area, i.e., the cortical tension. This
ever-present tension maintains the spherical shape of quies-
cent immune cells, and it rises as the cell surface area in-
creases during shape changes (10,11,26,69). Chemical
disruption of both actin and myosin II decreases the cortical
tension of human neutrophils during phagocytosis (26), con-
firming that the actomyosin cytoskeleton is a key player in
the coordination of cell spreading. Myosin II does not
appear to play a major role during the protrusive spreading
phase considered here (27) but has been shown to regulate
postspreading contractility of the cells (23,27).

Geometrical arguments similar to those leading to Eq. |
show that the apparent cell surface area grows monotonically
as the cell-substrate contact region increases. Thus, the pro-
trusive force generated by the cytoskeleton meets with
increasing mechanical resistance during cell spreading due
to the rising cortical tension. The magnitude of the outward
pushing force is not unlimited, and neither is the amount of
material that can be recruited to the cell surface to enable its
further growth. Either one of these closely related constraints
will stall spreading. Remarkably, our estimate of the
maximum apparent cell surface area produced during frus-
trated phagocytic spreading agrees well with values measured
previously in various types of experiments (10-13).

Even before the cell-substrate contact region reaches its
maximum extent, the rising cortical tension slows
spreading. A higher substrate density of adhesive IgG
ligands is expected to aid further spreading at this stage,
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because the distance over which the protruding cell mem-
brane needs to be displaced before reaching the next adhe-
sion site is smaller. The observed dependence of the
maximum extent of spreading on the IgG density (Fig. 5
E) confirms that this is indeed the case. Yet, this dependence
is much less pronounced than predicted by the Brownian
zipper model. This finding underlines the role of adhesion
as an important facilitator of spreading, regulating the cell’s
commitment to spreading, the maximum contact area, and
the directional movement of the contact region. However,
the results of this and other studies leave little doubt that
active cellular protrusion rather than adhesion is the primary
driving force of phagocytic spreading.
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