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a b s t r a c t

This work utilizes data from Twitter to mine association rules and extract knowledge about public
attitudes regarding worldwide crises. It exploits the COVID-19 pandemic as a use case, and analyzes
tweets gathered between February and August 2020. The proposed methodology comprises topic
extraction and visualization techniques, such as WordClouds, to form clusters or themes of opinions. It
then uses Association Rule Mining (ARM) to discover frequent wordsets and generate rules that infer
to user attitudes. The goal is to utilize ARM as a postprocessing technique to enhance the output of any
topic extraction method. Therefore, only strong wordsets are stored after discarding trivia ones. We
also employ frequent wordset identification to reduce the number of extracted topics. Our findings
showcase that 50 initially retrieved topics are narrowed down to just 4, when combining Latent
Dirichlet Allocation with ARM. Our methodology facilitates producing more accurate and generalizable
results, whilst exposing implications regarding social media user attitudes.

© 2022 Elsevier Ltd. All rights reserved.
1. Introduction

People have been using Social Media (SM) in an extensive
lobal scale, exchanging messages, posting opinions, news and
ore. During recent years SM public usage has greatly increased.
here are multiple functionalities on offer, rendering SM one of
he most popular online activities [1]. In 2020, over 3.6 billion
eople worldwide engaged with SM, with a predicted number of
round 4.41 billion users in 2025 [2]. They became a great source
f data for knowledge extraction.
The COVID-19 pandemic constitutes a worldwide health cri-

is, which became one of the hottest discussion topics. People
enerate vast amounts of online data regarding a variety of is-
ues pertaining economic, social, political or health implications.
t the same time, individuals, organizations, corporations and
overnments use SM. They act as a medium for exchanging in-
ormation or monitoring opinions and attitudes about this crisis.
he analysis of content derived from SM, such as Twitter, is
challenging task, since a large amount of data needs to be

ccumulated, summarized or aggregated. In general, SM plat-
orms tend to generate text data that are sparse and noisy. Great
ndeavor is required to analyze them for knowledge extraction.
Therefore, nowadays more than ever, there is a need for meth-

ds and techniques to handle these huge volumes of data and
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generate opportunities for mitigating global crises like COVID-
19. Governments, companies, organizations, and other involved
parties need tools for understanding the topics of discussions in
such events. These opportunities may involve better decision sup-
port for policy makers, improved and useful online information
retrieval and more.

Data Mining (DM) techniques, such as Clustering, Classifica-
tion and Association Rule Mining (ARM) are widely used for the
extraction of knowledge from SM data in various domains, such
as healthcare [3]. We often utilize such techniques for aggregating
or summarizing information retrieved from online content. If
grouped/modeled appropriately this content can generate topics
or themes that effectively represent the essence of the data [4].

This paper experiments on COVID-19 Twitter data by intro-
ducing a novel methodology for identifying topics of discussions
related with it. It performs a combination of Latent Dirichlet
Allocation (LDA) [5], a common topic extraction technique, and
then enhances its output with ARM. The methodology aims at
preprocessing tweets for a specific period and then extracting
knowledge related to public opinion.

The main contribution of this work is that it mitigates
issues arising during topic extraction and it identifies topics
precisely. Topic extraction techniques can be generic, often gen-
erating wordsets that do not infer to topics clearly. At the same
time, quite often, words can appear in multiple extracted topics,
leading to redundant data that are not ACID (Atomicity, Consis-
tency, Isolation, Durability) compliant [6]. For example, LDA tends

to appoint the same words within tweets to multiple topics. This

https://doi.org/10.1016/j.is.2022.102054
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http://www.elsevier.com/locate/is
http://crossmark.crossref.org/dialog/?doi=10.1016/j.is.2022.102054&domain=pdf
mailto:p.koukaras@ihu.edu.gr
mailto:c.tjortjis@ihu.edu.gr
mailto:d.rousidis@ihu.edu.gr
https://doi.org/10.1016/j.is.2022.102054


P. Koukaras, C. Tjortjis and D. Rousidis Information Systems 109 (2022) 102054

o
p
w
p
b
p
t
b
o
i
f
t

e
e
e
i
w
u
c
c
i
p
e
j

r
f
l
S
d

2

w
t

s
n
r
i
c
e
h
R
s
c
s

r
p
A
u
d
p
w
e

n
s
a
a
i
t
g

ccurs since the selection of words per topic is based on the
robability of each word belonging to that topic. Finding the same
ords along multiple topics means that these words have high
robabilities in those topics. Moreover, LDA requires a fixed num-
er of topics to be known ahead of time. We overcome this by
erforming topic coherence and topic stability analysis. We tackle
he non-hierarchical nature of most topic extraction approaches
y allowing the sharing of unique wordsets by creating a pool
f words and retrieve the strongest of them. Finally, we mitigate
ssues regarding static topic extraction by predefining the period
or retrieving COVID-19 related topics, but also by not considering
ime as an investigated feature.

The methodology consists of two main processes. First, topic
xtraction is performed using LDA. Then ARM takes place to
xtract the strongest wordset rules enhancing the overall topic
xtraction output. The resulting wordsets infer to discussion top-
cs about the pandemic, whilst mitigating the issue of multiple
ord-to-topic assignments. The strongest rules can be visualized
sing graphs or WordClouds outlining in a more accurate and
lear manner the frequently discussed topics. Our methodology
an lead to the generation of fewer topics, with stronger word
nference that represent public attitudes as expressed by Twitter
osts. The results showcase that it is possible to reduce the
xtracted topics related with COVID-19 tweets from 50 down to
ust four containing stronger word inferences.

The remainder of the paper is structured as follows. Section 2
eviews examples of topic and opinion extraction using SM data,
ocusing on Twitter posts related with COVID-19. Section 3 ana-
yzes our methodology, while Section 4 discusses results. Finally,
ection 5 summarizes achievements, and presents future research
irections.

. Related work

This section presents research regarding topic and frequent
ordset extraction utilizing SM data and recent attempts related
o COVID-19.

In [7] authors highlight the primary role of Twitter to facilitate
hort text messages for a variety of purposes, whilst proposing a
ovel topic detection technique. This technique allows real-time
etrieval of top emergent topics in communities. Text content
s extracted from tweets and modeled according to a life cir-
le introducing an aging theory. Identified terms are labeled as
merging, if they frequently occur in a specified time interval and
ave been rarely used in the past. The authors also used the Page
ank algorithm to rank the importance of the content based on its
ource. The study’s findings are validated by a navigable graph. It
onnects emerging terms accompanied by keywords, under user
pecified time slots for various use cases.
Analyzing content from Twitter and attempting to summa-

ize its information might become a quite challenging task. This
rocess can be accomplished by extracting topical key phrases.
context-sensitive Page Rank method considers locality and

tilizes a probabilistic scoring function to rank keywords. It also
eals with concepts such as relevance and interestingness of key
hrases before proceeding to ranking key phrases. The approach
as validated by experimenting on a Twitter dataset, showing the
fficacy of the topical key phrase extraction process [8].
Twitter offers microblogging services. It generates a great

umber of instant messages, creating opportunities for opinion
ummarization. Celebrities and brands are entities that generate
large volume of tweets. A proposal about an entity-centric

nd topic-based opinion summarization framework is presented
n [9]. The methodology for summarizing topics based on ex-
racted opinions comprises of (i) mined topics from hashtags, (ii)
rouping hashtags on a weekly basis, (iii) similarity calculation
2

among them and (iv) utilization of the Affinity Propagation algo-
rithm to group hashtags into coherent topics. Then a dependent
sentiment classification approach identifies the opinion for a spe-
cific target of tweets generating insights. The integration of topic,
opinion, insights and other factors (e.g., language styles) forms an
optimization framework for extracting opinion summaries.

SM pose a great source of user generated information context.
That context exposes user interaction, streams of content, friend-
ships and more. In Twitter, this user content can be extracted by
exploiting conversation patterns and lists of user generated Twit-
ter data. In such an approach, mined user context can generate
user topics of interest. The validity of this attempt displays an
84% precision regarding the indication that topic information can
be extracted from just the user context [10].

Since SM contain rich and abundant information, there is also
the need for successful filtering and extraction of trending topics
and events. A variety of methods exists for this process, exposing
different qualitative results. A comparative research identified six
topic detection methods, validated with three Twitter datasets
regarding events. Variables, such as the nature of the event,
the activity over time, sampling and pre-processing related data,
affect each method. Standard Natural Language Processing (NLP)
methods do well on very specific topics, while novel methods
need to be employed for handling heterogeneous streams of
concurrent events. A novel topic detection method based on topic
co-occurrence and ranking, seems to perform well, considering
the aforementioned conditions [11].

A study about criminal incidents exploits SM data to predict
such events that previously relied only on historic crime records,
geospatial data and demographics [12]. In SM there might be
context that involves incidents of interest, inferring to possible
upcoming events. This approach combines NLP of Twitter posts,
dimensionality reduction with LDA and a linear prediction model.
The evaluation of results is performed attempting to predict
hit-and-run crimes, showcasing that it performs better than a
baseline model for multiple days.

For effective text mining in real-time data from SM, the pro-
cess of stemming may be valuable. New text mining challenges
arise due to the great amount of text data produced by SM.
Most of the text mining techniques apply to pre-defined datasets
that are processed without applying limitations to computational
complexity and execution times, while not paying attention to
event triggers. A work that proposes a lightweight event de-
tection method that uses wavelet signal analysis of hashtags is
presented in [13]. LDA along with Gibbs Sampling become a
part of a proposed strategy for detecting events while Contin-
uous Wavelet Transformation identifies mention hypes for user
specified hashtags. Results show that the proposed approach can
summarize Twitter events in streaming environments.

Another novel technique for topic modeling utilizing Twitter
data is presented in [14]. It creates groups of tweets occurring
in the same conversation between two users. Therefore, a new
scheme takes form, allowing tweets and their replies to be ag-
gregated into a document. The users who post them are marked
as co-authors. An experimental dataset for topic modeling occurs
by utilizing LDA and Author–Topic Model (ATM) to create pools
of tweets. A comparative analysis shows that the proposed ap-
proach outperforms others in the quality of formed clusters and
document retrieval.

SM are being used extensively around the world and are a
source of news, opinions and many more on a daily basis. There-
fore, opportunities for an automated tool that identifies topics
and user sentiment arise. A prototype tool that attempts to iden-
tify the pulse of Arabic users is introduced in [15]. Twitter data
are used for extracting unigram words appearing more than 20
times in each corpus. Then, they are fed as features for grouping
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weets with bisecting k-means clustering. Results show that the
uality of identified topics reaches 72.5%.
Twitter is commonly used for the dissemination of online

vents that happen in real-time. Frequent Pattern mining was uti-
ized to detect topics in Twitter data. In that case topics comprise
roups of words; yet the possibilities for utility pattern genera-
ion are omitted. Such a method that attempts to detect emerging
opics utilizing Utility Pattern mining along with Frequent Pattern
ining is proposed in [16]. Tweets are grouped based on time
indowing and a utility of words is defined based on the growth
ate and frequency. Then, postprocessing extracts topic patterns
o be stored in a Topic-tree data structure. Experimental evalua-
ion is conducted in three datasets, demonstrating better results
5% higher topic recall) and faster execution times compared to
ther topic detection techniques.
SM platforms such as Twitter produce sparse and noisy text

hat could be organized into an ontology containing multiple
opics. The data can be processed in real-time generating new
pportunities for an industrial application that deals with the
opic modeling issue in a feasible and effective manner. Such
system providing functionalities like non-topical tweet detec-

ion, automatic labeled data acquisition, diagnostic and corrective
earning and high precision topic inference is presented in [17].
opic inference is achieved with a training algorithm for text
lassification. It uses a mechanism that associates text with ex-
ernal information sources with 93% precision and adequate topic
overage.
The COVID-19 pandemic severely impacts societies and people

t the economic, psychological and health level. Governments,
rganizations, and individuals make use of SM attempting to mit-
gate this impact. There is a need to extract knowledge regarding
ontent topics that emerge from SM platforms, to inform policy
akers and health experts about public opinions and needs. A
tudy utilized 2.8 million tweets identifying 12 topics that were
lustered into four themes: (i) the origin of the virus, (ii) the
ource of the tweet, (iii) its economic and society impact, and
iv) mitigation of the risk infection options [18]. Ten topics had
ositive sentiment, whilst two had negative, related to deaths and
acism. The implications suggest that SM should be utilized to
ommunicate useful health information to the public. Worldwide
ealth systems should focus on disease detection, monitoring
nd surveillance systems that take advantage of the information
enerated by the SM.
COVID-19 is a trending topic on SM and more specifically on

witter. Governments and policy makers take measures attempt-
ng to contain the virus spread. Authors in [19] attempt to analyze
nd report on public reactions according to data extracted from
witter. They utilized VOSviewer for extracting clusters of COVID-
9 related tweet sentiment that form topics, labeled as public
entiments for (i) USA, (ii) Italy, Iran and a vaccine, (iii) doomsday
nd science credibility, (iv) India, (v) COVID-19’s emergence, (vi)
hilippines, and (vii) US Intelligence Report. In addition, the most
requent itemsets were synonyms of COVID-19 while the most
requent and confident association rules involved words related
ith testing, lockdown and China.
Lockdowns around the world were imposed against the pan-

emic. SM have been paramount for sharing information about
his crisis. A mixed-methods analysis of tweets for the period of
ay 10 to May 24, 2020, was conducted utilizing the MAXQDA
oftware along with the Twitter API for COVID-19 related data
or New York. Content analysis unveiled primary topics from
nstructured textual data, exposing six themes. These are surveil-
ance, prevention, treatments, testing and cure, symptoms and
ransmission, fear and financial loss. Accessing public concerns
n real-time during the pandemic exposes new fears regarding

ublic health [20].

3

According to the literature, there is a variety of attempts for
topic and opinion extraction from Twitter with various problem
applications, themes and use cases (healthcare, celebrities, crime,
event detection etc.). In addition, there is a wide mix of methods
used. For example, Page Rank [7,8], Affinity Propagation [9], LDA
and linear prediction model [12], LDA with Gibbs Sampling and
Continuous Wavelet Transformation [13], LDA with Author–Topic
Model [14], k-means clustering [15], Utility Pattern mining along
with Frequent Pattern mining [16], VOSviewer [19] and MAXQDA
software [20]. Moreover, the evaluation is performed in different
datasets under different circumstances, rendering a comparative
validation/analysis impossible. In general, topic extraction tech-
niques generate wordsets that do not infer to topics in a clear
manner. At the same time, words can often appear in multi-
ple extracted topics. Topic extraction involving LDA frequently
requires to predefine the number of topics, whilst enforcing a
non-hierarchical analysis which does not allows data sharing
among internal algorithmic iterations. Finally, most LDA related
attempts address static topic extraction, i.e. topics do not evolve
over time.

Our approach envisions to enhance the output of any topic
extraction technique by performing ARM on its output. It tackles
the issues of: (i) appointing the same words within tweets to
multiple topics by replacing a probabilistic identification of strong
words with a rule-based identification. (ii) requiring a prede-
fined number of topics by performing topic coherence and topic
stability analysis. (iii) non-hierarchical analysis by considering
unique wordsets in a uniform manner (throughout the whole
dataset) by creating a single pool of words resulting frommultiple
LDA executions, retrieving the strongest of them for generating
topics (using ARM on the output of LDA). (iv) issues related with
static topic extraction with no evolution of topics over time by
predefining the period for retrieving topics related with COVID-
19, but also not considering time as an investigated feature in line
with our research design.

To the best of our knowledge, this approach is unique. For
validating its results, we utilize LDA, a common topic extrac-
tion method, combined with ARM for identifying the strongest
wordsets that form topics.

3. Research methodology

3.1. Summary

This work utilizes Twitter data retrieved over a period of 153
days, from 27th of February 2020 up to 28th of August 2020, in a
worldwide scale. It aims to provide insights about the pandemic,
exposing capabilities related with topic extraction from text data.

Our research methodology consists of four steps: (i) Prepro-
cessing, (ii) Topic Extraction, (iii) Association Rule Mining (ARM)
and (iv) Knowledge Extraction. Fig. 1 outlines the key compo-
nents of this methodology, as well as the process flow for the
methodology. Each of these steps are detailed in the following
subsections. Knowledge extraction is elaborated separately as it
culminates the results of this study.

3.2. Dataset

The dataset for this research was gathered using a crawler to
retrieve tweets from Twitter’s search functionality.1 The search
keywords included COVID-19 common synonyms such as ‘‘coro-
navirus’’, ‘‘covid’’, ‘‘covid-19’’ and ‘‘corona’’. The tweets under
scrutiny date from 27/2/2020 until 28/8/2020, summing up to
2,146,243 unique tweets. The tweets have been filtered so that

1 https://twitter.com/explore.

https://twitter.com/explore
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Fig. 1. Flowchart for our methodology.
hey only contain English text. Although crawling bypasses some
f Twitter API’s2 drawbacks, such as the max number of retrieved
weets, it generates other issues like the need for better text
reprocessing.
The implemented method only crawled tweet text, since we

id not intend to associate tweets with users, datetimes or tweet
ost counts. We focused on extracting themes or topics in a
niform manner, for the investigated period of 153 days.

.3. Preprocessing

Data preprocessing is a step that typically involves data trans-
ormations prior to analysis. This work deals with text pre-
rocessing in English, in order to prepare the data for topic
xtraction and ARM (Fig. 1). The employed sub-processes of pre-
rocessing include incorporation of regex for removing whites-
aces, HTML, URL and hashtag elements, Language text filtering
English), stopword removal, tokenization, and detokenization.

More specifically, we employ regular expressions to remove
hitespaces, HTML, URL and hashtags with the re library (Regular
xpression operations,3). The tokenization of text is employed by
tilizing the nltk.tokenize package.4 Next, stopword removal is
mplemented utilizing in a sequential manner the build-in English
exicon versions from three libraries/packages/modules spacy.5
enism,6 and nltk.corpus.stopwords7 The reason for doing so,
s to increase the overall stopword lexicon without having to
anually append words. To perform a morphological analysis of

he words, we use lemmatization from nltk.stem.wordnet.8 That
ay we extract the lemma of the words in most of the cases.
etokenization takes place by incorporating the Penn Treebank
etokenization implementation from nltk.tokenize.treebank.9 Af-
er preprocessing, the tweets take the form shown in Table 1

2 https://developer.twitter.com.
3 https://docs.python.org/3/library/re.html.
4 https://www.nltk.org/_modules/nltk/tokenize.html.
5 https://spacy.io/.
6 https://pypi.org/project/gensim/.
7 https://www.nltk.org/_modules/nltk/corpus.html.
8 http://www.nltk.org/_modules/nltk/stem/wordnet.html#
ordNetLemmatizer.
9 https://www.nltk.org/_modules/nltk/tokenize/treebank.html.
4

while the overall usable tweets were reduced from 2.146.243 to
2.062.864 (96,12% of the initial dataset).

3.4. Topic extraction

To perform topic extraction, we need to employ document
(tweet) clustering. This process allows for the abstraction and
analysis of lots of data. Once the tweets are clustered, we can
allocate new tweets to existent clusters (topics) based on a text
similarity metric.

LDA [5] is a topic modeling algorithm that stores and iden-
tifies topics and text distribution from a pool of existent text
documents, such as tweets. Therefore, once tweet preprocessing
concludes, LDA can extract topics. The LDA steps are:

1. Set a number k of topics to be identified.
2. Randomly place each tweet word in one temporal topic.
3. Iterate, processing all tweets and words computing (i) the

probability the currently indexed tweet to be appointed to
a specific topic, according to how many of the words of this
tweet are already appointed to the same topic as the cur-
rently indexed word and (ii) the percentage of the tweets
appointed to the same topic as the currently indexed word.

Steps 1–3 are executed n times, with n being a predefined
value before the algorithm commences. Then, each tweet is ap-
pointed to a unique topic according to its most dominant words.
For LDA parameter tuning we used the default parameters of
scikit-learn.10 For n, we used 10 iterations, the default parameter
value.

The value for k is usually set by calculating topic coherence for
a variety of topic numbers. HDP-LDA can be used instead of LDA,
despite both being subject to misinterpretation [21]. LDA requires
user specified k, while HDP-LDA operates with an unbounded
number k, defined by data. For the purposes of this study, we
created multiple LDA models with different k values, utilizing the
preprocessed tweets dataset (Section 3.3). We employed Jaccard
similarity [22] to perform a topic stability analysis [23], but we
also performed topic coherence analysis [24]. We exploit this

10 https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.
LatentDirichletAllocation.html.

https://developer.twitter.com
https://docs.python.org/3/library/re.html
https://www.nltk.org/_modules/nltk/tokenize.html
https://spacy.io/
https://pypi.org/project/gensim/
https://www.nltk.org/_modules/nltk/corpus.html
http://www.nltk.org/_modules/nltk/stem/wordnet.html#WordNetLemmatizer
http://www.nltk.org/_modules/nltk/stem/wordnet.html#WordNetLemmatizer
https://www.nltk.org/_modules/nltk/tokenize/treebank.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
https://scikit-learn.org/stable/modules/generated/sklearn.decomposition.LatentDirichletAllocation.html
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Table 1
Examples of original and preprocessed tweets.
Original tweet Preprocessed tweet

Thank you for taking the time to consume, digest, and distill this information for all of us.
Just want to give you some positive reinforcement from a fan of Boomers and ultimately
history and proven experience. #knowledge #coronavirus

Thank take time consume digest distill information
want positive reinforcement fan boomers ultimately
history prove experience

No I am more worried about the 1% fatality rate of the #coronavirus Worry fatality rate

Which zombie apocalypse film does our government’s response to #Coronavirus most closely
resemble?

Zombie apocalypse film governments response
closely resemble

# Coronavirus Vaccine ’at Least a Year’ Away, Health Official Says #USA #Republicans
President Donald #Trump told reporters we were ‘‘very close’’ to a coronavirus vaccine,
causing confusion as to the state of a vaccine. https://www.newsweek.com/anthony-fauci-
coronavirus-vaccine-year-away-public-availability-1489214

Vaccine year away health official say president
donald tell reporters close coronavirus vaccine cause
confusion state vaccine

So let me get this straight, world governments can’t stop #coronavirus from spreading but if
we pay more tax we can change the planets temperature #ClimateChangeHoax

Let straight world governments stop spread pay tax
change planets temperature

The #coronavirus is not a time for politics. #COVID19 Time politics

‘‘Radiologists understanding of clinical and chest CT imaging features of coronavirus disease
2019 (COVID-19) will help to detect the infection early and assess the disease course.
https://pubs.rsna.org/doi/10.1148/radiol.2020200490
#Corona #coronavirus #CoronaOutbreak #COVID19 #COVID-19

Radiologists understand clinical chest ct image
feature coronavirus disease covid help detect
infection early assess disease course

Coronovirus could be answer we’ve been looking for to tame medicare costs and prevent the
collapse of #SocialSecurity #coronavirususa #coronavirus #CoronavirusOutbreak
#CoronaVirusUpdates #boomers pic.twitter.com/EX5sQ6XXX7

Coronovirus answer weve look tame medicare cost
prevent collapse

‘It’s post-apocalyptic’: how #coronavirus has altered day-to-day life
https://www.theguardian.com/world/2020/feb/21/post-apocalyptic-how-coronavirus-has-
altered-day-to-day-life-wuhan-north-england?CMP=share_btn_tw

Postapocalyptic alter daytoday life
Fig. 2. Similarity, coherence and optimal number of topics.
ombinatorial approach and present results in the form of two
etrics. This process acts as an indicator for identifying semantic
imilarity across high scoring words, within all possible k number
f topics. According to Fig. 2, the optimal number of topics k =

0 is derived from the maximum difference between coherence
nd similarity.
To sum up, first LDA is incorporated to our methodology to

xtract topics. This allows a high-level analysis that narrows
own public attitudes during the COVID-19 epidemic period un-
er scrutiny (27/2/2020 up to 28/8/2020). That way, we extract
trong keywords with a commonly used method (LDA) repre-
enting public attitudes/opinion. Next, we perform ARM on these
trong keywords attempting to enhance the topic extraction pro-
ess while mitigate issues of the LDA approach (as reported in
ection 1).

.5. Association rule mining

ARM is a DM technique that allows the discovery of relation-
hips between variables in databases. In general, ARM refers to
5

items and itemsets (sets of items) and associations among them.
In this paper, we customize and employ ARM notation and ter-
minology to fit the SM domain. We substitute transactions with
words per topic, items with words and itemsets with wordsets
(i.e. sets of words). Thus, we attempt to find the strongest word
rules within tweets by using metrics such as support, confidence,
lift and leverage [25]. There is a variety of ARM algorithms to
choose from, such as Apriori [26] or FP-Growth [27] that require
to manually set the minimum support levels for extracting fre-
quent wordsets. Other implementations, such as ARMICA [28],
utilize techniques like the heuristic Imperialism Competitive Al-
gorithm (ICA) to extract frequent wordsets without the need to
specify support levels.

For the purposes of this paper, we utilize four measures for
extracting interesting word rules from tweets, minimum support
and confidence, as well as lift and leverage.

Let I = {i1, i2, i3 . . . , in} be a set of n binary attributes called
words. Let P = {t1, t2, t3 . . . , tn} be a set of transactions called
the pool of tweets. Each transaction in P has a unique id and
within it resides a subset of the words in I. A generated rule is

https://www.newsweek.com/anthony-fauci-coronavirus-vaccine-year-away-public-availability-1489214
https://www.newsweek.com/anthony-fauci-coronavirus-vaccine-year-away-public-availability-1489214
https://pubs.rsna.org/doi/10.1148/radiol.2020200490
https://www.theguardian.com/world/2020/feb/21/post-apocalyptic-how-coronavirus-has-altered-day-to-day-life-wuhan-north-england?CMP=share_btn_tw
https://www.theguardian.com/world/2020/feb/21/post-apocalyptic-how-coronavirus-has-altered-day-to-day-life-wuhan-north-england?CMP=share_btn_tw
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suggestion of the form X⇒Y where X, Y⊆I and X ∩ Y = ∅. In
hat case the wordset X is the antecedent or left-hand-side (LHS)
nd Y the consequent, or right-hand-side (RHS) of the rule [29].
For selecting the most interesting rules from a set of rules for a

ool of tweets, we must use thresholds regarding significance and
nterestingness. The metrics to set these thresholds are minimum
upport and minimum confidence, respectively.
Support Supp(X) of a wordset X is the proportion of the tweets

ithin a dataset that contains that set of words [30].
Confidence is an estimate of the probability of identifying

ords in the RHS of a rule within the tweet given that these
ords also satisfy the LHS. Confidence is essentially a metric that
efines whether a rule is true and its frequency. It is given by the
ollowing formula [30]:

onf (X ⇒ Y) =
Supp(X ∪ Y)

Supp(X)
(1)

Lift calculates the degree of communality of antecedent and
onsequent wordsets that appear concurrently in case they are
tatistically independent. Lift values range between [0, ∞]. When
ift is equal to 1, the wordsets (antecedent and consequent) are
ot related. A value between (0, 1) suggests a negative associa-
ion, while values ranging between [1, ∞] indicate even greater
ssociation as the value increases [31].

ift(X ⇒ Y) =
Conf (X ⇒ Y)

Supp(Y )
(2)

Leverage calculates how different is the probability of a rule
compared to the probability in case the antecedent and con-
sequent wordsets are statistically independent. Its value ranges
between [−1, 1]. When the value is equal to 0 this indicates
that the wordsets are independent. The greater positive value
of leverage suggests an even stronger positive relation, while
more negative values indicate stronger negative relations of the
wordsets (antecedent and consequent) [25].

Leverage (X ⇒ Y) = Supp (X ⇒ Y) − Supp (X) ∗ Supp(Y ) (3)

For experimenting with ARM on COVID-19 related tweets we
sed the FP-Growth algorithm. It is an exhaustive ARM algo-
ithm able to produce the same results as Apriori, yet it is much
aster [32]. That is a positive characteristic, since our experi-
entation involves thousands of unique words inside millions of

weets.
FP-Growth finds how many times words appear in the dataset

f tweets and places them to a header table. A FP-tree structure is
onstructed through the insertion of these instances. The words
n each of the instances get sorted in a descending order, based
n the frequency of appearance in the dataset, enabling a faster
ree traversal. At this point a threshold for traversal is set and all
ords that do not match the required conditions are discarded.
hat way, large wordsets can be constructed faster; by processing
he compressed dataset version in a recursive manner, without
reating candidate words and validating them throughout the full
ataset. The recursive process concludes finding the longest sets
f words pertaining the minimum coverage and the generation of
ssociation rules starts [27].

. Results

This section presents results related to retrieved WordClouds,
requent Wordsets and Association Rules. As discussed in Sec-
ions 3.3 and 3.4, we used LDA to extract topics from the database
f preprocessed 2,062,864 tweets. The goal was to form clusters
f topics that represent public feelings, opinions, attitudes or
iscover inferences regarding them. For that reason, LDA was
erformed several times. Table 2 shows results from these simu-

ations.

6

Table 2
Simulations summary, 10 topics and extracted words per execution.
Simulation min_threshold number_of_extracted_words

1 1000 2713
2 2000 1597
3 3000 1153
4 4000 886
5 5000 713

We set a minimum threshold ensuring that if words appear in
less than 1000, 2000, 3000, 4000 and 5000 tweets respectively,
they are ignored. We empirically set these thresholds to range
around 0.05% and 0.25% of the overall sum of tweets (2,062,864).
As a result, words that seem to be too common to have a strong
meaning for the topics are discarded. We report on the number of
extracted words per execution. That way, we were able to observe
how the number of extracted words decreases as the minimum
threshold increases. In addition, we performed an analysis to
set the number of extracted topics to be 10 as explained in
Section 3.4. Next, we retrieved the 20 most common words for
each topic, along with their weights (number of appearances) to
form WordClouds.

We do that in order to rank and visualize the most frequently
appearing words per generated topic.

Table 3 indicatively shows the top 10 words from LDA sim-
ulation_no1. The complete ranking list per LDA simulation along
with the weights per word (number of appearances) can be found
in Appendix A.

4.1. WordClouds

It is quite common to use WordClouds to visualize the
strongest words per topic. For example, Fig. 3 depicts Topic#3
results from simulation#1.

Similar figures are employed to visualize the words for each
topic, such as Topic#4 (Fig. 4).

For enhancing result visualization, we used a graph for each
LDA simulation instead of just using WordClouds for depicting
the topics retrieved, (Fig. 5). Each topic is depicted as a hub linked
with nodes, corresponding to words belonging to that topic, gen-
erating a network of words and topics. The size of each node
depends on the word’s weight, i.e. its number of appearances
in the dataset. The size of each hub results from the average
number of appearances of its words. A graph visualization for
each simulation is presented in Appendix B.

We performed five simulations attempting to generate topics
or clusters that contain the stronger words retrieved from the
tweets dataset. Yet, it is unclear what the theme of each topics
is or whether some topics infer to the same theme.

One way to retrieve the theme for each topic is to set a
threshold for appearances beyond which words can be considered
influential for setting the theme of the topic. For example, accord-
ing to Table 4 Topic#3 has a sum of 431,579 word appearances,
while Topic#4 has a sum of 547,267 word appearances. If we arbi-
trary set a min threshold of 10% for considering a word important,
this would mean that any words that have less appearances than
43,158 should be omitted. Respectively, for Topic#4 this number
would be 54,727 appearances.

In that case, the extracted themes for each topic should be,
Topic#3 (home, stay, work) and Topic#4 (null). If we lower the
threshold to 5%, we may include many words that might intro-
duce noise to the theme inference. At 5% we have the following
outcome, Topic#3 (home, stay, work, safe) and Topic#4 (like,
time, know, go, social, look, think, watch, good). Therefore, we
need a mechanism to search and decide which words are consid-
ered more important amongst all the retrieved topics, and clarify
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Table 3
Ten most common words per topic for simulation#1.
Rank T0 T1 T2 T3 T4 T5 T6 T7 T8 T9

1 covid coronavirus pandemic home like case need people virus close
2 hand outbreak impact stay time new help die mask school
3 corona read covid work know test fight days trump service
4 wash pandemic business safe go deaths people infect spread measure
5 vaccine say market time social report health patients china order
6 ms covid new test look total world symptoms stop public
7 dr question company get think number crisis kill people lockdown
8 clean ill crisis family watch positive pandemic covid dont spread
9 virus amid help quarantine good confirm time virus news open
10 drug uk team individuals day coronavirus support disease corona pay
Fig. 3. LDA simulation_no1 Topic#3 WordCloud.
Fig. 4. LDA simulation_no1 Topic#4 WordCloud.
his selection based on the occurrences within the dataset. Also,
e observe that words such as ‘‘people’’ or ‘‘get’’ may appear in
ultiple topics. To that end, we perform ARM on the set of strong
ords per topic. We attempt to narrow these down possibly to
ingle words, and identify, in a more precise manner, what is the
ublic attitude regarding the pandemic during the investigated
eriod.

.2. Frequent wordsets

As a first step, we append to a list all extracted words ap-
ointed to topics resulting from all simulations. That way we
erge all simulation results into a dataset that contains the
trongest words that can be exploited from the tweets dataset.
he top-30 most frequent words in this dataset are shown in
ig. 6. The top five words in a descending order are ‘‘people’’,
‘coronavirus’’, ‘‘covid’’, ‘‘need’’ and ‘‘pandemic’’.
7

For identifying frequent wordsets we utilized FP-Growth (Sec-
tion 3.5). We experimented with a variety of values for the
minimum support level in order to extract frequent wordsets.

According to Table 5 there is only one frequent wordset when
setting minimum support to 50%. We dropped it down to 3%
and stopped, since the identified wordsets with such low support
levels become too many. Our aim is to identify the most frequent
wordsets with the stronger possible associations.

4.3. Association rules

We utilized lift and leverage, as described in Section 3.5, to
extract the strongest rules. These measures show how the proba-
bility of a rule to hold can relate to the expected probability, when
the antecedent and consequent wordsets are independent from
each other. The difference is that lift can compute the strongest
wordset associations for wordsets with lower support (less fre-
quent wordsets), whilst leverage prioritizes wordsets with higher
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Fig. 5. Graph visualization of simulation_no1, Topic#3 and Topic#4.
Table 4
Simulation#1 Topic#3 & Topic#4 word ranking.
Rank Topic 3 words Topic 3 word appearances Topic 4 words Topic 4 word appearances

1 home 78711 like 53379
2 stay 70744 time 44102
3 work 56798 know 34043
4 safe 36521 go 33540
5 time 20496 social 31223
6 test 16538 look 31207
7 get 14618 think 30573
8 family 13733 watch 30250
9 quarantine 11941 good 29796
10 individuals 11262 day 26768
11 people 11107 people 26198
12 let 11001 live 24323
13 help 10832 dont 22888
14 im 10715 distance 22381
15 day 10506 come 20529
16 advice 10039 life 19270
17 self 9910 im 17741
18 dont 8797 happen 17246
19 away 8742 right 16013
20 tip 8567 get 15797
support levels. As we want to extract the strongest rules within
the dataset, we focused on ranking the strongest rules, based on
high leverage values, shown in Table 6.

We grouped words into topics by combining results from
he top-50 most common words and association rules with the
trongest support, confidence, lift and leverage. We identified
trong rules by filtering out rules with leverage less than 9%,
s they tend to have the same support, confidence, and lift,
endering the rules identical. The strongest 138 association rules
an be found in Appendix C.
We grouped the strongest wordsets observing these rules

nd used graphs to visualize the final topics extracted from the
8

dataset. This process forms four topics, depicted in Fig. 7. Node
size for topics signifies its weight or word count of appearances,
while node size for words signifies its frequency.

Topic#0 infers that people (‘‘people’’) discuss personal opin-
ions (‘‘im’’, ‘‘think’’, ‘‘like’’, ‘‘know’’), negative attitude (‘‘dont’’)
and inferenced motivations such as ‘‘go’’, or ‘‘get’’. Topic#1 in-
fers that users post tweets using COVID-19 synonyms, such as
‘‘corona’’, ‘‘coronavirus’’, ‘‘covid’’, ‘‘virus’’ to comment about up-
dates (‘‘update’’) on new (‘‘new’’) cases (‘‘case’’) or death(s). It
should be noted that COVID-19 hashtags were filtered during
data pre-processing. In addition, according to leverage values
of rules associated with ‘‘death’’ and ‘‘deaths’’, it is more likely
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Fig. 6. Top 20 frequent words.
Table 5
Number of frequent wordsets with different support levels.
Min_support level Frequent wordsets

50% 1
40% 3
30% 4
20% 19
9%–10% 16622
7%–8% 33480
5%–6% 135696
3%–4% 570924

Table 6
Number of association rules according to leverage.
Min_leverage level Rules

10% 58
9.4–9.5% 102
9.3% 114
9.2% 130
9.1% 138
9% 4,598,926

that ‘‘deaths’’ appear instead of ‘‘death’’. If stemming was applied
during preprocessing ‘‘death’’ and ‘‘deaths’’ would stand as the
same lemma: ‘‘death’’. We chose not to apply stemming, as we
are interested in this level of detailed information, for example, if
a tweet refers to a single death or its plural form; yet we applied
lemmatization. Topic#2 has a more arbitrary inference, since it
contains the words ‘‘need’’, ‘‘look’’ and ‘‘time’’. It might be the case
that users discuss the time needed for developing a cure. Yet, this
cannot be proven by this analysis since these associations were
not identified within the results.

Topic#3 has a rather clear inference containing the words
‘pandemic’’ and ‘‘crisis’’. Therefore, people label or mention in
osts COVID-19 as a pandemic and probably comment on the
umerous drawbacks of a crisis.
It is also evident that tweets that belong to Topic#0 and

opic#1 appear much more often than Topic#2 and Topic#3, as
ndicated by the size of their nodes.

Our analysis focuses on Twitter data related with COVID-19 re-
rieved between February and August of 2020. We first performed
9

data preprocessing and then applied a common topic extraction
technique (LDA) to retrieve the themes of discussions regarding
the pandemic. Then, we attempted to improve topic extraction
by narrowing down the number of top retrieved topics utilizing
ARM. We aimed at discovering the greatest possible values, while
being driven by data observation. These values are related with
the interpretation of ARM measures, each used for a different
purpose to identify the strongest rules between wordsets inside
topics. The experimentation was conducted with various values
for these measures as presented in this section. The results show-
case that the task of topic extraction can be enhanced and further
generalized by combining LDA with ARM leading to less yet more
representative topics.

5. Conclusions

This paper attempts to introduce improvements in topic ex-
traction from SM data. It showcases a methodology that narrows
down the selection of wordsets to be included in extracted topics.
This is achieved by utilizing a topic extraction method (LDA)
and then ARM to identify word frequency appearances in these
topics.

We analyzed 2,146,243 unique tweets for a period of 153 days,
from 27/2/2020 up to 28/8/2020, focusing on discussions during
the pandemic. Thus, a public dataset for a similar task is not
available. We performed data preprocessing and topic extraction
with various simulation parameters. For topic extraction, we used
the LDA method. The output of LDA simulations displayed the
existence of discrepancies regarding topic extraction. For exam-
ple, the same strong words can appear in multiple topics at the
same time or extracted topics may contain many trivia words that
make topic theme inference more difficult (see Fig. 8).

To address these issues, we performed ARM to identify new
topics that suggest SM user attitudes in a more precise and
distinct manner. For this purpose, we generated wordset rules
utilizing common ARM measures, such as support, confidence,
lift and leverage. Out of the 50 topics retrieved by the LDA
topic extraction method, we narrowed these down to four topics
by removing trivia wordsets, while showcasing few and more
representative strong wordsets that infer each topic theme. We
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Fig. 7. Final Topic Extraction resulting from ARM rules.
Fig. 8. Final Topic Extraction resulting from ARM rules with relaxed metrics’ filtering.
onclude that the utilization of ARM as an extra filter for the
esults of common topic extraction techniques, such as LDA, can
id producing more representative and accurate results regarding
M user attitudes.
10
5.1. Implications

The proposed topic extraction methodology enhances the ex-
traction of insights regarding SM user opinions, attitudes, and
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Table 7
20 most common words per topic for LDA simulation_no = 1.
Rank Topic 0

words
Topic 0
weights

Topic 1
words

Topic 1
weights

Topic 2
words

Topic 2
weights

Topic 3
words

Topic 3
weights

Topic 4
words

Topic 4
weights

Topic 5
words

Topic 5
weights

Topic 6
words

Topic 6
weights

Topic 7
words

Topic 7
weights

Topic 8
words

Topic 8
weights

Topic 9
words

Topic 9
weights

1 covid 24884 coronavirus 97834 pandemic 29520 home 78711 like 53379 case 175921 need 82681 people 57381 virus 56481 close 35222
2 hand 24862 outbreak 23294 impact 20776 stay 70744 time 44102 new 97337 help 48615 die 42803 mask 37971 school 25535
3 corona 15035 read 17661 covid 20384 work 56798 know 34043 test 74308 fight 42479 days 30492 trump 32767 service 19689
4 wash 14589 pandemic 17564 business 19805 safe 36521 go 33540 deaths 66692 people 37625 infect 21544 spread 28767 measure 18411
5 vaccine 14339 say 15758 market 17994 time 20496 social 31 223 report 57204 health 28402 patients 16445 china 26661 order 18382
6 ms 13098 covid 15148 new 16528 test 16538 look 31207 total 48 146 world 25334 symptoms 15221 stop 24581 public 17740
7 dr 12896 question 14807 company 14765 get 14618 think 30573 number 43930 crisis 22265 kill 15 074 people 22499 lockdown 17456
8 clean 9194 ill 14 584 crisis 13455 family 13733 watch 30250 positive 41477 pandemic 19457 covid 13565 dont 22174 spread 16486
9 virus 8490 amid 14224 help 13174 quarantine 11941 good 29796 confirm 41127 time 18425 virus 12572 news 21813 open 16004
10 drug 8472 uk 13445 team 13073 individuals 11262 day 26768 coronavirus 38979 support 18286 disease 12537 corona 18651 pay 15023
11 est 6423 minister 12343 support 12964 people 11107 people 26198 update 35087 medical 18 008 say 11888 check 16649 people 14286
12 pandemia 6368 news 12199 learn 12264 let 11001 live 24323 death 32060 thank 17460 hand 11739 say 15581 government 11818
13 go 5521 latest 12185 global 12144 help 10832 dont 22888 covid 27159 care 16722 person 11197 wear 15523 place 10877
14 unavailable 5362 travel 11788 economic 11671 im 10715 distance 22381 state 24057 workers 15606 risk 11140 chinese 15189 food 10729
15 youth 5134 countries 10952 die 11466 day 10506 come 20529 recover 20658 money 15234 care 11055 think 14114 state 10234
16 earn 5118 sign 10768 response 11267 advice 10039 life 19270 rise 19168 government 14289 spread 11045 f*ck 13611 shop 9481
17 cure 5053 update 10526 pm 11238 self 9910 im 17741 italy 17319 country 12959 doctor 10064 go 13426 store 8959
18 ecoins 4985 flight 10424 businesses 10757 dont 8797 happen 17246 toll 16 794 doctor 12902 infection 9783 face 12967 shut 8889
19 gone 4890 answer 9525 work 10700 away 8742 right 16013 india 16669 paper 11132 cough 9066 know 12641 pour 8886
20 hate 4812 check 7983 plan 10549 tip 8567 get 15797 health 15437 protect 10485 second 8711 buy 12373 students 8880

11
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Table 8
20 most common words per topic for LDA simulation_no = 2.
Rank Topic 0

words
Topic 0
weights

Topic 1
words

Topic 1
weights

Topic 2
words

Topic 2
weights

Topic 3
words

Topic 3
weights

Topic 4
words

Topic 4
weights

Topic 5
words

Topic 5
weights

Topic 6
words

Topic 6
weights

Topic 7
words

Topic 7
weights

Topic 8
words

Topic 8
weights

Topic 9
words

Topic 9
weights

1 die 57325 good 38502 people 52825 coronavirus 79194 say 34340 time 35665 help 39187 home 78470 covid 21780 case 175922
2 people 38207 lockdown 35033 trump 40886 china 42523 people 32111 come 28982 crisis 31208 stay 70738 ill 16 821 new 105304
3 im 17694 close 34359 dont 40688 news 39032 health 30884 need 28423 support 30851 work 43022 ms 13098 test 92928
4 man 17168 social 33 502 think 36477 world 37090 live 25328 thank 28117 free 24199 mask 38539 cure 12093 deaths 66655
5 infect 14478 time 30177 know 34130 pandemic 35550 medical 23 043 let 27850 need 24033 safe 38221 coronavirus 9839 report 52008
6 year 14433 school 25376 like 31250 outbreak 33467 doctor 20193 like 27339 pandemic 22122 face 24634 est 9836 total 47 841
7 house 11887 distance 23947 want 22655 spread 26460 patients 18678 help 21934 business 20117 corona 21836 past 9642 number 43842
8 paper 11132 go 23560 go 22451 read 25658 pm 17420 right 21159 impact 19398 spread 21191 non 9015 positive 42096
9 toilet 9984 day 22481 question 19312 virus 22514 minister 17261 fight 20831 covid 17363 hand 20726 pour 8886 confirm 41127
10 old 9595 take 18858 say 19222 covid 19824 save 17249 world 20768 service 17259 protect 20374 check 7983 coronavirus 39431
11 wait 9462 weeks 17345 hand 19094 global 19527 care 17009 love 20743 new 14590 virus 17436 day 7266 update 37001
12 vote 8552 people 16470 watch 18367 market 19439 spread 16101 look 19429 businesses 14176 wear 15727 plus 6781 death 33540
13 self 8388 days 16114 kill 17 747 countries 15223 fight 16030 know 19284 fund 13612 people 15155 pandemia 6369 covid 27211
14 men 8312 open 15536 get 17629 chinese 14796 virus 15391 im 18944 emergency 13590 dont 14167 go 5959 state 20900
15 white 7378 years 13369 real 16846 amid 14200 covid 15322 share 18498 company 13002 follow 13650 place 5815 recover 20705
16 additions 7024 week 11459 tell 15 314 trump 13476 risk 15152 get 18237 offer 12959 wash 12921 im 5815 rise 17366
17 right 7017 today 11287 make 15092 warn 13259 government 14775 hope 18015 economy 12853 need 12370 sure 5375 march 16473
18 flu 6683 morning 11058 try 14817 vaccine 12924 india 14164 feel 16502 coronavirus 12663 buy 11217 others 5342 toll 15 924
19 f*ck 6534 stop 10684 need 14639 say 12586 disease 12853 great 14693 people 12584 help 10342 inside 5323 rate 15317
20 virus 6526 start 10543 ask 14515 fear 11875 treat 10645 video 13068 response 12541 avoid 9758 youth 5134 record 13576

12
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Table 9
20 most common words per topic for LDA simulation_no = 3.
Rank Topic 0

words
Topic 0
weights

Topic 1
words

Topic 1
weights

Topic 2
words

Topic 2
weights

Topic 3
words

Topic 3
weights

Topic 4
words

Topic 4
weights

Topic 5
words

Topic 5
weights

Topic 6
words

Topic 6
weights

Topic 7
words

Topic 7
weights

Topic 8
words

Topic 8
weights

Topic 9
words

Topic 9
weights

1 people 78951 stay 70688 spread 56075 test 92899 close 28030 world 43763 virus 56842 time 78946 work 78334 case 175922
2 get 48693 home 55192 health 44307 say 32755 support 27973 china 32739 news 42270 need 57245 coronavirus 40953 new 100676
3 like 36208 hand 39831 social 33625 positive 28060 school 25478 new 19543 trump 42201 help 49637 die 23139 deaths 66693
4 go 34594 mask 38540 public 28807 pandemic 23738 open 19067 lockdown 16195 corona 30625 people 35385 covid 20147 report 57549
5 dont 31795 safe 37751 distance 25407 covid 22081 covid 18390 uk 14286 watch 27106 look 27713 home 15448 total 50 897
6 im 27834 face 25968 measure 21049 medical 19930 business 17571 people 14117 live 23990 like 24544 ms 13098 number 44399
7 die 27074 wash 19902 people 19665 coronavirus 19383 fight 17198 hit 13550 know 21016 thank 24008 company 11605 coronavirus 41893
8 know 25957 buy 16169 travel 18803 patients 18972 ill 16 821 government 13542 read 20736 share 23966 force 9976 confirm 41127
9 think 22968 wear 15727 minister 17723 workers 17620 pm 15975 time 13493 market 19619 love 19597 employees 9750 death 36727
10 kill 21 765 dont 12816 outbreak 17704 need 17520 service 14953 come 13407 media 16693 think 18292 self 9382 update 35474
11 quarantine 20173 protect 10874 lockdown 17117 dr 16423 online 14600 country 13320 president 14301 hope 17513 person 8568 covid 33269
12 let 19823 use 10215 risk 16147 question 16051 latest 14512 end 12898 good 12699 know 17403 men 8312 recover 20719
13 right 17413 touch 10171 say 15324 care 15586 businesses 13719 pandemic 12712 video 12449 great 16774 cure 7450 rise 18755
14 way 16673 people 9540 coronavirus 15117 response 15147 update 13095 coronavirus 11510 lie 10707 life 16676 isolate 7161 toll 16 795
15 live 16337 clean 9210 government 13943 crisis 14558 join 12910 paper 11125 pandemic 10642 feel 16027 additions 7024 italy 15762
16 save 15997 panic 9162 amid 13929 trump 12636 coronavirus 12760 war 10927 like 10524 good 15546 pandemia 6369 data 15053
17 happen 15974 avoid 8638 cancel 13643 health 12372 free 12675 state 10852 coronavirus 10502 day 15418 im 6118 rate 14997
18 thing 15904 follow 8492 take 13299 state 12064 help 12391 city 10589 impact 10101 learn 14158 meet 5447 state 14058
19 want 14963 water 8392 prevent 11906 result 11691 check 12289 toilet 9957 chinese 9911 things 13780 unavailable 5356 positive 14040
20 flu 13972 shop 8311 state 11698 ask 10844 march 11269 crisis 9187 want 9785 important 13599 others 5342 india 13839

13
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Table 10
20 most common words per topic for LDA simulation_no = 4.
Rank Topic 0

words
Topic 0
weights

Topic 1
words

Topic 1
weights

Topic 2
words

Topic 2
weights

Topic 3
words

Topic 3
weights

Topic 4
words

Topic 4
weights

Topic 5
words

Topic 5
weights

Topic 6
words

Topic 6
weights

Topic 7
words

Topic 7
weights

Topic 8
words

Topic 8
weights

Topic 9
words

Topic 9
weights

1 time 77313 help 50796 world 56633 home 78063 question 19783 test 100147 coronavirus 81292 dont 67133 covid 38634 case 175905
2 like 41220 work 49432 trump 54683 people 74285 cancel 18208 positive 37004 spread 55705 people 40222 health 32913 new 103876
3 look 30423 fight 45783 know 39104 stay 70741 get 17833 state 34796 lockdown 34045 say 34849 read 26924 deaths 66693
4 day 21163 hand 39343 right 32310 die 55660 week 16150 say 28178 social 33 630 im 32842 risk 24755 report 55675
5 come 21049 need 33602 china 31424 safe 34103 days 14224 pm 25214 distance 25897 think 25155 check 22438 total 50 897
6 good 20992 support 30249 live 29162 virus 22782 ask 13715 india 19797 outbreak 20404 know 25116 doctor 21419 number 44066
7 best 20268 thank 29924 watch 25672 work 19088 ms 13098 march 19642 measure 19722 want 19669 latest 20417 coronavirus 41656
8 market 19676 mask 27261 go 25616 infect 18986 answer 11005 crisis 18108 amid 18920 like 18818 information 19951 confirm 41127
9 today 18472 face 26288 people 22209 quarantine 18961 months 9594 minister 17683 public 17364 love 18577 update 18680 death 37177
10 people 18353 pandemic 25565 president 19348 corona 17665 air 9170 close 16707 follow 15771 year 18382 patients 18304 covid 35783
11 need 15603 crisis 20675 virus 19322 ill 16 821 light 8711 health 15150 prevent 15608 get 17884 advice 17026 update 31880
12 buy 15533 wash 19889 way 17297 live 11737 flight 8151 april 14 490 order 12346 virus 15161 impact 15837 recover 20718
13 great 15487 workers 19854 need 16838 save 10946 news 8032 government 14298 covid 12205 flu 14471 coronavirus 15071 italy 19487
14 stock 14953 people 19015 pandemic 16666 man 10617 tweet 7759 try 12617 avoid 11616 go 14316 care 14386 rise 19197
15 life 14556 pay 18857 happen 15558 stop 10426 postpone 7747 announce 12419 government 11203 tell 13 915 medical 13 519 toll 16 799
16 hope 14530 join 16288 like 15314 f*ck 10094 wait 7435 plan 11427 pandemic 10805 worry 13791 pandemic 13091 news 15416
17 go 13123 protect 14866 let 15162 self 9964 track 7403 covid 11392 travel 10374 hear 12706 share 12249 rate 15004
18 feel 12517 food 14261 end 14944 non 9015 link 7074 government 10418 close 9815 kid 12685 article 12037 china 14124
19 online 11881 company 13018 lie 14843 healthy 8724 events 6639 result 10 409 media 9742 individuals 12577 uk 11935 record 13704
20 help 11679 donate 12317 time 14799 person 8568 coronavirus 6528 school 9821 take 9416 house 11841 important 11898 south 12878
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Table 11
20 most common words per topic for LDA simulation_no = 5.
Rank Topic 0

words
Topic 0
weights

Topic 1
words

Topic 1
weights

Topic 2
words

Topic 2
weights

Topic 3
words

Topic 3
weights

Topic 4
words

Topic 4
weights

Topic 5
words

Topic 5
weights

Topic 6
words

Topic 6
weights

Topic 7
words

Topic 7
weights

Topic 8
words

Topic 8
weights

Topic 9
words

Topic 9
weights

1 coronavirus 97408 new 70554 work 52803 pandemic 74917 case 158748 people 79625 time 67393 close 36453 test 93419 stay 70601
2 covid 88860 day 32103 come 33210 crisis 37761 deaths 60990 virus 76865 like 49124 die 32494 positive 28183 home 53343
3 live 39322 state 27134 think 25471 health 27696 report 53223 trump 50604 im 42410 watch 30149 social 23842 hand 39831
4 update 31125 coronavirus 25766 people 25203 response 25725 total 50 897 know 40046 get 42382 school 25570 support 22106 safe 38183
5 read 29171 china 24171 go 25086 world 23876 new 49314 corona 33760 people 29892 pm 23842 people 22016 spread 35473
6 latest 23191 italy 23218 need 24780 good 22929 confirm 41002 say 27434 pay 24708 lockdown 23502 service 19032 mask 35104
7 impact 20320 news 18954 thank 17485 change 20910 number 40367 dont 25802 feel 22075 video 22895 medical 18 417 protect 27861
8 spread 17853 march 17243 great 17372 look 19450 death 30334 kill 22 677 care 20906 government 21783 travel 18099 help 21617
9 economy 17819 case 17174 buy 17295 global 17987 recover 20720 world 22370 leave 20432 take 16815 distance 17377 face 21379
10 news 16364 try 16355 house 17050 listen 14562 health 20685 call 21 310 go 17581 coronavirus 13919 provide 17053 wash 19902
11 help 15772 hit 15433 food 17047 need 13174 update 18478 right 20072 work 16628 vaccine 13491 government 16960 dont 17873
12 outbreak 15018 april 14 376 time 16296 outbreak 13062 coronavirus 17540 go 20013 workers 16421 plan 13350 staff 16 036 use 15023
13 save 14394 south 14038 job 15914 lead 12395 rise 16645 question 19612 dont 15932 measure 13001 fight 15923 prevent 14950
14 world 12417 record 13598 run 15189 link 12195 covid 16271 die 19163 sick 15487 man 11520 help 15467 stop 13858
15 daily 11463 days 12987 stock 14915 time 11531 positive 13916 want 17702 need 14210 year 10666 sign 14650 wear 13831
16 prepare 10849 countries 11422 company 14615 best 10804 toll 13 236 think 17115 f*ck 13604 say 10321 government 14620 family 13386
17 urge 10088 lockdown 9992 open 14161 fight 10531 hours 12546 china 17060 look 12666 no 10063 patients 14389 ms 13098
18 information 10005 york 9813 weeks 14046 read 10298 india 12496 ill 16 821 home 12498 est 9829 india 13747 avoid 12115
19 need 9959 uk 9573 years 13829 risk 10099 reach 12309 stop 15674 right 12471 play 9698 doctor 13593 love 11797
20 cause 9647 city 9366 happen 13647 current 9735 bring 12163 lie 15528 worry 12426 quarantine 8954 uk 12933 share 11539
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Fig. 9. LDA filtering with 2713 features.
discussions. These may refer to worldwide events such as a pan-
demic, and it could be implemented in a plethora of topics since
there is not a predefined ontology or vocabulary. Our methodol-
ogy utilizes as a use case the Twitter platform although it could
be expanded to additional SM platforms. This would generate
better prospects for a holistic compare and contrast analysis
on topic extraction for multi-SM applications. For example, we
could implement the proposed topic extraction methodology for
Facebook, Instagram, Pinterest and more. During the COVID-19
pandemic SMwere flashed with unstructured and unfiltered mes-
sages presenting opinions and ideas often resulting in negative
outcomes and actions. It is usually due to the lack of a mechanism
that allows the review of all this free-flow information by experts.
This highlights the need for a methodology/tool being able to
identify and categorize these data flows under generic topics. At
the same time, it may be useful to have a more precise overview
of the discussions of topics in SM. On the other hand, SM may also
provide valuable medical relevant content. Policy makers such as
governments or medical parties can take advantage of a more
accurate topic extraction method to engage with the SM public
opinion. With such a tool they could grasp in a more precise
yet generalized manner the themes of SM discussions. Then if
deemed necessary they can intervene by communicating with the
public with information and guidelines from experts.

5.2. Limitations

We discuss here limitations that may introduce bias to our
methodology. For performing the proposed analysis, we retrieved
data using a Twitter crawler as described in Section 3.2. This
is just one SM, over a specific period resulting in a number
of tweets, since the COVID-19 outburst. More specifically, from
16
27/2/2020 until 28/8/2020 we collected 2.146.243 unique tweets
in a worldwide scale. Inevitably, this dataset (at some point)
generates restrictions for a more robust analysis. More SM data
sources could be utilized, for example retrieving COVID-19 data
from other SM platforms and combining them into one dataset.

There are also data biases due to the preprocessing techniques
utilized. Although multiple data preprocessing steps were im-
plemented, it is almost impossible to completely clean the text.
For example, we cannot ascertain synonyms of strong words that
are used in slang or jargon. The most representative such word
in this analysis was COVID-19 and its synonyms. Although we
filtered the hashtags within the tweets, people use words such as
‘‘corona’’, ‘‘covid’’, ‘‘coronavirus’’, or simply ‘‘virus’’ and numerous
other miss-spellings. Also, there are always missing data that
may cause faulty representation of results. This issue could be
mitigated by further improving the implemented preprocessing
process.

The decisions made regarding the minimum thresholds of
support, confidence, lift and leverage, could also introduce bias.
During our proposed analysis, we extracted the most frequent
wordsets attempting to form new topics, yet with the higher
possible leverage and support. Preferably, we aimed for strong
rules (high confidence and support values) while taking into
consideration leverage and lift. For that reason, the resulting
grouping of wordsets to topics may be ambiguous, due to the
general subjectivity that this methodology introduces. This threat
to validity generates concrete reasons for pursuing extended ex-
perimental validation of our proposed methodology regarding
ARM.

Yet, the abovementioned limitations and assumptions moti-
vate points for future work as presented in Section 5.3.
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Fig. 10. LDA filtering with 1597 features.

Fig. 11. LDA filtering with 1153 features.
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Fig. 12. LDA filtering with 886 features.

Fig. 13. LDA filtering with 713 features.
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Table 12
Top 138 rules showing the strongest leverage, support, confidence, and lift.
Antecedents Consequents Antecedent supp Consequent supp supp conf Lift Leverage

coronavirus covid 0,42 0,40 0,30 0,71 1,79 0,132
covid coronavirus 0,40 0,42 0,30 0,75 1,79 0,132
covid, coronavirus update 0,30 0,18 0,18 0,60 3,33 0,126
update covid, coronavirus 0,18 0,30 0,18 1,00 3,33 0,126
know like 0,20 0,20 0,16 0,80 4,00 0,120
like know 0,20 0,20 0,16 0,80 4,00 0,120
know, people think 0,16 0,16 0,14 0,88 5,47 0,114
think know, people 0,16 0,16 0,14 0,88 5,47 0,114
covid update 0,40 0,18 0,18 0,45 2,50 0,108
covid update, coronavirus 0,40 0,18 0,18 0,45 2,50 0,108
know think 0,20 0,16 0,14 0,70 4,38 0,108
know think, people 0,20 0,16 0,14 0,70 4,38 0,108
think know 0,16 0,20 0,14 0,88 4,38 0,108
think, people know 0,16 0,20 0,14 0,88 4,38 0,108
update covid 0,18 0,40 0,18 1,00 2,50 0,108
update, coronavirus covid 0,18 0,40 0,18 1,00 2,50 0,108
go, people think 0,22 0,16 0,14 0,64 3,98 0,105
think go, people 0,16 0,22 0,14 0,88 3,98 0,105
coronavirus update 0,42 0,18 0,18 0,43 2,38 0,104
coronavirus update, covid 0,42 0,18 0,18 0,43 2,38 0,104
update coronavirus 0,18 0,42 0,18 1,00 2,38 0,104
update, covid coronavirus 0,18 0,42 0,18 1,00 2,38 0,104
know, go think, dont 0,14 0,12 0,12 0,86 7,14 0,103
think, go know, dont 0,14 0,12 0,12 0,86 7,14 0,103
think, go, people know, dont 0,14 0,12 0,12 0,86 7,14 0,103
know, go, people think, dont 0,14 0,12 0,12 0,86 7,14 0,103
think, go know, dont, people 0,14 0,12 0,12 0,86 7,14 0,103
know, go think, dont, people 0,14 0,12 0,12 0,86 7,14 0,103
know, dont think, go 0,12 0,14 0,12 1,00 7,14 0,103
think, dont know, go 0,12 0,14 0,12 1,00 7,14 0,103
think, dont, people know, go 0,12 0,14 0,12 1,00 7,14 0,103
know, dont, people think, go 0,12 0,14 0,12 1,00 7,14 0,103
think, dont know, go, people 0,12 0,14 0,12 1,00 7,14 0,103
know, dont think, go, people 0,12 0,14 0,12 1,00 7,14 0,103
think know, dont 0,16 0,12 0,12 0,75 6,25 0,101
think know, go, dont 0,16 0,12 0,12 0,75 6,25 0,101
know, people think, dont 0,16 0,12 0,12 0,75 6,25 0,101
think, people know, dont 0,16 0,12 0,12 0,75 6,25 0,101
think know, dont, people 0,16 0,12 0,12 0,75 6,25 0,101
think, people know, go, dont 0,16 0,12 0,12 0,75 6,25 0,101
know, people think, go, dont 0,16 0,12 0,12 0,75 6,25 0,101
think know, go, dont, people 0,16 0,12 0,12 0,75 6,25 0,101
new, coronavirus case 0,16 0,12 0,12 0,75 6,25 0,101
know, dont think 0,12 0,16 0,12 1,00 6,25 0,101
know, go, dont think 0,12 0,16 0,12 1,00 6,25 0,101
know, dont, people think 0,12 0,16 0,12 1,00 6,25 0,101
know, dont think, people 0,12 0,16 0,12 1,00 6,25 0,101
think, dont know, people 0,12 0,16 0,12 1,00 6,25 0,101
know, go, dont, people think 0,12 0,16 0,12 1,00 6,25 0,101
think, go, dont know, people 0,12 0,16 0,12 1,00 6,25 0,101
know, go, dont think, people 0,12 0,16 0,12 1,00 6,25 0,101
case new, coronavirus 0,12 0,16 0,12 1,00 6,25 0,101
know, think go, dont 0,14 0,14 0,12 0,86 6,12 0,100
go, dont know, think 0,14 0,14 0,12 0,86 6,12 0,100
go, dont, people know, think 0,14 0,14 0,12 0,86 6,12 0,100
know, think, people go, dont 0,14 0,14 0,12 0,86 6,12 0,100
go, dont know, think, people 0,14 0,14 0,12 0,86 6,12 0,100
know, think go, dont, people 0,14 0,14 0,12 0,86 6,12 0,100
go like, people 0,26 0,16 0,14 0,54 3,37 0,098
go know, people 0,26 0,16 0,14 0,54 3,37 0,098
go think 0,26 0,16 0,14 0,54 3,37 0,098
go think, people 0,26 0,16 0,14 0,54 3,37 0,098
pandemic crisis 0,26 0,16 0,14 0,54 3,37 0,098
like, people go 0,16 0,26 0,14 0,88 3,37 0,098
know, people go 0,16 0,26 0,14 0,88 3,37 0,098
think go 0,16 0,26 0,14 0,88 3,37 0,098
think, people go 0,16 0,26 0,14 0,88 3,37 0,098
crisis pandemic 0,16 0,26 0,14 0,88 3,37 0,098
new case 0,18 0,12 0,12 0,67 5,56 0,098
new case, coronavirus 0,18 0,12 0,12 0,67 5,56 0,098
case new 0,12 0,18 0,12 1,00 5,56 0,098
case, coronavirus new 0,12 0,18 0,12 1,00 5,56 0,098
know, people go, dont 0,16 0,14 0,12 0,75 5,36 0,098
think know, go 0,16 0,14 0,12 0,75 5,36 0,098

(continued on next page)
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Table 12 (continued).
Antecedents Consequents Antecedent supp Consequent supp supp conf Lift Leverage

know, people think, go 0,16 0,14 0,12 0,75 5,36 0,098
think, people know, go 0,16 0,14 0,12 0,75 5,36 0,098
think know, go, people 0,16 0,14 0,12 0,75 5,36 0,098
think go, dont 0,16 0,14 0,12 0,75 5,36 0,098
think, people go, dont 0,16 0,14 0,12 0,75 5,36 0,098
think go, dont, people 0,16 0,14 0,12 0,75 5,36 0,098
go, dont know, people 0,14 0,16 0,12 0,86 5,36 0,098
know, go think 0,14 0,16 0,12 0,86 5,36 0,098
know, go, people think 0,14 0,16 0,12 0,86 5,36 0,098
know, go think, people 0,14 0,16 0,12 0,86 5,36 0,098
think, go know, people 0,14 0,16 0,12 0,86 5,36 0,098
go, dont think 0,14 0,16 0,12 0,86 5,36 0,098
go, dont, people think 0,14 0,16 0,12 0,86 5,36 0,098
go, dont think, people 0,14 0,16 0,12 0,86 5,36 0,098
know think, dont 0,20 0,12 0,12 0,60 5,00 0,096
know think, go, dont 0,20 0,12 0,12 0,60 5,00 0,096
know think, dont, people 0,20 0,12 0,12 0,60 5,00 0,096
dont, people know, think, go 0,20 0,12 0,12 0,60 5,00 0,096
know think, go, dont, people 0,20 0,12 0,12 0,60 5,00 0,096
go, people like 0,22 0,20 0,14 0,64 3,18 0,096
go, people know 0,22 0,20 0,14 0,64 3,18 0,096
like go, people 0,20 0,22 0,14 0,70 3,18 0,096
know go, people 0,20 0,22 0,14 0,70 3,18 0,096
think, dont know 0,12 0,20 0,12 1,00 5,00 0,096
think, go, dont know 0,12 0,20 0,12 1,00 5,00 0,096
think, dont, people know 0,12 0,20 0,12 1,00 5,00 0,096
think, go, dont, people know 0,12 0,20 0,12 1,00 5,00 0,096
know, think, go dont, people 0,12 0,20 0,12 1,00 5,00 0,096
go, people know, dont 0,22 0,12 0,12 0,55 4,55 0,094
dont get, people 0,22 0,12 0,12 0,55 4,55 0,094
dont know, think, go 0,22 0,12 0,12 0,55 4,55 0,094
go, people think, dont 0,22 0,12 0,12 0,55 4,55 0,094
go, people know, think, dont 0,22 0,12 0,12 0,55 4,55 0,094
dont know, think, go, people 0,22 0,12 0,12 0,55 4,55 0,094
know, dont go, people 0,12 0,22 0,12 1,00 4,55 0,094
get, people dont 0,12 0,22 0,12 1,00 4,55 0,094
know, think, go dont 0,12 0,22 0,12 1,00 4,55 0,094
think, dont go, people 0,12 0,22 0,12 1,00 4,55 0,094
know, think, go, people dont 0,12 0,22 0,12 1,00 4,55 0,094
know, think, dont go, people 0,12 0,22 0,12 1,00 4,55 0,094
need time 0,28 0,24 0,16 0,57 2,38 0,093
time need 0,24 0,28 0,16 0,67 2,38 0,093
know go, dont 0,20 0,14 0,12 0,60 4,29 0,092
dont, people know, go 0,20 0,14 0,12 0,60 4,29 0,092
know go, dont, people 0,20 0,14 0,12 0,60 4,29 0,092
know think, go 0,20 0,14 0,12 0,60 4,29 0,092
know think, go, people 0,20 0,14 0,12 0,60 4,29 0,092
dont, people think, go 0,20 0,14 0,12 0,60 4,29 0,092
dont, people know, think 0,20 0,14 0,12 0,60 4,29 0,092
go, dont know 0,14 0,20 0,12 0,86 4,29 0,092
go, dont, people know 0,14 0,20 0,12 0,86 4,29 0,092
know, go dont, people 0,14 0,20 0,12 0,86 4,29 0,092
think, go know 0,14 0,20 0,12 0,86 4,29 0,092
think, go, people know 0,14 0,20 0,12 0,86 4,29 0,092
think, go dont, people 0,14 0,20 0,12 0,86 4,29 0,092
know, think dont, people 0,14 0,20 0,12 0,86 4,29 0,092
go, people dont 0,22 0,22 0,14 0,64 2,89 0,092
dont go, people 0,22 0,22 0,14 0,64 2,89 0,092
time look 0,24 0,12 0,12 0,50 4,17 0,091
virus corona 0,24 0,12 0,12 0,50 4,17 0,091
im get 0,18 0,16 0,12 0,67 4,17 0,091
get im 0,16 0,18 0,12 0,75 4,17 0,091
look time 0,12 0,24 0,12 1,00 4,17 0,091
corona virus 0,12 0,24 0,12 1,00 4,17 0,091
5.3. Future work

In the future, we aim at further mitigating the biases identified
n the limitations section. In addition, we plan to:

I. This paper also envisions the developed methodology as
a part of a complete Decision Support System (DSS). This
will engage in predictive and prescriptive analytics [33]
utilizing SM historical data to forecast public attitudes/
sentiment regarding healthcare issues. Implications of such
20
a DSS involve policy makers when taking actions for miti-
gating issues arising during a worldwide crisis.

II. Expand on algorithmic improvements regarding ARM op-
tions [34]. One of the basic concerns of the methodology
refers to decisions made regarding the appropriate values
of minimum of support and minimum confidence for find-
ing the most frequent item sets and extracting the rules,
respectively. We would like to investigate possible options
that effectively perform this process in an automated way,
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without manually setting the support and confidence levels
[35].

III. Create an algorithm that automatically classifies input
tweets to the generated topics resulting from this research.
That way topic extraction will have a dynamic extraction
feature, enabling real-time monitoring and classification of
SM data input streams.
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ppendix C. Strongest association rules
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