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Abstract
Purpose To develop and validate a 3D-convolutional neural network (3D-CNN) model based on chest CT for differentiating 
active pulmonary tuberculosis (APTB) from community-acquired pneumonia (CAP).
Materials and methods Chest CT images of APTB and CAP patients diagnosed in two imaging centers (n = 432 in center 
A and n = 61 in center B) were collected retrospectively. The data in center A were divided into training, validation and 
internal test sets, and the data in center B were used as an external test set. A 3D-CNN was built using Keras deep learning 
framework. After the training, the 3D-CNN selected the model with the highest accuracy in the validation set as the optimal 
model, which was applied to the two test sets in centers A and B. In addition, the two test sets were independently diagnosed 
by two radiologists. The 3D-CNN optimal model was compared with the discrimination, calibration and net benefit of the 
two radiologists in differentiating APTB from CAP using chest CT images.
Results The accuracy of the 3D-CNN optimal model was 0.989 and 0.934 with the internal and external test set, respectively. 
The area-under-the-curve values with the 3D-CNN model in the two test sets were statistically higher than that of the two 
radiologists (all P < 0.05), and there was a high calibration degree. The decision curve analysis showed that the 3D-CNN 
optimal model had significantly higher net benefit for patients than the two radiologists.
Conclusions 3D-CNN has high classification performance in differentiating APTB from CAP using chest CT images. The 
application of 3D-CNN provides a new automatic and rapid diagnosis method for identifying patients with APTB from CAP 
using chest CT images.
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Abbreviations
TB  Tuberculosis
PTB  Pulmonary tuberculosis
APTB  Active pulmonary tuberculosis
CAP  Community-acquired pneumonia
CNN  Convolutional neural network
ROC  Receiver operating characteristic
AUC   Area-under-the-curve
PPV  Positive predictive value
NPV  Negative predictive value

Introduction

The diagnosis and treatment of active pulmonary tuberculosis 
(APTB) is an important means to control the source of infec-
tion and cut off the route of infection. However, more than 50% 
of patients have no symptoms at the time of diagnosis [1], and 
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even if some clinical symptoms appear, these symptoms still 
overlap with other diseases [2, 3]. For example, some of the 
APTB patients have their first health consultation because of 
the symptoms of community-acquired pneumonia (CAP), so 
the sensitivity of diagnosing APTB through symptoms is low 
[4]. Positive mycobacterium tuberculosis is the gold standard 
for APTB diagnosis, but the proportion of patients with bac-
teriological evidence varies greatly in various countries, about 
81% in high-income countries and only 55% in low-income 
countries [5]. The method and quality of specimen collection 
in different regions of the same country also contribute to the 
difference of Mycobacterium tuberculosis test results, which 
leads to a considerable proportion of APTB patients without 
bacteriological evidence.

Chest CT with higher density resolution and spatial resolu-
tion is often used for the confirmation and further differential 
diagnosis or dynamic evaluation [2]. However, both APTB and 
CAP will show signs of consolidation, exudation, tree-in-bud, 
nodular shadow or ground glass opacity [6, 7]. The two diseases 
often need to be differentiated [3, 8–10], especially in those who 
suffer from immune damage, diabetes or non-standard antitu-
berculosis treatment [11]. Rapid identification of these two dis-
eases from images is conducive to the subsequent treatment and 
management of patients. However, radiologists with different 
diagnostic experience have different performances in differen-
tiating these two diseases, and some countries with high TB 
burden still lack high-level radiologists to interpret and diagnose 
the images [12].

In recent years, convolutional neural network (CNN) in deep 
learning technology has played an important role in image diag-
nosis because it is good at image analysis, Unlike the previous 
radiomic research, which requires extracting massive quan-
titative features from lesions, CNN can directly extract more 
abstract features from images and use multiple deep structures 
and complex algorithms to analyze images with high perfor-
mance [13]. In many previous studies, CNN has achieved 
exciting performance in the classification task of distinguish-
ing APTB from normal X-ray chest radiographs [14–16], and a 
few studies have further included the X-ray chest radiographs of 
CAP patients as a control [17]. However, there are few studies on 
differential diagnosis of lung diseases using three-dimensional 
CT images. Therefore, our study intended to use CAP as a con-
trol group, to train a 3D-CNN model based on chest CT images 
for differentiating APTB from CAP and validate its performance 
for the automatic rapid diagnosis of these two pulmonary infec-
tious diseases using internal and external test sets.

Methods

Patients

This was a multicenter, retrospective study approved by the insti-
tutional review board and patient informed consent was waived. 

The chest CT images of APTB and CAP patients diagnosed in 
imaging center A (Affiliated Hospital of Shaanxi University of 
Chinese Medicine) from July 2019 to November 2021 were ret-
rospectively collected and divided into training set, validation set 
and test set for the training, optimal parameter selection and testing 
of 3D-CNN model, respectively. In addition, the chest CT images 
of the same type of patients in another imaging center B (Baoji 
Central Hospital) from January 2020 to December 2021 were col-
lected for the external test of the selected 3D-CNN model. These 
two image centers are both comprehensive Grade IIIA hospitals 
in different regions and provide relatively high-level medical and 
health services in corresponding regions. Patients in the two imag-
ing centers all met the following inclusion and exclusion criteria. 
Inclusion criteria: (a). APTB patients with etiological or patholog-
ical evidence (The diagnosis of APTB was based on the "Expert 
consensus on a standard of activity judgment of pulmonary tuber-
culosis and its clinical implementation" issued by the National 
Clinical Research Center for Infectious Diseases [18].); (b). CAP 
patients with etiological evidence; (c). CAP patients without etio-
logical evidence were diagnosed according to the "guidelines for 
the diagnosis and treatment of community-acquired pneumonia" 
issued by the Respiratory Society of Chinese Medical Associa-
tion [19], and antibiotic treatment was confirmed to be effective 
in follow-up review. (d). Chest CT image data were complete. 
Exclusion criteria: (a). Respiratory motion artifacts existed in CT 
images; (b). X-ray beam hardening artifacts caused by internal 
metal fixators or body surface devices were seen in lungs on CT 
images (such as thoracic internal fixation or ECG electrode); (c). 
Severe pulmonary interstitial fibrosis; (d). Atelectasis; (e). Pulmo-
nary edema; (f). Lung neoplasms.

Data set division

Four hundred and thirty-two patients were finally included 
from imaging center A, including 218 in APTB group 
and 214 in CAP group. There were 196 females and 236 
males. The median age was 39 years, and the age range 
was 1–84 years. Sixty-one patients were finally included 
from imaging center B, including 31 in APTB group 
and 30 in CAP group. There were 23 females and 38 
males with median age of 45 years, and the age range of 
11–81 years for patients in center B. There were no HIV 
infected patients in both imaging centers. All images from 
imaging center A were randomly divided into training set, 
validation set or test set according to the ratio of 5:3:2. 
The training set was used for model training, the valida-
tion set was used for optimizing hyper-parameters, and 
the test set in imaging center A was used for the internal 
independent test of the model, while all images in imaging 
center B were used for the external independent test of the 
model, as shown in Fig. 1. The basic characteristics and 
diagnostic basis of patients in the two imaging centers are 
shown in Table 1.
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Chest CT data acquisition and evaluation 
by the radiologists

The chest CT scan of each patient ranged from the thoracic 
inlet to the costophrenic angle. Scans were performed with 
breath holding after deep inhalation. The CT scanning param-
eters of the two image centers are shown in Table 3. Finally, 
1.25-mm-thick images were obtained. To compare the diag-
nostic performance of the 3D-CNN model with that of radi-
ologists, the images in the test data sets were independently 
diagnosed by two off-site chest radiologists (with 5 and 8 years 
of experience dedicated to CT chest imaging). The CT images 
(in DICOM format) in the two test sets were saved in the same 
folder, renamed with unique random number. The two radiolo-
gists were informed that there were only two diseases of either 
APTB or CAP in the folder before reviewing images and were 
blinded to the real diagnosis but were allowed to obtain the 
main symptoms or signs of the patients.

Image preprocessing and 3D‑CNN training

The DICOM format chest CT lung window images of multi-
slice files were transformed into a NIFTI image file by Sim-
pleITK library (version: 2.1.1) [20]. According to our clini-
cal knowledge, the CT value thresholds of each voxel in 
the CT image were set to [-1000HU, 100HU], with the CT 
value of voxels greater than 100HU being set to zero, and 
then the CT values of other voxels were standardized to the 
range of [0, 1]. Images were further adjusted to a uniform size 
(128 × 128 × 64 × 1: Width × Weight × Depth × Channel) as the 
input to 3D-CNN.

Before 3D-CNN training, data enhancement was used to 
prevent over-fitting. The data enhancement methods include 
randomly rotating the image horizontally [− 20°, 20°], ran-
domly scaling [− 20%, 20%] and turning half of the image 
horizontally. The structure of 3D-CNN used for training was 
optimized and adjusted with reference to the research results 
of Zunair et al. [21], and its parameters were initialized in the 
form of GLOROT uniform distribution (Glorot uniform initial-
izer). The last activation function used the sigmoid function to 

output the probability of APTB. If the probability was greater 
than or equal to 50%, it was considered that the predicted value 
is APTB, otherwise it is CAP, as shown in Fig. 2.

The optimizer of 3D-CNN model training adopted an adap-
tive moment estimation algorithm, and its learning rate attenu-
ation adopted an exponential decay strategy. The initial learn-
ing rate was 10–4, attenuated once every  106 steps, and the 
attenuation rate was 0.96. The binary_crossentropy was used 
for the lose function, and accuracy was used for the evaluation 
index. A maximum of 100 epochs was set up for the training. 
In addition, an early stop strategy was used in the training, that 
is, terminate the training if the accuracy of the validation set has 
not improved in 15 epochs.

The hardware platform in our research was Intel 
i7-11700/32G RAM, GPU NVIDIA-GeForce-RTX-3060 
Ti (8 GB), and Windows 10 (64bit) operating system. The 
Keras (version: 2.7.0) deep learning framework was adopted.

Statistical analysis

The counting data were described using frequency and percent-
ages, and the measurement data were expressed using median 
and inter-quartile range. The Kappa test was used to evaluate 
the agreement between the two radiologists. The Kappa values 
were defined as follows: > 0.75, excellent agreement; 0.60–0.74, 
good agreement; 0.40–0.59, fair agreement; and < 0.40, poor 
agreement. In the training process, the model with the high-
est accuracy in the validation set was selected as the optimal 
model, which was applied to the internal test set as well as the 
external test set. The receiver operating characteristic (ROC) 
curves of the 3D-CNN optimal model and the two radiologists 
were drawn separately. The accuracy, area-under-the-curve 
(AUC), sensitivity (recall), specificity, positive predictive value 
(PPV/precision), negative predictive value (NPV) and F1-score 
were calculated to evaluate the discrimination of diagnostic 
tests. The comparison of AUC was performed by the Delong 
test with test level α = 0.05. In addition, the corrected AUC of 
the 3D-CNN optimal model and the two radiologists were cal-
culated by bootstrapping repeated sampling 1000 times, and the 
calibration curve was drawn to evaluate the calibration degree. 

Fig. 1  Data set division
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The decision curve analysis was used to compare the net ben-
efits of the 3D-CNN optimal model and the two radiologists.

To further test the generalization ability of 3D-CNN 
optimal model for images under different CT devices and 
different imaging protocols, we also collected two public 
COVID-19 chest CT data sets (anonymized) as CAP for 
testing. One data set was from the municipal hospitals in 
Moscow, Russia (n = 100; https:// www. medrx iv. org/ conte 
nt/ 10. 1101/ 2020. 05. 20. 20100 362v1), and the other was 
from GitHub (n = 20; https:// github. com/ ieee8 023/ covid- 
chest xray- datas et). The demographic characteristics, CT 
equipment information and image reconstruction protocols 
of these 120 cases are unknown.

Results

3D‑CNN training process

The training process of 3D-CNN is shown in Fig. 3. With the 
training, the accuracy of training set and validation set gradually 
increased, and the loss value gradually decreased. In the 11th 

epoch of training, the accuracy of the validation set reached the 
highest, which was 1.000 and the corresponding loss value was 
0.029. Meanwhile, the accuracy of the training set was 0.917 
and the corresponding loss value was 0.189. This model was 
taken as the optimal model.

Performance of the 3D‑CNN optimal model 
in the test set

The accuracy of 3D-CNN optimal model in the internal test set 
was 0.989 and that in the external test set was 0.934, as shown 
in Fig. 4. It takes about 3 s to predict one patient. The agree-
ment between the two radiologists was excellent, and Kappa 
values were 0.770 and 0.804 in the internal test set and external 
test set, respectively, with p < 0.001. The performance of the 
3D-CNN optimal model and two radiologists in the internal 
test set and external test set are shown in Table 2. ROC curves 
are shown in Fig. 5. The AUC of the 3D-CNN optimal model 
in both test sets was higher than that of the two radiologists, 
with statistically significant differences (all p < 0.05), as shown 
in Appendix 2. The calibration curves of the 3D-CNN optimal 

Fig. 2  CT image processing 
flowchart. The flowchart shows 
the process of chest CT data 
acquisition, image format con-
version, image preprocessing, 
and finally the probability of 
output APTB through 3D-CNN. 
The disease was considered 
APTB when the probabil-
ity ≥ 50% and CAP when < 50%

https://www.medrxiv.org/content/10.1101/2020.05.20.20100362v1
https://www.medrxiv.org/content/10.1101/2020.05.20.20100362v1
https://github.com/ieee8023/covid-chestxray-dataset
https://github.com/ieee8023/covid-chestxray-dataset
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model and two radiologists in the two test sets almost coincided 
with the diagonal, indicating that the calibration was high, as 
shown in Appendix 3.

The accuracy of the 3D-CNN optimal model for the 120 
COVID-19 data sets was 0.908 (109/120).

Decision curve analysis

As shown in Fig. 6, in the internal test set, decision curve 
analysis showed that the 3D-CNN optimal model and the 
two radiologists could bring net benefits to all patients within 
the probability threshold range of 0.01–0.94, 0.10–0.62 and 
0.08–0.65, respectively. The probability threshold range of 
the 3D-CNN optimal model for the net benefit of patients 
was larger than that of the two radiologists, and the degree 
of net benefit of all patients was higher than that of the two 
radiologists.
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0.917
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Fig. 3  3D-CNN training process. The accuracy of the validation set 
was 1.000 during the 11th epoch of training, which was the highest. 
After 15 rounds of additional training (at 26th round), the accuracy of 
the validation set failed to improve, so the training ended

Fig. 4  a A patient with APTB from an internal test set, male, 20 years 
old, weak for 1 month. Chest CT images showed multiple small nod-
ules distributed along the bronchus in the upper lobe of the left lung, 
with blurred boundary and uneven thickening of some bronchial 
walls. The probability of diagnosing APTB output from the 3D-CNN 
optimal model was 1.000. b A patient with CAP from an external 

test set, male, 30 years old, fever for 6 days, cough and expectoration 
for 4 days. Chest CT images showed patchy high-density shadows in 
the middle lobe of the right lung and the lower lobe of the left lung, 
with blurred boundaries, and air bronchogram sign. The probability 
of diagnosing APTB output from the 3D-CNN optimal model was 0

Table 2  The performance of the 3D-CNN optimal model in internal test set and external test set

AUC  Area-sunder-the-curve, PPV Positive predictive value, NPV Negative predictive value

Parameters Internal test set External test set

3D-CNN optimal model Radiologist1 Radiologist2 3D-CNN optimal model Radiologist1 Radiologist2

Accuracy 0.989 0.805 0.828 0.934 0.803 0.803
AUC (95%CI) 0.988

(0.962–1.000)
0.804
(0.708–0.901)

0.827
(0.735–0.920)

0.933
(0.860–1.000)

0.804
(0.682–0.894)

0.803
(0.686–0.919)

Corrected AUC 0.989 0.806 0.829 0.932 0.802 0.800
Sensitivity/recall 1.000 0.818 0.841 1.000 0.774 0.839
Specificity 0.977 0.791 0.814 0.867 0.833 0.767
PPV/precision 0.978 0.800 0.822 0.886 0.828 0.788
NPV 1.000 0.810 0.833 1.000 0.781 0.821
F1-score 0.989 0.809 0.831 0.939 0.800 0.813
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In the external test set, decision curve analysis showed 
that the 3D-CNN optimal model and the two radiologists 
could bring net benefit to all patients within the probabil-
ity threshold range of 0.01–0.76, 0.11–0.66 and 0.09–0.60, 
respectively. The probability threshold range of the 3D-CNN 
optimal model for the net benefit of patients was larger than 
that of two radiologists, and the degree of net benefit of all 
patients was higher than that of two radiologists, but it was 
lower than that of the internal test set.

Discussion

In our study, the optimal model obtained after 3D-CNN train-
ing was used to differentiate APTB from CAP based on the 
chest CT images. High discrimination was obtained in both 
the internal test set and external test set. The AUC was signifi-
cantly higher than the two radiologists and showed high degree 
of calibration. Further decision curve analysis results showed 

Fig. 5  ROC curve of the 3D-CNN optimal model in internal test set and external test set

Fig. 6  Decision curve analysis of the 3D-CNN optimal model in 
internal test set and external test set. The horizontal black line in both 
figures represents a net benefit of zero, which means all patients are 

diagnosed negative (CAP). The oblique gray line represents the ben-
efit change of all patients diagnosed as positive (APTB)
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that the optimal model provided net benefit for all patients 
within a larger probability threshold range, and the net benefit 
for all patients was significantly higher than that for the two 
radiologists in both test sets. The optimal model only took 
3 s to diagnose one patient. These results indicated that the 
3D-CNN optimal model could quickly and accurately distin-
guish APTB from CAP using chest CT images.

Previous studies on predicting pulmonary tuberculosis 
based on clinical factors have been reported. Cavallazzi 
et al. [4] conducted a secondary analysis of 6976 hospitalized 
patients in the Community-Acquired Pneumonia Organiza-
tion cohort study, attempting to construct a model for pre-
dicting pulmonary tuberculosis patients based on the 22 risk 
factors proposed by the USA Centers for Disease Control 
and Prevention. The final model (risk factors including night 
sweats, hemoptysis, weight loss, tuberculosis exposure and 
upper lobe infiltrate) obtained an AUC of 0.89 (95%CI: 
0.85—0.93), which was a better prediction model for pul-
monary tuberculosis based on clinical information at present. 
In laboratory studies, Sun et al. [22] used multiple parameters 
of cell population data used to characterize white blood cells 
morphology to identify APTB and CAP. Their results showed 
that neutrophil mean conductivity, monocyte mean volume 
and monocyte mean conductivity had high discrimination 
ability in identifying the two diseases, and AUC could reach 
0.99 when used in combination.

In terms of imaging, most imaging findings of APTB and 
CAP were similar. The research results of Lin et al. showed 
that pneumonia was more prone to bronchial inflation sign 
than pulmonary tuberculosis on X-ray chest radiographs, but 
no significant difference in other imaging findings [23]. In a 
recent study, researchers focused on the potential of cavity 
features in chest CT images in identifying Mycobacterium 
tuberculosis and non-Mycobacterium tuberculosis infection. 
The six machine learning models established by radiomic 
analysis method have achieved good performance in both 
internal and external validation sets, which showed that the 
radiomic quantitative features used to characterize cavities 
can help to identify the two lesions [24]. Carlesi et al. [6] 
evaluated the 10 CT findings of pulmonary parenchymal 
in 49 patients with pulmonary tuberculosis, and the results 
showed that there was a statistically significant difference 
between the positive and negative of acid-fast bacilli in 
consolidation, tree-in-bud and cavity. Further multivariate 
logistic regression analysis showed that only cavity was the 
independent risk factor (OR = 44.4, p = 0.001). The above 
results show that some image features can provide a struc-
tural basis for the differential diagnosis of the two diseases. 
Komiya et al. [25] compared the high-resolution CT findings 
of pulmonary tuberculosis and CAP in the elderly population 

(age > 65 years). These CT findings were obtained from the 
visual evaluation of two respiratory physicians. The multi-
variate analysis results showed that the AUC was only 0.711, 
0.722 and 0.703 for the diagnosis of pulmonary tuberculo-
sis with centrilobular nodules, air bronchogram and cavity, 
respectively (Only negative predictive value and positive 
predictive value were reported in the original study. We 
recalculated AUC according to the table data in the paper for 
comparison purpose), but the authors of the literature did not 
report the performance of the combined model. Part of the 
study results of Wang et al. [26] showed that the AUC values 
of two radiologists with different diagnostic experience in 
differentiating primary pulmonary tuberculosis from CAP in 
children based on chest CT images were 0.700–0.799, similar 
to the performance of the two radiologists in our study.

In the past, CNN has achieved good results in the clas-
sification task of identifying the two-dimensional images of 
APTB and normal X-ray chest radiographs, and available 
artificial intelligence tools have been developed and applied 
[14–16]. Some CNN models have also achieved good test 
performance in two famous external public data sets (Depart-
ment of Health and Human Services, Montgomery County, 
Maryland, USA, and Shenzhen No. 3 People's Hospital in 
China) [27]. However, the trained model with normal X-ray 
chest radiographs as the control group may have potential 
risks in the actual complex clinical working environment 
[28]. Because the weights were constantly optimized with 
the training, the mapping learned by CNN may be to distin-
guish between abnormal and normal X-ray chest radiographs, 
rather than between APTB and normal. Recently, our team 
further added the CAP X-ray chest radiographs data set and 
obtained an accuracy of 0.945 in the three-classification tasks 
of identifying healthy people, APTB and CAP using transfer 
learning, with AUC higher than 0.950 in the further two-clas-
sification tasks [17]. It showed that CNN had great potential 
for automatic classification of chest imaging.

Our current study referred to the 3D-CNN structure rec-
ommended by previous researchers and made some optimiza-
tion. We set the threshold of CT value for Chest CT images 
as [ − 1000HU, 100HU] based on our clinical knowledge, 
because the densities of either APTB or CAP lesions are 
rarely higher than 100HU. In addition, we make full use of 
the validation set to select hyper-parameters, such as choos-
ing the model with the highest accuracy in the validation 
set as the optimal model, and 0.4 as the optimal dropout 
rate of the Dropout layer. The study of Blazis et al. showed 
that different scanning equipment or image reconstruction 
parameters will affect the sensitivity/recall and PPV/preci-
sion of deep learning model for the detection of pulmonary 
nodules in chest CT images [29]. However, the reported 
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CNN model for COVID-19 diagnosis still achieved good 
performance by using chest CT images with different imag-
ing parameters in different hospitals [30, 31]. We tested the 
optimal model again with additional public COVID-19 data 
sets with unknown CT imaging parameters and still achieved 
high accuracy. This result indicated that imaging parameters 
may have little impact on the qualitative identification task 
of APTB and CAP.

In the difference test of clinical data of APTB and 
CAP, we found that only age, pharyngalgia and hemop-
tysis were statistically significant in the internal test set 
between the two diseases, while other clinical data were 
not statistically significant. All clinical data in the exter-
nal test set had no significant difference between the two 
diseases. These clinical data in the two test sets provided 
the discrimination equivalent to coin tossing (AUC was 
about 0.5). In a study [32] that differentiates APTB from 
normal population using chest radiographs, the authors 
found no significant improvement in model performance 
for each additional demographic variable. After further 
combination of demographic variables into the training, 
the optimal model only increased the AUC from 0.9075 
to 0.9213. The data of Wang et al. [26] also showed that 
there was no statistically significant difference in clinical 
data and laboratory results between primary pulmonary 
tuberculosis and CAP in children. It shows that the con-
tribution of demographic variable to the model is very 
limited. Moreover, on the one hand, collecting the variable 
of clinical symptoms is a cumbersome process for large-
scale screening. For multicenter research, the subjective 
differences of collectors will also affect the determination 
of clinical symptoms and will undoubtedly reduce the use 
efficiency of deep learning model in clinical work. On 
the other hand, over 50% of tuberculosis patients had no 
symptoms at diagnosis and had overlapping with normal 
population. The symptoms of tuberculosis patients with 
symptoms overlap with the symptoms of CAP patients. 
In addition, the optimal CNN model based on CT images 
in our study had achieved high performance. Therefore, 
demographic data and clinical data were not used in the 
training of the deep learning model in our study.

In medical image analysis, another common analysis 
method was to segment the region of interest in the image. 

The purpose of segmentation was to simplify the image 
and obtain highly specific features from the segmented 
region for analysis [13]. In our study, lesions or lung tis-
sue were not segmented from chest CT images because 
it is considered that some extrapulmonary lesions of the 
chest may also provide a structural basis for the diag-
nosis of two diseases, such as pleural effusion, pleural 
thickening and mediastinal lymph node enlargement. On 
the other hand, the segmentation result of deep learning 
technology was not good because the edges of the two 
lesions were blurred. In addition, Wang et al. [33] used 
a 3D-ResNet network based on chest CT images to dis-
tinguish mycobacterium tuberculosis and non-mycobac-
terium tuberculosis infection without segmentation, and 
the results showed that the suspected lesions found by 
CNN were highly consistent with the actual lesion range 
observed by radiologists. This may benefit from auto-
matic learning of features highly relevant to tasks from 
unsegmented images because CNN itself has the function 
of filtering image redundant information and amplifying 
or refining features useful for classification.

Our study still has the following limitations: First, our 
study only selected CAP as the control group, and other chest 
lesions may have a potential impact on the application of the 
model, such as severe pulmonary interstitial fibrosis, atelecta-
sis and pulmonary edema. These lesions will also have differ-
ent degrees of patchy shadows, like APTB and CAP images. 
Therefore, imaging data sets of these patients should be added 
for further analysis in the future. Second, some patients with 
APTB had immune impairment and may be associated with 
pulmonary infection, but these patients were still assigned to 
the APTB group, so there was potential grouping bias. Third, 
the etiological results of some patients were not obtained before 
antibiotic treatment, because the use of antibiotics may lead to 
atypical changes in the chest CT findings of CAP and affect the 
CNN performance.

Conclusions

3D-CNN has high classification performance in differentiat-
ing APTB from CAP using chest CT images, which provides 
a new automatic and rapid diagnosis method for identifying 
such patients from the perspective of imaging.



77La radiologia medica (2023) 128:68–80 

1 3

Appendix 1

See Table 

Appendix 2

Comparison of AUC between the optimal 3D-CNN optimal 
model and the two radiologists in two test sets (The shaded 
area was the 95% confidence interval of the AUC)

 

Table 3  CT scanning 
parameters of two image centers

CT Scanning parameters Institutions A Institutions B

Equipment GE Discovery 750HD GE Revolution
Tube voltage (kVp) 120 kV 120 kV
Tube current (mA) smart mA (NI = 12) smart mA (NI = 14)
Pitch 1.375:1 0.992:1
Rotation rate (s/r) 0.6 0.5
Thickness (mm) 1.25 1.25
Matrix 512 × 512 512 × 512
Algorithm 50% ASiR 50% pre- & post- ASiR-V
Window width/level 1200/-600 1200/-600
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Appendix 3

 The calibration curves of the 3D-CNN optimal model and the two radiologists in two test sets
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