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Abstract

Gender and ethnicity biases are pervasive across many societal domains including politics, employment, and medicine. Such biases
will facilitate inequalities until they are revealed and mitigated at scale. To this end, over 1.8 million caregiver notes (502 million words)
from a large US hospital were evaluated with natural language processing techniques in search of gender and ethnicity bias indicators.
Consistent with nonlinguistic evidence of bias in medicine, physicians focused more on the emotions of women compared to men and
focused more on the scientific and bodily diagnoses of men compared to women. Content patterns were relatively consistent across
genders. Physicians also attended to fewer emotions for Black/African and Asian patients compared to White patients, and physicians
demonstrated the greatest need to work through diagnoses for Black/African women compared to other patients. Content disparities
were clearer across ethnicities, as physicians focused less on the pain of Black/African and Asian patients compared to White patients
in their critical care notes. This research provides evidence of gender and ethnicity biases in medicine as communicated by physicians
in the field and requires the critical examination of institutions that perpetuate bias in social systems.
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Significance Statement:

Bias manifests in many social systems, including education, policing, and politics. Gender and ethnicity biases are also common in
medicine, though empirical investigations are often limited to small-scale, qualitative work that fails to leverage data from actual
patient–physician records. The current research evaluated over 1.8 million caregiver notes and observed patterns of gender and
ethnicity bias in language. In these notes, physicians focused more on the emotions of women compared to men, and physicians
focused less on the emotions of Black/African patients compared to White patients. These patterns are consistent with other work
investigating bias in medicine, though this study is among the first to document such disparities at the language level and at a
massive scale.

Bias in medicine is well-documented in the patient–physician re-
lationship. Men, for example, are often treated more compre-
hensively than women for a range of symptoms (1). Patients
with chronic pain are also viewed differently based on their gen-
der, as women are often perceived as hysterical and emotional
compared to men, who are often perceived as brave and strong
(2). Medical inequities are systematic by ethnicity as well (3).
Black patients are 40% less likely to receive standard cardiac
catheterization treatment compared to White patients (4), and in
other settings (e.g. pain management and surgical safety), eth-
nic minorities are provided inadequate treatment compared to
White patients (5–7). The marginalization of women and eth-
nic minorities is widespread in medicine, yet few studies can
document these patterns at scale using actual patient–physician
records.

Recent work has addressed this opportunity by collecting
physician notes from 600 medical cases and analyzing how physi-
cians describe patients based on demographics. Physicians cast

more judgment or doubt when communicating with Black pa-
tients than with White patients, but no differences emerged by
gender (8). Other evidence suggests physicians with high rates of
implicit racial bias toward Black patients tend to use more anxi-
ety words in their interactions compared to physicians with low
rates of implicit racial bias (9). These studies provide some of
the first data suggesting how language plays a central role in the
patient–physician relationship from medical records and patient
interactions. However, the constrained samples and limited num-
ber of linguistic features examined presents a challenge to iden-
tify how bias might manifest in medicine as an institution. The
current work draws on these empirical foundations to evaluate
how bias and linguistic disparities are reflected in word patterns
of physicians at a massive scale for a single hospital. Caregiver
notes from over 1.8 million patient–physician records were as-
sessed to understand what physicians attended to as they wrote
about women and ethnic minorities compared to men and White
patients.
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The psychology of language: content and
style words
In the social sciences, language patterns are often used as indi-
cators of one’s psychological focus (10, 11). This words-as-attention
approach to text analysis has been substantiated in hundreds of
studies (12–14), with the main thesis suggesting researchers can
glean psychological information about communicators by simply
counting their words (15). For example, prior work has used lan-
guage to identify where people of high or low social status focus
their attention. Leaders, or people of high social rank, tend to fo-
cus more on the collective as revealed by their greater use of “we”
words compared to followers, or people of low social rank (16).
Other work suggests language connects to personality (17) and
how people communicate about groups they also dehumanize (18,
19). Together, words matter, and they are instrumental to under-
stand the internal processing of communicators.

What types of word patterns reveal one’s psychological focus?
In general, two classes of words are often investigated: content
words and style words. Content words (e.g. nouns and verbs) de-
scribe what people are talking about and style words (e.g. pro-
nouns, articles, and prepositions) describe how people are com-
municating (10). Style words are often connected to a range of
social and psychological processes, including the marginalization
of (out)groups. In a related study, Markowitz and Slovic (18) had
participants rate the humanity of immigrants on an evolution
scale and then describe their feelings toward them. Those who de-
humanized (e.g. rated immigrants as less evolved) tended to use
more impersonal pronouns to describe them (e.g. words such as it,
anyone, and someone) compared to those who rated immigrants as
more evolved. Research on bias in law enforcement also suggests
police officers speak less respectfully to Black residents compared
to White residents during Oakland, CA traffic stops (20). Together,
marginalized groups in society (e.g. women and minorities) are of-
ten undermined in many settings and language patterns can re-
veal characteristics of psychological processes like bias via natu-
rally occurring data (21, 22). The current work uses large-scale text
analyses and an automated approach to document bias-based
disparities in medicine.

Predictions
Bias is expected to manifest in ways that are consistent with prior
evidence. First, physicians will focus more on emotions and the
emotional state of women compared to men (H1) because women
are often perceived as more hysterical, emotional, and dramatic in
medical settings than men (2, 23). The perception that women are
more emotional than men is a stereotype in medicine (24). For ex-
ample, surveyed medical professionals believe women are more
likely to report pain (25) and exaggerate their negative experi-
ences than men (26, 27). The stereotype that women are “just more
emotional” than men can have downstream consequences for
their care. That is, physicians who focus more on a patient’s emo-
tions and their emotional experiences may provide them with in-
equitable or inadequate treatment (e.g. over-prescribing or under-
prescribing medication) (28), believing that a woman’s condition
is psychological and exaggerated, not biological nor physical. This
first hypothesis, therefore, investigates how linguistic disparities
related to emotion operate across patient genders.

By focusing more on emotions and emotional experiences for
women compared to men, physicians cannot fully attend to other
aspects of a patient that might be instrumental to their health (e.g.
medical diagnoses and physical aspects of the patient). A second
prediction offers a complementary hypothesis to H1 and suggests

physicians will focus more on the bodily diagnoses of men com-
pared to women (H2). This prediction is conceptually consistent
with research on gender bias in other settings (2, 8), where jour-
nalists who ask questions to tennis players who are men tend to
focus more on the match compared to journalists who ask ques-
tions to tennis players who are women (29). Questions to tennis
players who are men included words such as clay, tie, sets, and
serve, whereas questions to tennis players who are women in-
cluded words such as nervous, mom, improve, and father. There-
fore, bias can be revealed by how much emotion (H1) or context-
relevant terms (e.g. references to the body in medicine; H2) are
the psychological focus of people who communicate to different
genders.

Bias can also appear in pronoun use to reflect one’s psycho-
logical distance toward a group. One category of pronouns, im-
personal pronouns, relates to the current research because they
describe how a physician may depersonalize a patient’s care and
distance themselves from the patient psychologically. Prior work
suggests men often receive more personalized time and atten-
tion than women from nurses or physicians (30, 31). Therefore,
this social dynamic and disparity should also be reflected in
the language of physicians via pronouns to indicate more per-
sonalized attention and focus provided to men versus women.
H3 predicts physicians will use more impersonal pronouns to
describe women than men as a reflection of the perceived
psychological distance between a physician and their target
(32–35).

In addition to such a priori predictions, two exploratory linguis-
tic measures were used to indicate a physician’s cognitive think-
ing style when attending to different patients: analytic thinking
and cognitive processing terms. Analytic thinking is a composite
variable of style words that proxies Kahneman’s System 2 think-
ing (36–38). High scores on an analytic thinking index often reflect
“cold” or “dispassionate,” but reasoned and structured communi-
cation (39). Alternatively, low scores on an analytic thinking index
reflect a narrative or dynamic thinking style. Analytic thinking
is a critical measure to understand cognitive styles of commu-
nicators and can indicate how physicians are being intentional
and reasoned in their thinking across genders and ethnicities.
Given the relatively uninvestigated link between bias, gender, eth-
nicity, and analytic thinking, these relationships were considered
exploratory.

Cognitive processing terms describe a communicator “working
through” an issue (39–41). People who use terms such as although,
should, or instead are attempting to organize their thoughts and
manage their appraisal of a target (42). In other words, cognitive
processing terms describe how much people are questioning an
unsettled issue or the amount of cognitive effort communicators
are putting in to understand an unsettled task, which might be
greater for groups that are marginalized because physicians are
less certain about how they feel toward such groups (or, they have
less experience attending to certain patients and need to put in
more cognitive effort). Like the analytic thinking effect, it is un-
clear how much effort physicians might put into their patients as
a reflection of their gender and ethnicity, or how structured their
thinking process might be when attending to different groups of
people. Therefore, this relationship is exploratory as well. Analytic
thinking and cognitive processing are used in tandem to evalu-
ate how language patterns can indicate the cognitive, organiza-
tional steps physicians went through psychologically to evaluate
patients in critical care.

Note, while hypotheses are offered for gender disparities,
these effects are also explored across ethnicities to indicate how
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Table 1. Descriptive information across groups.

Count Percentage (%)

Gender Men 1,047,816 56.60
Women 803,465 43.40

Ethnicity Asian 55,249 2.98
Men 34,181 61.87

Women 21,068 38.13
Black/African 180,410 9.75

Men 81,770 45.32
Women 98,640 54.68

Hispanic or Latino 65,218 3.52
Men 40,149 61.56

Women 25,069 38.44
White 1,295,941 70.00

Men 748,717 57.77
Women 547,224 42.23

Other 254,463 13.75
Men 142,999 56.20

Women 111,464 43.80

Note: percentages in bold were calculated by dividing the raw count by the total number of caregiver reports in the MIMIC-III database (N = 1,851,281). Unbolded
percentages are calculated within each ethnicity group.

physicians might attend to patients of different backgrounds as
revealed by word patterns. Formal predictions by ethnicity are
not offered because it is unclear how physicians may attend to
emotions, physical aspects of one’s care, and personalize one’s
health for different groups of non-White patients across diag-
noses, though it is reasonable to expect linguistic disparities
across ethnicities based on prior person–perception research (43).
The stereotype content model, for example, suggests people of-
ten categorize racial and ethnic groups in systematic ways across
warmth and competence dimensions: Asian people are often per-
ceived as more competent than warm (44), in some cases African
Americans are perceived as warm but incompetent (45), and Lati-
nos are stereotypically low on warmth and competence dimen-
sions (46). Here, the present research draws on principles of the
stereotype content model by arguing that stereotypes are perva-
sive in person–perception, and such evaluations of others can fa-
cilitate disparities in medicine that are revealed in language. This
work is one of the first studies to evaluate how such linguistic dis-
parities manifest at scale.

Taken together, linguistic bias toward women and ethnic mi-
norities was evaluated in 1.8 million caregiver notes. This research
is critical because inequalities by gender and ethnicity are com-
mon in medicine, though they have rarely been documented in
the linguistic reports by caregivers from patient medical charts
(9, 47, 48). The goal of this research is to identify new linguistic
pathways that indicate disparities in medicine and with this evi-
dence, motivate change toward equity.

Method
Deidentified patient medical records were obtained by the Medical
Information Mart for Intensive Care (MIMIC-III) database (49–51).
This archive contains medical details and descriptions for nearly
46,000 critical care patients and over 58,000 hospital admissions
for individuals admitted to Beth Israel Deaconess Medical Center
in Boston, MA. Hospital admissions include patients from 2001 to
2012 and each patient was tagged with demographic data (except
for age), their diagnosis, prescribed medications, and vital signs.
Caregiver notes were recorded by doctors, nurses, and other med-
ical providers to describe the patients’ status, updates on their

progress, and impressions from the caregiver. The current work
used these notes to evaluate the psychological focus of physicians
and identify patterns of bias.

Patients often received visits from multiple caregivers for the
same hospital admission and the same person may revisit the
hospital over time. Therefore, the entire archive contained a to-
tal of 1,851,281 patient–physician records with caregiver notes
(502,221,132 words), after excluding those without text and those
missing hospital admissions data (n = 231,899). The unit of analy-
sis in this work is the individual caregiver note. On average, care-
giver notes contained 271.28 words (SD = 383.12 words)a and a
breakdown of the sample by gender and ethnicity variables is of-
fered in Table 1.

Automated text analysis
All caregiver notes were processed by the automated text analysis
tool, Linguistic Inquiry and Word Count (LIWC) (52). LIWC counts
words as a percentage of the total word count per text and iden-
tifies a range of categories from its internal dictionary, including
social dimensions (e.g. words related to family), psychological di-
mensions (e.g. words related to emotion), and part of speech di-
mensions (e.g. pronouns, articles, and prepositions). For example,
the phrase “The patient is in bad health” contains six words and
LIWC identifies the following words across its internal dictionary
of categories, including but not limited to: articles (the; 16.67% of
the total word count), negative emotion terms (bad; 16.67%), and
health terms (health; 16.67%). LIWC is a gold-standard text anal-
ysis program for dictionary-based evaluations of language data;
its dictionary and word counting approach have been validated in
hundreds of studies (12, 13, 53, 54).

Measures
A linguistic profile for each caregiver note was created using six
language dimensions in the current study:

(1) and (2) Positive emotion terms (e.g. brave, safe, and gentle)
and negative emotion terms (e.g. bad, weak, and panic) to
evaluate a physician’s focus on a patient’s emotional state
and their emotional experience (H1);
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Table 2. Estimated marginal means by gender across language dimensions.

Men Women

Example M SE M SE t df P R2m R2c

Positive emotion terms (%) Brave, success 2.13 0.0327 2.15 0.0327 − 4.49 30,637 < 0.001 6.44E-05 0.453
[2.07, 2.20] [2.09, 2.22]

Negative emotion terms (%) Bad, sick 1.39 0.0126 1.41 0.0127 − 4.73 37,196 < 0.001 1.65E-04 0.198
[1.36, 1.41] [1.39, 1.44]

Body terms (%) Face, spine 1.90 0.0302 1.86 0.0303 6.28 32,761 < 0.001 3.01E-04 0.400
[1.84, 1.96] [1.80, 1.92]

Impersonal pronouns (%) It, who 0.70 0.0136 0.71 0.0136 − 2.35 28,316 .019 2.20E-05 0.281
[0.68, 0.73] [0.68, 0.73]

Analytic thinking – 92.88 0.0806 92.80 0.0808 5.94 27,472 < 0.001 9.31E-05 0.305
[92.72, 93.04] [92.64, 92.96]

Cognitive processes (%) Affect, solve 4.63 0.0310 4.67 0.0312 − 4.38 30,241 < 0.001 5.64E-04 0.176
[4.57, 4.69] [4.61, 4.73]

Note: these results include various controls reported in the main text and account for ethnicity as a fixed effect in the linear mixed model calculations. Numbers
in brackets are 95% CI for the estimated marginal group means and not the difference between the group means, which are used to assess statistical significance.
Full model outputs are in the online supplement. R2m refers to the marginal R2, which accounts for variance explained by the fixed effects in linear mixed model
calculations (gender and ethnicity). R2c refers to the conditional R2, which accounts for variance explained by the fixed and random effects in linear mixed model
calculations.

(3) Body terms (e.g. nerve, spine, and stomach) to assess how
much a physician focuses on biological and physical as-
pects of a patient (H2);

(4) Impersonal pronouns (e.g. it, someone, and who) to indicate
a physician’s perceived psychological distance to a patient
through style words (H3);

(5) Analytic thinkingb to evaluate the cognitive thinking and
reasoning style of a physician (exploratory) (55, 56); and

(6) Cognitive processing terms (e.g. solve, determine, and perhaps)
to indicate how much effort a physician might expend to
understand and work through issues related to a patient
(exploratory).

All language dimensions were drawn from the standard
LIWC2015 dictionary, and a correlation matrix of these variables
is offered in Table S1.

Results
Analytic approach
This paper used linear mixed models to account for dependencies
in the data. Random intercepts included the patient ID (to control
for multiple hospital visits by the same patient), hospital stay ID
(to control for multiple observations related to the same medi-
cal case), diagnosis (to control for baseline effects of how care-
givers react to specific patient conditions), and physician ID (to
control for baseline differences in physician writing styles).c Si-
multaneous fixed effects included reported patient gender (Men
or Women)d and ethnicity (Asian, Black/African, Hispanic, Other,
or White).e Despite controlling for physician ID, physician gender
and ethnicity were unavailable in the dataset and, therefore, not
included in statistical models.f

Full linear mixed model outputs (Tables S2–S7) and multiple
comparisons across language dimensions are available in the on-
line supplement.

Linguistic indicators of gender bias
The data revealed evidence of gender bias and disparities in the
language of caregiver notes (see Table 2 for estimated marginal
means and effect sizes across measures). Specifically, after con-
trolling for patient ethnicity, physicians focused on more emo-
tion for women compared to men. This effect was consistent

across emotional valence, as physicians focused on more posi-
tive (P < 0.001) and negative emotion (P < 0.001) in their notes for
women compared to men, supporting H1. To contextualize these
results, consider the following excerpts from patients who had the
same caregiver, a similar diagnosis, and were the same ethnic-
ity (White), but different gender. The man received the following
physician note, “S/P AVR with 5/10 incisional pain, grimacing with
CDB and at rest,” which contains two negative emotion terms (pain
and grimacing).g The woman received the following physician note,
“Extremely anxious, crying and becoming very worked up. Patient
can not state what exactly the problem is but cries and exclaims
help me and oh dear repetitively,” which contains four negative
emotion terms (anxious, crying, problem, and cries). Another excerpt
from the same caregiver toward a White woman suggested, “Pt
extremely nervous and anxious throughout shift. Pt has fear that
she is going to fall OOB and uneasy about all nursing care,” which
contains four negative emotion terms (nervous, anxious, fear, and
uneasy). In contrast, a man was described as “Pt pleasantly con-
fused,” with one negative emotion term (confused), a note that is
still generally positive.

Consistent with H2, physicians writing about men focused
more on their body (e.g. words such as spine and skull) than physi-
cians writing about women (P < 0.001). For patients with related
conditions, a physician’s note for a White man stated “pain poorly
controlled with intermittent morphine. moaning, poor cough ef-
fort, taking shallow breaths” with one body word (breaths) com-
pared to a physician’s note for a White woman from the same
physician that states, “c/o severe incisional pain at rest despite
morphine but lethargic after earlier doses. states she has a low
pain threshold & her pain is ‘50’ on the pain scale” (zero body
words). Collectively, the emotion and body words data reveal dis-
parities in attention as modified by patient gender: physicians
psychologically focus more on emotion when they attend to
women (compared to men) and more on the patient’s body when
they attend to men (compared to women). These differences are
systematic according to the statistical evidence and consistent
with qualitative examples pulled from the archive.

Consistent with H3, physicians used more impersonal pro-
nouns when attending to women vs. men (P = 0.019). For exam-
ple, a physician writing about a Black/African woman stated, “This
unfortunate 44 yr old woman returns,“ which contains one im-
personal pronoun (this) and increases the psychological distance
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between the physician and the patient (referring to the patient as
this woman instead of using their name or a personal pronoun). A
physician attending to a Black/African man with a related condi-
tion stated, “He was able to sleep for a few hours,” which does not
contain an impersonal pronoun and instead, comparatively hu-
manizes the patient by including a personal pronoun (he). This evi-
dence suggests physicians tend to psychologically distance them-
selves more from women than men as revealed by pronoun pat-
terns. Further interrogation of the impersonal pronouns and gen-
der effect is reported in the supplementary materials.

Finally, physicians thought in more analytical and structured
terms (e.g. using more articles and prepositions relative to pro-
nouns and storytelling words) when attending to men compared
to women (P < 0.001). A physician attending to a Black man wrote,
“Sinus rhythm with atrial premature beats. Since the previous
tracing probably no significant change other than the atrial pre-
mature beats,” which scored high on the analytic thinking index
(98.58). A physician attending to a Black woman patient with the
same diagnosis stated, “Irregular sinus tachycardia Septal + lat-
eral ST-T changes cannot exclude myocardial ischemia,” which
scored lower on the analytic thinking index (62.04). In these ex-
amples, the physician who communicated with high rates of ana-
lytic thinking used more articles and prepositions relative to sto-
rytelling words (e.g. negations) when attending to the man vs.
woman.

Physicians also used fewer cognitive processing terms (e.g. in-
dicators related to “working through” an issue or diagnosis) when
attending to men compared to women (P < 0.001). For patients
with the same diagnosis, a physician attending to a Black/African
woman stated, “Baseline artifact Regular rhythm—mechanism
uncertain—probably sinus rhythm although baseline artifact
makes assessment difficult Low limb lead QRS voltages Otherwise
baseline artifact makes assessment difficult” (seven cognitive pro-
cessing words: uncertain, probably, although, makes, lead, otherwise,
and makes). A physician attending to a Black/African man stated
“Baseline artifact makes proper interpretation difficult. Probable
sinus tachycardia. Early transition with anteroseptal ST segment
depression—consider ischemia” (four cognitive processing words:
makes, interpretation, probable, and consider). Less cognitive effort is
required to work through diagnoses for men compared to women,
a signal that physicians may be more familiar with or comfortable
attending to men vs. women. Therefore, this cumulative evidence
suggests gender disparities are revealed in the language of physi-
cians who attend to different patients.

Linguistic indicators of ethnicity bias
The data revealed systematic evidence of ethnicity bias as well,
after controlling for patient gender, their diagnosis, and multiple
observations by the same patient, hospital stay, and physician. For
each language dimension, the main effect of ethnicity was signif-
icant Fs > 3.83, ps < 0.004. Estimated marginal means and con-
fidence intervals are reported in Table 3 and Table S8 displays
Bonferroni-corrected mean differences out of space considerations.

Physicians attending to Black/African and Asian patients used
fewer positive and negative emotion terms than physicians at-
tending to White patients (ps < 0.001). Example texts from pa-
tients with the same diagnosis and gender, but different ethnic-
ity, demonstrate clear differences in how patients are discussed
and the disparities that exist. A physician for a Black/African
man wrote, “Infant observed during cares. Developmental care
plan posted at the bedside. Please refer to for details on infant
strengths, stress signals, and ways to optimize infant comfort.

OT to follow,” which contains one negative emotion term (stress)
and abstractly describes a patient’s care (e.g. a care plan was
“posted,” instead of detailing the care plan). A physician for a
White man wrote “pt occationally irritable tonight with increased
gas. tylenol given for circumcision discomfort as witnessed by fa-
cial grimacing and increased heart rate,” which contains three
negative emotion terms (irritable, discomfort, and grimacing) and
more completely describes physical conditions and experiences of
the patient. Therefore, physicians focus less on the pain and nega-
tive experiences of Black/African patients compared to White pa-
tients as revealed by language. These effects are generally consis-
tent with nonlanguage research findings as well, where physicians
believe Black patients can generally feel less pain than White pa-
tients (57, 58). It is also important to note that physicians used
the lowest rate of body terms when attending to Black/African
patients compared to patients of other ethnicities (ps < 0.001; see
Table 3). Collectively, this evidence suggests that through their
language and caregiver notes, physicians focus less on the emo-
tions and physical diagnoses of Black/African patients compared
to most patients of other ethnicities.

Physicians attending to Black/African patients also thought in
less structured and analytical terms compared to physicians at-
tending to White patients (see Table 3 and Table S8). Further,
physicians used fewer cognitive processing terms for White pa-
tients (“Sinus tachycardia Possible left atrial abnormality Since
last ECG, no significant change;“ four cognitive processing terms:
possible, abnormality, since, and change) compared to Asian patients
(“Atrial fibrillation. Modest ST-T wave changes are non-specific.
Since the previous tracing of [∗∗deidentified∗∗] ventricular rate
is slower. Otherwise, probably no significant change;“ six cogni-
tive processing terms: changes, specific, since, otherwise, probably, and
change) and Black/African patients (“Normal sinus rhythm. Proba-
ble lead reversal between lead V1–V2. Occasional ventricular pre-
mature beat. Compared to tracing #1, no change other than lead
reversal;” eight cognitive processing terms: probable, lead, lead, oc-
casional, change, other, than, and lead). Note, all patients in the prior
examples were women and had the same diagnosis. The cogni-
tive processing evidence suggests physicians may need to expend
less cognitive effort to work through diagnoses and organize their
thoughts for White patients vs. non-White patients. Word pat-
terns reveal cognitive correlates of treating patients from differ-
ent ethnic backgrounds.

Finally, as the evidence in Table S8 suggests, linguistic differ-
ences across ethnicities for impersonal pronouns were largely
nonsignificant. Bias and language-based disparities mainly occur
through other linguistic pathways in medicine, including emotion
and cognition.

Exploratory content patterns
To further understand the linguistic disparities that exist across
major gender and ethnicity groups, an exploratory content analy-
sis was performed. Word clouds in Fig. 1 indicate the 50 most fre-
quent content words across genders. Supported by the evidence
also presented in Table S9, the data suggest content differences
across men and women were relatively minor. Indeed, 48/50 of the
most frequent content words appeared in both men and women
lists (e.g. only four words were not cross-listed: radiology, sounds,
rr, and support). Physicians focus on patients of different genders
with generally stable content, further emphasizing the impor-
tance of style patterns reported in this work as well.

The content in caregiver notes was more distinct and vari-
able across ethnicities, however (see Fig. 2 and Table S10, which
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Table 3. Estimated marginal means by ethnicity across language dimensions.

Language dimension Ethnicity M SE df 95% CI

Positive emotion terms (%) Asian 2.11 0.034 2,415 [2.05, 2.18]
Black/African 2.12 0.033 2,080 [2.05, 2.18]

Hispanic or Latino 2.15 0.034 2,318 [2.09, 2.22]
Other 2.17 0.033 2,015 [2.11, 2.24]
White 2.15 0.033 1,937 [2.09, 2.22]

Negative emotion terms (%) Asian 1.36 0.018 11,907 [1.33, 1.40]
Black/African 1.39 0.014 4,900 [1.36, 1.41]

Hispanic or Latino 1.42 0.017 9,903 [1.39, 1.46]
Other 1.40 0.013 3,782 [1.38, 1.43]
White 1.42 0.012 2,477 [1.40, 1.45]

Body terms (%) Asian 1.97 0.035 3,770 [1.90, 2.03]
Black/African 1.79 0.031 2,595 [1.73, 1.85]

Hispanic or Latino 1.91 0.034 3,465 [1.84, 1.97]
Other 1.89 0.031 2,369 [1.83, 1.95]
White 1.87 0.030 2,094 [1.81, 1.93]

Impersonal pronouns (%) Asian 0.699 0.015 2,709 [0.67, 0.73]
Black/African 0.706 0.014 2,068 [0.68, 0.73]

Hispanic or Latino 0.699 0.015 2,517 [0.67, 0.73]
Other 0.715 0.014 1,964 [0.69, 0.74]
White 0.702 0.014 1,814 [0.68, 0.73]

Analytic thinking Asian 92.85 0.089 2,835 [92.68, 93.02]
Black/African 92.77 0.083 2,147 [92.60, 92.93]

Hispanic or Latino 92.82 0.087 2,631 [92.65, 92.99]
Other 92.85 0.081 2,029 [92.69, 93.01]
White 92.90 0.080 1,872 [92.75, 93.06]

Cognitive processes (%) Asian 4.75 0.041 7,261 [4.67, 4.83]
Black/African 4.76 0.034 3,495 [4.69, 4.82]

Hispanic or Latino 4.65 0.039 6,151 [4.57, 4.72]
Other 4.46 0.032 2,880 [4.39, 4.52]
White 4.63 0.030 2,152 [4.57, 4.69]

Note: these results include various controls reported in the main text and account for gender as a fixed effect in the linear mixed model calculations. Full model
outputs are in the online supplement and all Bonferroni-corrected mean differences are represented in Table S8. Numbers in brackets are 95% CI for the estimated
marginal group means and not the difference between the group means, which are used to assess statistical significance.

Fig. 1. Note. Font size reflects relative raw prevalence of words within groups.

provide complementary descriptive details on content patterns).
In one example, the word pain—a negative emotion term—
appeared in 22.66% of caregiver notes for White patients, 19.77%
of caregiver notes for Black/African patients, and 14.73% of care-
giver notes for Asian patients. Given the scale of these data, such
percentage differences reflect a nontrivial number of caregiver
notes that mention the term pain across ethnicities. Further, di-
agnoses of White, Black/African, and Hispanic or Latino patients

were often described as acute, but this term was not in the top 50
content words for Asian patients and those in the “Other” category.
In fact, acute appeared in 19.23% of caregiver notes for White pa-
tients, 18.13% of caregiver notes for Black/African patients, 15.99%
of caregiver notes for Hispanic or Latino patients, and 14.89% of
caregiver notes for Asian patients. The term acute is often used to
describe the sudden and severe onset of a condition (59), which
may represent a disparity in how physicians think about health



Markowitz | 7

Fig. 2. Note. Font size reflects relative raw prevalence of words within groups.

conditions and their association with time for patients of different
ethnicities (e.g. how long might take for a patient to recognize they
need medical attention). Together, this evidence suggests physi-
cians focus on different content when attending to the medical
and health experiences for patients of varying ethnicities in criti-
cal care. Please see the supplementary materials for more content
differences across gender and ethnicities.

Gender × ethnicity bias interaction
To investigate the joint impact of patient gender and ethnicity on
physician word patterns in caregiver notes, mixed effect interac-
tions with the prior controls were conducted. The only interac-
tion effect models to reach statistical significance were for cog-
nitive processes, F(4,30,195) = 2.92, P = 0.019, and positive emo-
tion terms, F(4,30,726) = 4.17, P = 0.002. Key findings are repre-
sented below and estimated marginal means (plus mean differ-
ences) across groups are in the supplementary materials out of
space considerations (see Tables S11–S17).

Physicians wrote with the greatest rate of cognitive process-
ing terms for Black/African women (see Table S11). An example
of a physician working through a diagnosis for a Black/African
woman includes, “Sinus rhythm. Since the previous tracing of
[∗∗deidentified∗∗] inferolateral ST-T wave abnormalities may be
less. Otherwise, no change.,” which includes five cognitive pro-
cessing terms (since, abnormalities, may, otherwise, and change). This
example demonstrates a degree of uncertainty in the patient’s
progress, where the physician needs to work through and put in
additional cognitive effort to attend to their care. Comparatively,
a physician describing a White woman with the same condition
stated, “Ventricular paced rhythm Since previous tracing, atrial
pacer spikes are not as apparent,” with three cognitive processing
terms (since, not, and apparent) and is more certain in its evalua-

tion of the patient. Bonferroni-corrected multiple comparisons re-
vealed significant differences between Black/African women and
all other groups (ps < 0.015), except for Asian men. Together,
physicians demonstrate the greatest need to work through diag-
noses for Black/African women, whereas patients of other genders
and ethnicities received less questioning and required less cogni-
tive effort from caregivers.

Finally, physicians of Black/African women focused on less
positive affect than physicians of White women (P < 0.001).
Black/African women, on average, were described with the low-
est rate of positive affect compared to other patients.

Discussion
Bias pervades many aspects of social life (60), and the current
work demonstrates systematic gender and ethnicity disparities
in medicine through language. The evidence suggests physicians
focus more on impersonality and emotion when attending to
women compared to men, physicians attend less to the nega-
tive experiences of Black/African and Asian patients than White
patients, and physicians expend more cognitive effort to work
through issues for Black/African women vs. other groups of peo-
ple. These observations build on nonlinguistic findings that indi-
cate how inequalities are widespread in medicine (5, 57, 58), and
this study is among the first to demonstrate the effects are robust
in language patterns among 1.8 million caregiver notes and over
500 million words from such reports.

This evidence is important because it establishes a link be-
tween communication patterns and bias that is often unobserved
or underexamined in medicine. Bias in medicine has been pre-
dominantly revealed through procedural differences among eth-
nic groups (4), how patients of different ethnicities perceive their
medical treatment (47), and structures that are barriers-to-entry
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for women and ethnic minorities (61). The current work revealed
that the language found in everyday caregiver notes reflects dis-
parities and indications of bias—new pathways that can comple-
ment other approaches to signal physicians who treat patients in-
equitably (62). Caregiver notes, based on their private nature, are
akin to medical diaries for physicians as they attend to patients,
logging the thoughts, feelings, and diagnoses of medical profes-
sionals. Caregivers have the herculean task of tending to those in
need, though the current evidence suggests bias and language-
based disparities are a part of this system. Words might there-
fore be used to alert physicians when they are in settings that
can facilitate bias. The results in the current work are critical
because language is inherently linked to how people think and
feel about others; believing that certain groups are “just more
emotional” (women vs. men) or certain groups are unable to feel
(Black/African and Asian patients vs. White patients), may make
physicians underestimate the pain of some patients and under-
serve their care. Ultimately, this work does not intend to accuse
or cast blame on specific people, but to unearth disparities and
biases with the hope of mitigating them in a pursuit of equity.

Against this backdrop, it is also important to position the ob-
served linguistic disparities within prior stereotyping and bias re-
search. First, in the current sample via content words, physicians
focused less on acute pain of Asian patients compared to other eth-
nicities. Prior work suggests stereotypes of Asian people often em-
phasize their competence but deemphasize their warmth (44, 63),
which might also be present in medicine when physicians attend
less to their pain and the acuity of their symptoms (e.g. the dis-
tress of Asian patients was under-responded to) (43). Therefore,
this work complements and extends traditional stereotyping and
bias research by offering pathways to indicate how established
disparities are revealed in the language of medical records. Sec-
ond, in the United States, prior work suggests Asian people are of-
ten feminized and Black people tend to be masculinized (64, 65).
This pattern of stereotyping makes Black women and Asian men
the nonprototypical members of their racial groups (66, 67), which,
therefore, may require physicians to exert more cognitive effort
to work through their diagnoses compared to prototypical mem-
bers of their racial groups. The interaction effect analyses support
such contentions, where rates of cognitive processing terms were
highest for Black women and Asian men. Altogether, consistent
with stereotype content model research, stereotypes and biases
are systematic in intergroup settings; the current work expands
on this foundation to observe how these patterns are revealed lin-
guistically and at scale in medicine.

A critical reader might question if the reported effects are in-
deed a reflection of bias, or perhaps other psychological, insti-
tutional, or communication processes. There are several reasons
why the effects are likely bias instead of other alternatives. First,
the evidence in this paper is consistent with patterns of gender
and ethnicity bias observed in other work. Language patterns,
therefore, are another way that bias is represented at scale and
naturally, from actual patient–physician records. Second, the ef-
fect sizes are small, which is consistent with how gender and
ethnicity bias is generally communicated or revealed in the wild.
Overt misogyny and discrimination are relatively rare compared
to subtle or everyday forms of bias that accumulate over time (68,
69). The differences between genders and ethnicities are indeed
disparities, where specific psychological attention is paid to some
groups and not others, as revealed through a linguistic signature
of physician data.

Relatedly, it is also important to position the cognitive pro-
cessing results from this study, which suggest physicians dis-

played more evidence of “working through” medical cases of
Black/African women compared to other patients. It could be ar-
gued that this additional cognitive effort is a sign of physicians
trying to understand Black/African women better (e.g. putting in
more cognitive effort to give better care). However, considering
this evidence with the other linguistic findings (e.g. less emotional
focus) reveals a less inclusive picture. Physicians needing to ex-
pend more cognitive effort for Black/African women compared
to other patient groups is also consistent with established evi-
dence suggesting Black/African patients, in general, are unheard
and misunderstood medically compared to others (47, 70). Here,
expending more cognitive effort likely reflects unfamiliarity and
uncertainty instead of advocacy, especially as Black women often
have worse health outcomes than other groups (71).

Taken together, bias in medicine and its associated linguis-
tic disparities are systematic, nuanced, and contingent on a par-
ticular group in question. For example, an increase in one lin-
guistic feature (e.g. negative emotion terms) may be a signal of
bias toward some groups (e.g. women vs. men) while a decrease
in the same linguistic feature may be a signal of bias toward
other groups (e.g. Black/African and Asian patients vs. White pa-
tients). Linguistic bias, therefore, depends on the group being ex-
amined and requires a historical and contextual understanding
of how groups have been treated in medicine to reveal patterns
of mistreatment. The evidence in this paper was often consis-
tent with other accounts revealing medical stereotypes by gender
(e.g. women are “just more emotional” than men) and ethnicity
(e.g. Black patients are less capable of feeling pain compared to
White patients), though the current work demonstrates new links
to bias at the language level. Medicine’s persistent struggle to treat
women and non-White individuals equitably suggests new ways
to understand and mitigate disparities are worthwhile, pressing,
and needed for system-level change.

The emotion and body words evidence also reveal how bias
can manifest in compensatory ways in medicine. Physicians’ at-
tention is limited when focusing on patients of different genders
and ethnicities. By focusing on one aspect of a patient (e.g. their
emotions), they are often unable to adequately focus other im-
portant aspects of their care for some groups (e.g. their body and
physical diagnoses). For example, as positive and negative emo-
tion terms increased in physicians notes for women (compared
to men), body words decreased as well. As positive and negative
emotion terms decreased in physician notes for Asian patients
(compared to White patients), body words increased. Therefore,
by focusing more (or less) on one aspect of a patient, physicians
may psychologically compensate and have less (or more) ability to
attend to other aspects of their health. This is a novel theoretical
insight into bias and linguistic disparities, which deserves further
interrogation into why it occurs for some groups and not others.

Limitations and future directions
In light of this evidence, there are limitations of this work worth
noting. First, these data are correlational, and future work should
use experimental procedures to identify how physicians might
write caregiver reports based on patient profiles. Psychological
mechanisms are also critical to examine with additional research.
Second, the effect sizes in this paper are small, and identifying
these patterns benefitted from the large number of cases avail-
able in the dataset. To contextualize the effect sizes, however,
the word counting approach applied to caregiver notes was sim-
ple and most effect sizes in this paper are consistent with psy-
chology of language research (72). LIWC’s simple word counting
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system offers a baseline level of bias identification and more so-
phisticated procedures will likely identify gender and ethnicity
bias in new and more predictive ways. Further, these data were
only collected from one hospital, and it is unclear if physician de-
mographics at Beth Israel Deaconess Medical Center (e.g. those
who wrote the caregiver reports) are typical of most hospitals in
the Unite States. Future research should collect caregiver reports
from more hospitals to identify how such language patterns of
bias represent system-level or regional tendencies. Due to data
availability limitations, physician demographics could not be ac-
counted for and, therefore, it is unclear who perpetuated bias to-
ward women and people of color. This nuance should be exam-
ined in future research if such data are obtainable. Finally, while
the reported effects demonstrate clear connections to bias and
language-based disparities, there are other possible explanations
that deserve treatment as well. The patterns of emotion, for exam-
ple, may result from a form of mimicry or matching where physi-
cians are reflecting a patient’s communication style back to them.
This is still bias, however, as physicians are often told to be objec-
tive, detached, and unemotional in their assessment of patients
(73, 74), but this aim is not universally achieved. Additional work
should examine related social and psychological dynamics to un-
derstand how bias manifests in medical settings and medicine as
an institution.

Future work would also benefit from exploring how bias, over
the course of a patient’s medical progress, is reflected over time
and across groups. Physicians may focus on different aspects of a
patient’s health experience depending on their gender and ethnic-
ity during a hospital admittance, and this progression may have
implications for the quality and urgency of their care. Addition-
ally, it may be important to evaluate general baseline rates of
emotion (and other language variables) in medical settings. Such
baselines can serve as “ground truth” to consider how the current
results compare to some general assessment of how physicians
communicate about groups of people. Nonetheless, these data in-
dicate disparities in how physicians attend to patients based on
their gender and ethnicity. While the results indicate disparities
in how physicians focus on their patients of different subgroups,
future work should identify how such disparities lead to different
treatments and health outcomes as well. The link between gen-
der, ethnicity, language, and bias might be more consequential by
observing that disparities lead to inequitable care or treatment,
plus worse medical outcomes.

Notes
a. Some studies recommend removing especially low word counts

to prevent denominator effects, or the idea that some language
categories may be overstated when there is a small number of
words in a piece of text. Excluding texts ≤ 20 words (N = 1,774,170)
produced substantively equivalent results and comparable effect
sizes in this paper.

b. The unit-weighted formula for calculating the analytic thinking
index is: analytic thinking = [articles + prepositions—pronouns—
auxiliary verbs—adverb—conjunctions—negations] from LIWC
scores (55). Algorithmically, the analytic thinking index is then cre-
ated by normalizing the unit-weighted result. Such normalized
scores are “percentiles based on standardized scores from large
comparison corpora” (56) and range from 0, or low analytic think-
ing, to 100, or high analytic thinking.

c. Some physician IDs were blank and to prevent an abundance of
missing values, were collapsed into a single level (a single physi-
cian ID).

d. According to the database creators, gender refers to the genotyp-
ical sex of the patient. Therefore, gender is a biological construct
in this study.

e. In the raw data, ethnicity was more granularly reported. However,
ethnicities were collapsed into dominant categories for simplic-
ity of the statistical models. The “other” category also included
patients who did not disclose their ethnicity or whose ethnicity
could not be determined.

f. Prior work suggests bias against Black people persists even after
controlling for perpetrator ethnicity as well (20). Therefore, not
having physician gender or ethnicity is noteworthy, but not fatal
for the analyses.

g. In some cases, excerpts were not full caregiver notes due to their
length. However, no words were removed in the process of iden-
tifying such exemplars. Excerpts are used to highlight how the
language dimensions operated in actual caregiver notes across
groups.
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