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ABSTRACT:
Categorical perception (CP) is likely the single finding from speech perception with the biggest impact on cognitive

science. However, within speech perception, it is widely known to be an artifact of task demands. CP is empirically

defined as a relationship between phoneme identification and discrimination. As discrimination tasks do not appear

to require categorization, this was thought to support the claim that listeners perceive speech solely in terms of

linguistic categories. However, 50 years of work using discrimination tasks, priming, the visual world paradigm, and

event related potentials has rejected the strongest forms of CP and provided little strong evidence for any form of it.

This paper reviews the origins and impact of this scientific meme and the work challenging it. It discusses work

showing that the encoding of auditory input is largely continuous, not categorical, and describes the modern

theoretical synthesis in which listeners preserve fine-grained detail to enable more flexible processing. This synthesis

is fundamentally inconsistent with CP. This leads to a different understanding of how to use and interpret the most

basic paradigms in speech perception—phoneme identification along a continuum—and has implications for under-

standing language and hearing disorders, development, and multilingualism. VC 2022 Acoustical Society of America.
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I. INTRODUCTION

Throughout the history of speech perception research,

categorical perception (CP; Liberman et al., 1957) has been

a breakout finding. It is one of only a few that have made a

lasting impact outside of the field (Goldstone and

Hendrickson, 2010; Harnad, 1987), and its influence contin-

ues to grow (Fig. 1). CP is an empirical phenomenon and a

theoretical claim about perceptual encoding. Empirically,

CP is observed when discrimination (the ability to distin-

guish two stimuli) is affected by the presence of categories.

Theoretically, it claims that perception is “warped” by the

presence of categories and “analog or continuous inputs are

transformed into quasi-digital, quasi-symbolic encodings”

(paraphrased from Goldstone and Hendrickson, 2010).

CP is wrong at both levels. Researchers actively work-

ing on speech categorization have known this for many

years (e.g., Massaro and Cohen, 1983; Pisoni and Lazarus,

1974). Yet, long after the seminal work ruling out CP, it

continues to live on as a sticky scientific meme. It influences

the way speech perception is conceived in work on language

development (Maurer and Werker, 2014), communication

disorders (Serniclaes et al., 2004), and neuroscience (Chang

et al., 2010) as it shapes ideas about what an ideal listener

should be aiming for. CP continues to appear in other areas

of perception (Beale and Keil, 1995; Franklin et al., 2008;

Freedman et al., 2001) and other species (Green et al., 2020;

May et al., 1989). It has left us with problematic tasks still

used today for many purposes.

Despite the substantial work countering the claims of

CP, few (if any) accessible reviews explain why it is wrong

or wrestle with the consequences of the failure of CP for

theories of speech perception and the methods used to study

it. This may be why CP still appears unchallenged in many

textbooks and why so many subfields of cognitive science

do not appear to be aware of its demise. Thus, this review

seeks to directly lay out the evidence against CP and for

alternative conceptualizations of speech categorization. This

review is not exhaustive. It focuses on work that directly

examines categorization in its “distilled” form (laboratory

studies of monolingual typical adults). I lack the expertise

(or space) to offer more than a superficial discussion of other

relevant fields such as sociolinguistics, speech pathology,

development, second language (L2) learning. This is not a

claim that the more distilled work emphasized here captures

speech perception in general nor that it offers greater insight

than these other fields. Rather, I focus on this work because

this is from where the large body of results that directly

challenge CP has emerged. It is this field where the critical

breakdown in scientific story telling began.

This review is more blunt than typical. The widespread

view among researchers working on speech categorization

is that CP is finished, and there is no need to continue study-

ing it (Crowder, 1989; Schouten et al., 2003). However,

the persistence of CP suggests the need for a more direct

treatment. This review does not argue that people do not
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categorize speech. The evidence for categorization is strong.

Rather, CP is a deeper claim about perceptual representa-

tions below the level of categories, and it is those claims

that are refuted here. The broader claim is that CP privileges

the goal of identifying a single phonological category from

a single segment over other crucial goals, both phonological

(recognizing multiple phonemes in parallel) and non-

phonological (word recognition and social perception).

Thus, it stands as a barrier to a richer and more comprehen-

sive understanding of speech perception.

II. CP

A. Empirical definition of CP

CP is assessed in experiments in which listeners hear

tokens from a continuum of speech sounds (e.g., spanning /b/

to /p/ in small steps). CP requires tasks that assess labeling (is

each token a /b/ or a /p/?) and discrimination (are two tokens

the same or different?). CP is observed when three conditions

are met. First, listeners must show a sharp labeling function

[Fig. 2(A), dashed line]: as the speech continuum advances,

there is a sudden shift in categorization. Second, listeners

should be poor at discriminating tokens from the same cate-

gory (solid line), and, third, they should be good at discrimi-

nating tokens that –cross the boundary.

The first criterion is difficult to assess. The psychophys-

ical function cannot be linear. A listener cannot choose any

category more than 100%. Thus, the function must reach

asymptotes at either end, and any apparent linearity is an

artifact of where the end points are set. The mere presence

of a sigmoidal curve, in fact, means little other than that sub-

jects had to make a forced choice decision of tokens on a

continuum. It can never be evidence for CP. The steepness

of the function is similarly problematic. Although the stron-

gest form of CP claims a perfect step function (a transition

of 100% between the smallest possible distance), this has

never truly been tested (e.g., with adaptive approaches that

use increasingly smaller steps). Instead, researchers gener-

ally informally evaluate the slope and declare it steep. Yet,

slope is, in part, related to the step size and the range of the

continuum (Rosen, 1979). By selectively testing a narrow

range (or small step sizes), a researcher could create sharper

or shallower transitions. Moreover, across speech cues, con-

tinuum steps are incommensurate [how does a 5 msec voice

onset time (VOT) difference for a voicing continuum com-

pare to a 40 Hz first formant (F1) frequency difference for a

vowel continuum], and there have been few attempts to

standardize them (though, see the supplementary material

S11). Thus, the first criterion cannot be rigorously evaluated.

The second and third criteria are often treated similarly.

Some have caricatured CP as requiring no above chance
within-category discrimination. However, even the original

demonstration of CP (Liberman et al., 1957) did not

observe this (finding robust discrimination within the /g/ cat-

egory). Nonetheless, this characterization is not baseless.

FIG. 2. (A) Canonical CP results profile. On the x axis, step is step from a speech continuum, where step 1 might be a prototypical /b/ and step 10 may be a

prototypical /p/. Identification (dashed line, left axis) is coded as the proportion of responses that match one of the end points. Here, zero is /b/ and 1.0 is /p/,

such that 0% responding indicates the participant consistently heard /b/. Discrimination is assessed between neighboring points (e.g., between steps 1 and 2,

2, and 3, and so forth). The peak indicates that discrimination is better between steps 5 and 6 (spanning the boundary in the identification results) than

between steps 1 and 2 (both /b/). [(B), (C)] Schematic results of typical effects on identification alone. (B) Trading relations paradigms show how cues inter-

act, for example, the separate influence of VOT (x axis) and F0 (separate curves) on voicing categorization. (C) Other paradigms focus on the slope, for

example, comparing voicing categorization in younger and older children or in disordered and typical children.

FIG. 1. The number of new citations in consecutive five-year periods start-

ing in 1955. The search was conducted on Google/Scholar (Mountain View,

CA) with the term “categorical perception.”
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Indeed, Liberman et al. (1961) writes in the abstract to the

second CP paper: “…perception … is essentially categorical

in that S can hear no differences among the stimuli beyond
those that are revealed by the phoneme labels.”

Nonetheless, this high bar is not conventionally required for

CP, and many collapse the second and third criteria to the

relative difference (discrimination is better for tokens span-

ning the boundary than those within a category).

A more rigorous approach is to directly predict discrim-

ination from labeling responses (Gerrits and Schouten,

2004; Liberman et al., 1957; Schouten et al., 2003). Such

models start from the strong assumption that listeners per-

ceive speech solely in terms of labels. Under this assump-

tion, discrimination should be at chance if two tokens are

labeled the same 100% of the time and should increase if

labeling of those tokens differs. The predicted discrimina-

tion function is generated from each subject’s labeling and

compared to their obtained discrimination. To the extent

that they match, CP is claimed. To the extent that discrimi-

nation exceeds predictions, some within-category sensitivity

must be present. Perfect predictability need not be found to

claim CP (identification and discrimination need not be fully

isomorphic).

Using variants of this definition, CP has been shown

across a variety of contrasts, including place of articulation

(Liberman et al., 1957) and voicing (Liberman et al., 1961)

in stop consonants, vowels (Van Hessen and Schouten,

1999; (though, see Fry et al., 1962), liquids like l/r

(Miyawaki et al., 1975), and the fricative/affricate contrast

(Cutting and Rosner, 1974).

This definition of CP has not been consistently applied.

Often the term CP is used to refer to a steep labeling func-

tion alone; others use CP to refer to any experiment that

asks subjects to label tokens from a continuum even with no

discrimination measure. This is wrong. We must end this
rhetoric. CP invokes a specific theoretical view of speech

(now disproven). By invoking CP as a sort of shorthand for

this approach, researchers are (perhaps unintentionally)

making stronger claims about perception than they had

intended. Even as a purely methodological term, these stud-

ies are simply measuring categorization—not CP.

In other cases, CP is sometimes claimed on the basis of

discrimination data alone in the absence of a labeling task.

This is common in the infant literature as most measures

only permit a measure of discrimination (McMurray, 2022,

for a review); however, it also applies to neuroimaging tech-

niques that use approaches such as the mismatch negativity

(MMN) in an electroencephalogram (EEG) or representa-

tional similarity analyses to construct a neural version of

discrimination but without any corresponding neural identi-

fication. Such practices risk affirming the consequent: we

know a particular profile of discrimination is consistent with

CP; CP requires categorization; therefore, when that profile

is observed, we can assume categorization. However, as I

describe, the evidence against CP is now substantial. If we

remove CP from the derivation chain, it is not clear what

can be concluded from discrimination alone.

B. Theoretical implications of CP

CP also makes theoretical claims about speech. It starts

from a model of speech recognition with two levels of anal-

ysis (Fig. 3). In the first analysis, input is mapped onto some

form of auditory encoding analogous to acoustic cues such

as the spectral peak of a fricative, formant frequencies of a

vowel, or the VOT of a stop. This does make strong claims

for the validity of any specific cue, and most likely this level

reflects multiple. Critically, this level of representation is

continuous: at some level, it preserves the gradient nature of

the input in a way that reflects acoustic similarity. In the sec-

ond level of analysis, cues are carved into categories like

phonemes, features, or words. In the framing of CP, percep-
tion refers to the auditory/cue encoding, and categorization

is a later cognitive process operating on perception. This

contrasts from more modern (looser) uses of these terms in

which perception might include a wide range of processes,

including categorization.

Critically, discrimination tasks do not require labeling.

For example, in the ABX task used by Liberman et al.
(1957), listeners hear two distinct sounds (A and B) followed

by a third (X) that matches A or B. They indicate whether

the third sound matched A or B. For example, if they heard

“ka ga ga,” they should respond B. In principle, a listener

could perform this task without labels; if they heard ga ga

ga (where the underline indicates a lower pitch), they could

identify B as the match. Thus, discrimination tasks were pre-

sumed to tap auditory encoding. Under this assumption, CP

makes a bold claim: auditory encoding is altered or warped

by perception. Tokens from distinct categories are heard as

more distant in perceptual space, and tokens from the same

FIG. 3. A rough conceptual model of the speech chain assumed by CP.

Speech input is first mapped to a continuous auditory encoding that repre-

sents something like continuous cue values. This space is then carved into

categories.
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category are closer. This violates Weber’s law (perceptual

distance is a monotonic function of stimulus distance) as

perception is warped toward a more discrete representation.

The perceptual warping reflected by CP was a view that

was well suited for its moment in the history of cognitive sci-

ence. At the time of CP, work at Haskins Laboratories (New

Haven, CT), the Massachusetts Institute of Technology

(Cambridge, MA), and Brown University (Providence, RI)

was defining the problem of lack of invariance (Blumstein

and Stevens, 1979; Delattre et al., 1955): the idea that vari-

ability due to talker differences, speaking rate, and coarticula-

tion makes it such that there is no one-to-one mapping

between an acoustic form and a phoneme. This is illustrated

in Fig. 4(A), which shows measurements of /s/ and /S/ across

multiple vowels and talkers from McMurray and Jongman

(2011). Note the overlap between categories driven by talker

and coarticulation from the neighboring vowel. Figure 4(B)

shows these same measurements transformed by a simple

version of CP, which enhances between-category distance

and reduces within-category variation. By this analogy, CP

appeared to make the problem of invariance less challenging.

It does not solve it—in fact, the tokens on the wrong side of

the boundary are now misclassified in more extreme ways.

However, at the time it was discovered, the empirical evi-

dence for CP implied that listeners may be equipped with

mechanisms specialized for speech to solve the problem of

lack of invariance (by yet unknown means).

Second, when CP was discovered, the cognitive revolu-

tion was under way. This movement argued for a view of

cognition built on symbolic operations. CP supported this

view by arguing for the existence of mechanisms that rap-

idly transduce the continuous signals into categories (sym-

bols). CP later became linked to other key ideas in the

cognitive revolution: for example, it may be innate and spe-

cific to speech (Liberman et al., 1967). Supporting this spe-

cial mode of speech perception, there were early

demonstrations that CP could be observed with speech but

not nonspeech sounds that capture similar acoustic relation-

ships (Liberman et al., 1961; see Cutting and Rosner, 1974,

for a review).

FIG. 4. (A) Spectral mean and F2 onset frequencies for /s/ and /S/ from McMurray and Jongman (2011). The line represents a linear discriminant analysis

that can separate the categories at about 92%. (B) A simulation of CP generated by assuming the linear boundary in (A), and then doubling the distance

between tokens on each side of the boundary and halving the variation within each side of the boundary; (C) a simulation of CP generated by only increasing

the distance without adjusting within-category variation; and (D) the same data after compensating for talker and vowel differences using the regression

approach of C-CuRE (McMurray and Jongman, 2011) are depicted; the discriminant analysis achieves 96.6% accuracy.
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Whether or not CP is innate or special to speech, the

broader theoretical claim has persisted: perception of contin-

uous acoustic representations is warped by language to sup-

port categorization. Several mechanisms have been posited

to account for this.

One early account is that CP derives from natural dis-
continuities in the auditory system (e.g., discontinuities in

perceiving any time difference near 20 msec, which is the

typical VOT boundary); this was supported by work show-

ing CP for speech sounds in nonhuman animals (Kuhl and

Miller, 1975) and with nonspeech analogues that capture

similar acoustic distinctions as speech (e.g., tone-onset-time

as an analogue of VOT; Cutting and Rosner, 1974; Pisoni,

1977). Auditory discontinuities were also supported by later

electrophysiological work using direct recordings from audi-

tory cortex (Steinschneider et al., 1999). This challenges the

idea that CP is a marker of speech-specific processing.

Under this view, languages evolved to take advantage of

these discontinuities.

The discontinuity approach was unlikely to fully

explain the phenomenon. First, these studies focused on a

handful of phonemic contrasts (largely voicing and place of

articulation in stop consonants), and it is unclear if auditory

discontinuities are present for other contrasts. Moreover,

languages vary in where they place their boundaries, and it

is unclear if discontinuities would line up crosslinguistically.

Second, some empirical results with nonspeech analogues

may derive from methodological confounds (cf. Rosen and

Howell, 1981). Third, animal models are problematic as ani-

mals must be extensively trained and, consequently, CP

could be an artifact of learning not an inherent property of

the auditory system.

One compelling alternative account was that the audi-

tory space is warped by learning. Overtraining on particu-

lar classes of sounds (over development) led the system to

devote more representational or neural space to certain

subregions of the acoustic space (Guenther and Gjaja,

1996). This still posits the same discontinuity in the audi-

tory system, but its origin is learning. This is more parsi-

monious than prior views as it can apply to any phoneme

contrast or boundaries used crosslinguistically. It is sup-

ported by work showing that discrimination peaks align

with the language of the listener: Japanese listeners show

no discrimination peaks in an /l/-/r/ continuum while

English speakers do (Miyawaki et al., 1975). This has

been instantiated in neural models (Guenther and Gjaja,

1996) and empirically examined with magnetic resonance

imaging (MRI; Guenther et al., 2004), suggesting plastic-

ity in neural “maps” such that more space is given to

categories.

In a similar vein, CP may derive from an interactive
feedback loop (Anderson et al., 1977; see also Lupyan,

2012). As the system settles on one choice, activation at the

category level feeds back to perceptual encoding, aligning

the perceptual representation with the category decision.

This may be an indirect effect of learning (because catego-

ries are still learned), but learning does not alter the structure

of the auditory representation; rather, it is functionally

altered in real time as perception and cognition align.

Whatever the theory, the strong assumption of CP is

that the perceptual space (defined as the pre-categorical,

auditory encoding) is at least partially discontinuous. The

depth of this assumption is perhaps illustrated by the

TRACE model (McClelland and Elman, 1986). This model

was built on fundamentally different assumptions about

cognition from the cognitive revolution, rejecting the need

for discrete symbols and the specialness of speech. Yet, the

authors still felt the need to extensively explain CP as a

product of competition (McClelland and Elman, 1986, pp.

43–50). This has left a consensus that whatever the mecha-

nism, auditory encoding does not faithfully reflect the input

and is warped in a way to rapidly transduce auditory input

to something quasi-discrete.

C. Beyond speech

This formulation has extended beyond speech. CP has

been shown in complex auditory domains such as musical

categories (Howard et al., 1992). It has been invoked in

vision, including for lower-level cues such as color

(Bornstein and Korda, 1984) and line orientation (Quinn,

2004), and higher-level stimuli such as faces (Beale and

Keil, 1995), facial emotion (Hess et al., 2009), and object

categories (Newell and B€ulthoff, 2002). It has been shown

in the tactile and haptic (touch) perceptual systems (Gaißert

et al., 2012; Knight et al., 2014). It has even been observed

in students’ judgements of p-values (Rao et al., 2022), in

which perception is hardly relevant! It has been shown in

several species, often for species-relevant signals (e.g., bird-

song; Lachlan and Nowicki, 2015; May et al., 1989;

Wyttenbach et al., 1996).

This work outside of speech has enriched the debate. It

would be surprising if fundamental perceptual discontinu-

ities appeared in all of these domains. Moreover, this

research has revealed unequivocally that CP is at least a

partially learned phenomenon. For example, CP appears

for familiar but not unfamiliar faces (Beale and Keil,

1995), and it can be invoked by learning new faces

(Goldstone et al., 2001). It appears in musical chords only

for musically trained people (Howard et al., 1992). CP in

color vision is linked to the specific color terms of the par-

ticipant’s language (Roberson et al., 2000) and develop-

mentally linked to learning color words (Franklin et al.,
2008).

In these domains, CP often supports similar claims as in

speech: that a given domain is handled by a system that

transduces a continuous sensory space to categories (Knight

et al., 2014), often by specialized mechanisms. For example,

inverted faces are often used to probe face-specific process-

ing, and CP is reduced in inverted faces (McKone et al.,
2001; though, see Levin and Beale, 2000). Similarly, hemi-

spheric asymmetries are often invoked to argue for a role of

language, and color CP is stronger when stimuli are pre-

sented to the right visual hemifield (Franklin et al., 2008),
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which projects most strongly to the left hemisphere. The

power of the CP metaphor has led to the claim that it is

foundational to cognition (Harnad, 1987).

D. But. . .

CP offers a compelling package. The work reviewed so

far suggests that CP is a domain-general (and species-gen-

eral) mechanism in which learning warps the perceptual

space in a way that may help deal with the variability in the

input.

Unfortunately, it is wrong.

The empirical evidence for CP is not strong, and the

theoretical views it inspired are fundamentally inconsistent

with modern theories of speech. This does not rule out cate-

gorization as an essential aspect of speech perception.

Rather, what is wrong is the deeper claim about auditory/

perceptual encoding. To make this argument, I address three

claims. The first claim is the evidence for auditory warping

(Sec. III). The second claim is the broader claim about the

quasi-discrete nature of categories (Sec. IV). Although this

latter point is not direct evidence against CP, it is evidence

against the broader view of speech rooted in CP. Finally, I

probe broader facts about speech and cognition, which sug-

gest CP is simply not consistent with the kinds of mecha-

nisms listeners must employ to solve known problems in

speech (and beyond).

III. CP IS AN INACCURATE EMPIRICAL DESCRIPTION
OF PERCEPTION

A. CP is not universal across speech sounds

From the outset, it was known that CP was not observed

for all speech contrasts. Early studies with vowels did not

show CP (Fry et al., 1962; yet, see Van Hessen and

Schouten, 1999) with no difference between within- and

between-category discriminations. Fricatives showed

reduced CP (Healy and Repp, 1982), a smaller difference

than expected. More recent work shows non-CP for

Mandarin tones (Francis et al., 2003). Idiosyncratic findings

of CP are also seen in vision: Newell and B€ulthoff (2002)

report CP across only some continua.

It might be easy to chalk these cases up as exceptions to

a general principle of CP. This is problematic for three rea-

sons. First, the number of speech sounds for which CP has

been shown is not large. Much of the work has examined

only stop consonants, and large swaths of the phonetic space

have not been systematically examined: many vowel con-

trasts, nasals, some approximants, and some manner of artic-

ulation distinctions. Consequently, it is not clear if the

contrasts showing non-CP are the exceptions or if the cases

showing CP are the exceptions. Second, if CP derives from

a learned warping or feedback (dominant accounts at the

moment), why do these not operate for all sounds? There is

no clear theory that explains how the general principles of

CP interact with specific phonetic cues to yield such idio-

syncratic effects. Third, these findings are inconsistent with

the theoretical view that CP reflects adaptations that help

cope with the problem of lack of invariance. Vowels, frica-

tives, and tones show some of the strongest contextual

dependencies due to talker and coarticulation—these are the

contrasts for which lack of invariance is a more serious

problem. If CP is supposed to be part of the solution to the

lack of invariance, why is it not operative for these

contrasts?

B. Discrimination is not categorical

A more direct challenge to CP comes from work explic-

itly assessing discrimination tasks. Classic work used the

ABX task. Ostensibly, this task does not require labeling.

However, it has a high memory load. Listeners must encode

the A and B stimulus and retain them to compare with the X
stimulus. A phonological code may be a more efficient and

durable form of encoding than an auditory one—if the audi-

tory code fades, all that may be left is the categorical code.

Under this view, the discrimination peaks of CP do not

reflect CP but, rather, categorical memory or categorical

judgements (Pisoni, 1973).

In fact, detailed analyses of the discrimination tasks

used to assess CP (Macmillan et al., 1977; Pollack and

Pisoni, 1971) led to the conclusion that the ABX and AX
(same/different) tasks were perhaps the least suited for

assessing pre-categorical auditory encoding. Both are mem-

ory intensive and have unclear response criteria (e.g., a sub-

ject could choose to respond at a phonemic or auditory

level). This led to discrimination tasks that are less memory

intensive or biased, such as the oddball, 4IAX, and 2IFC

tasks (see the supplementary material S2 for details1). These

tasks show substantial within-category discrimination and

no discrimination peak at the boundary (Carney et al., 1977;

Pisoni and Lazarus, 1974). Most impressively, Gerrits and

Schouten (2004) and Schouten et al. (2003) first established

nearly perfect CP with a standard ABX task. When they then

switched to the 4IAX/2IFC task, there was no evidence for

CP—discrimination was not predicted by identification.

Thus, even playing by the rules of CP, there is no evidence

for a warping of discrimination when we properly under-

stand the demands of discrimination tasks.

Finally, Pisoni offers an insightful analysis that under-

cuts the premise of using any discrimination task to infer CP

(Pisoni, 1973; Pisoni and Tash, 1974). He starts from a con-

ceptualization of speech perception as a series of transfor-

mations from the continuous perceptual signal to categories

(see the left pathway in Fig. 5). CP assumes that discrimina-

tion tasks primarily tap the continuous perceptual space.

However, what if discrimination judgements involve per-

ceptual and category information (see the right pathway in

Fig. 5)? Under this assumption, a within-category contrast

has essentially one source of evidence favoring discrimina-

tion (any auditory difference), whereas a between-category

contrast has two sources of evidence favoring discrimination

(the auditory difference and the label difference; see the

table in Fig. 5). That is, even if the internal perceptual dif-

ference is equivalent for within- and between-category
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contrasts (no sensory warping), one should still observe CP.

Critically, in this model, it is not necessary to posit that cate-

gorization occurs before or after perceptual encoding. As

long as a perceptual and a category representation are avail-

able when the discrimination response is made, the predic-

tions hold.

This model has a radical consequence: CP should be

evident even if auditory perception is continuous! Any dif-

ferences among discrimination tasks may derive from differ-

ences in the degree to which a given task (or stimulus)

differentially emphasizes category-level or perceptual-level

information when making the judgement. This is a powerful

argument—largely ignored by much of the literature—

suggesting a fundamental limit in the degree to which the

combination of identification and discrimination can tell us

anything about CP as a theory of speech (see also Massaro

and Hary, 1984).

To summarize, some discrimination tasks (ABX and

AX) do not accurately isolate pre-categorical perceptual

encoding; and in many cases, a CP-like profile of discrimi-

nation can be predicted even in the absence of true CP.

Consequently, there is little clear unambiguous positive evi-

dence for CP from the very tasks that define it. This prompts

the need for methods to better isolate auditory encoding.

C. And perception is continuous (mostly)

Massaro and Cohen (1983) used an innovative way to

assess the auditory encoding more directly. Subjects used a

continuous rating scale to rate how /b/- or /p/-like the stimu-

lus was using a continuous rating task, which is now referred

to as a visual analogue scale (VAS; they also tested place of

articulation and vowels). When averaged across trials, such

measures should show the standard sigmoidal function.

However, a sigmoidal function could derive from one of

two underlying models (Fig. 6), which can be revealed by

examining the distribution of responses. If listeners encode

speech categorically, they should not hear continuous differ-

ences between intermediate continuum steps. Rather, they

should consistently choose a low rating for /b/ and a high

rating for /p/ (for example) because they do not hear differ-

ences in the middle of the range. Any differences as the

stimulus advances along the continuum should be driven by

how likely a high or low value is chosen [Fig. 6(A)]. On

every trial, listeners hear either a /b/ or /p/, but the relative

likelihood of those categories varies across the continua.

Alternatively, if listeners encode the continuous difference

between tokens, one might expect the mean rating to

advance linearly as the step increases [Fig. 6(B)]. Massaro

and Cohen (1983) compared the fit of these models to indi-

vidual subjects and found that the continuous model offered

a better fit for most subjects. This provides strong evidence

of a continuous underlying percept. If it was warped, listen-

ers would not have access to the continuous information for

their ratings (for replications, see Kapnoula et al., 2021;

Kapnoula and McMurray, 2021; Kapnoula et al., 2017;

Kong and Edwards, 2011; and see Apfelbaum et al., 2022,

for further discussion of this task and the limits of the 2AFC

task).

More recent work used electrophysiology to assess

auditory encoding more directly. Toscano et al. (2010) mea-

sured event related potentials (ERPs) from the scalp while

listeners categorized tokens from a VOT continuum. They

examined the N1, an early negative deflection of the wave-

form that has been linked to the first cortical processing of

sound. They found a linear relationship between the VOT of

the stimulus and amplitude of the N1 (Fig. 7): shorter VOTs

showed more negative N1s, and N1 increased linearly with

VOT. Critically, there was no effect of the subject’s

response and no evidence for warping near the boundary

(see Sarrett et al., 2020; Toscano et al., 2018, for a replica-

tion; Getz and Toscano, 2021, for a review). This offers

clear evidence that at the earliest stages of perception, the

encoding of speech is not warped by the presence of

categories.

Given these results, what can be made about neurosci-

ence results suggesting warping? For example, direct

recordings from humans’ auditory cortex (Steinschneider

et al., 1999) show a discontinuity such that lower VOTs

have a single negative deflection while longer VOTs have

two negative deflections. However, for long VOTs, the two

deflections linearly tracked the VOT, suggesting gradiency,

and at lower VOTs, the two peaks may be close enough to

smear together. Similarly, Chang et al. (2010) used a

representational similarity analysis on recordings from the

human superior temporal gyrus (STG) to demonstrate that

tokens within a category were closer than those spanning a

boundary (the classic definition of CP). However, that corti-

cal region is also a locus of phonological processing

FIG. 5. The Pisoni and Tash (1974) model of discrimination. Speech is

transduced to a continuous perceptual space and then to categories and

words (left branch). Discrimination, however, can use either the perceptual

or category representation (right branch). Under these assumptions,

between-category contrasts should almost always be more discriminable

than within (embedded table), even if the perceptual encoding is

continuous.
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(Mesgarani et al., 2014), raising the possibility that this

measure does not isolate auditory encoding but simulta-

neously reflects category representations (consistent with

Pisoni and Tash, 1974, Fig. 5). Indeed, Pasley et al. (2012)

used similar recordings from STG to reconstruct the spectro/

temporal form of zspeech. This would not have been possi-

ble with the information loss implied by CP.

Finally, an intriguing challenge to linear cue encoding

comes from work by Kapnoula and McMurray (2021). They

also applied the N1 paradigm of Toscano et al. (2010) but

examined individual differences by relating the N1 response

function to the degree of gradiency shown in a continuous rat-

ing (VAS) task (e.g., Fig. 4). Kapnoula and McMurray (2021)

found that more categorical listeners showed a small bump in

the N1 function at the category boundary while gradient lis-

teners were linear. However, even the categorical listeners

still encoded continuous detail within each category. Thus,

the presumed acoustic space of this subset of listeners would

look more like the visualization in Fig. 4(C) in which the

distance between categories is expanded but the ability to rep-

resent within-category detail is unchanged. Such models—

which may only apply in some listeners—are not commonly

considered in the CP pantheon. However, no existing models

are equipped to account for such differences at an individual

level, raising the need for further investigation.

D. Meanwhile in other subdomains of speech

Outside of the community of researchers actively work-

ing on CP, CP offers a less than compelling model that is

often bypassed to do useful work. For example, in sociolin-

guistics, within-category variation often signals identity

(gender, dialect, and individuals). If auditory representations

were warped to minimize such variation, how could this

important function of speech be conveyed, and how could

FIG. 6. Distribution of rating scale responses for individual subjects as a function of continuum step (each row) from Massaro and Cohen (1983; estimated

from their Fig. 7). (A) Under a categorical model, listeners should use only the ends of the scale and only vary in how frequently they choose the /b/ or /p/

ends. (B) Under a continuous model, the mean rating should shift with step. (C) Estimated data from a typical listener is shown. Column (C) reprinted with

permission from Massaro and Cohen, Speech Commun. 2, 15–35 (1983). Copyright 1983 Elsevier.
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children learn to produce these markers? Similarly, speech

pathologists, second language teachers, and dialect coaches

must often hear fine-grained differences within a category to

help clients achieve more canonical productions. Again, CP

would seem to work against this important function of

speech perception.

E. Summary

The foregoing discussion challenges CP as an empirical

phenomenon at every level. CP does not appear uniformly

across speech contrasts, challenging its generality as a model

of perception. The discrimination tasks commonly used to

establish CP have issues of memory and bias and when these

are eliminated, perception is not categorical. Moreover, the

model by Pisoni and Tash (1974) (Fig. 5) convincingly argues

that if we eliminate the assumption that discrimination only
assesses the perceptual space, then CP can be observed even

if that space is non-categorical (linear). The underlying repre-

sentation of the continuous space—revealed by continuous

ratings and neurophysiological measures—appears linear.

Auditory perception must do more than simply yield

categories—listening skills, such as talker or dialect recogni-

tion, attest to the preservation of within-category detail.

There is no reason to hold on to CP anymore and by abandon-

ing it, we may be able to achieve a much more coherent and

compelling theoretical account of speech recognition.

IV. SPEECH CATEGORIES ARE NOT DISCRETE
(AND THAT IS GOOD)

Categorization is a small part of a system that must ulti-

mately recognize meaningful units—phonemes, words, social

identity, and emotion—from a continuous and variable input.

CP claims that auditory representations and categories are

quasi-discrete. At the time, this aligned with broader ideas

about how listeners perceive speech. However, new (and old)

thinking suggests that the solution implied by CP is not how

listeners approach speech perception.

A. Speech categories are gradient

CP implies that the goal of the perceptual system is to

transduce a continuous signal to something resembling a

discrete category. Whereas the primary challenges to CP

(reviewed above) focus on the perceptual encoding (Fig. 3,

perceptual layer), challenges to this broader theoretical

account suggest that phoneme categorization and even

downstream word recognition are not discrete but gradient,

and this is important for efficient processing.

The earliest work on this comes from Miller and

Volaitis (1989) and, for a review, Miller (1997). They used

a task in which listeners heard tokens from a speech contin-

uum and rated how good of a /p/ each exemplar was. This

allowed a visualization of the “structure” of the entire cate-

gory and revealed that speech categories have a \gradient,

prototype-like structure and this entire structure—not just

the boundary—was sensitive to contextual factors such as

speaking rate [Miller and Volaitis, 1989; Fig. 8(A)].

Moreover, the structure and shape of these goodness ratings

roughly align with the distributions of VOTs that listeners

experience [Fig. 8(B)]—listeners categorize speech in a way

that is sensitive to the statistical distributions of those cues.

It is possible that early representations of speech cate-

gories are gradient but transformed into something discrete

before accessing higher-level units such as words. This was

disconfirmed by work by Andruski et al. (1994). They used

cross-modal priming to show that small changes in VOT—

which did not alter the perceived category—reduced seman-

tic priming, suggesting that gradiency in speech categories

is preserved through the lexical level.

FIG. 7. The results from Toscano et al. (2010), showing (A) voltage at front-central channels as a function of time and VOT, where the large negative

deflection at 100 msec is the N1 and its depth is related to VOT; and (B) mean N1 amplitude as a function of VOT.
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One concern with the priming and goodness rating tech-

niques is that they could represent an average of different

types of trials. For example, in the paradigm by Andruski

et al. (1994), on some trials, king may be fully active and

fully prime queen, but on other trials it is completely inac-

tive and shows no priming. When the VOT is near the

boundary, more trials should fall into this latter group. This

could attenuate the priming effect, on average, even if the

effect on any individual trial was the same across VOTs. To

rule out this concern, one needs a technique that queries

which category the listener heard on that trial while simulta-

neously assessing the degree of underlying activation for

that category.

A number of studies accomplished this using the visual

world paradigm (VWP; McMurray et al., 2008; McMurray

et al., 2002). In these studies, listeners heard a token from a

speech continuum spanning two words (e.g., beach and

peach) and clicked on the matching picture. This task

requires one or more eye movements to plan the response,

which can reveal the underlying activation of a word. For

example, if the listener heard beach, fixations to the peach
can indicate how active the competing word is. These stud-

ies rule out the averaging artifact by analyzing the data rela-

tive to each subject’s own boundary. Here, �5 msec of VOT

then refers to 5 msec from the boundary (toward /b/), and

þ10 is 10 msec toward /p/. This avoids the possibility that

increased looking is driven by variation in the boundary

across subjects. Additionally, the analysis of fixations dis-

cards trials in which the “incorrect” response (for that side

of the continuum) was chosen. This then asks: given that the

listener heard a sound that was a fixed distance from their

boundary and they ultimately reported a /b/, do competitor

fixations (to /p/) vary as a function of VOT?

This approach typically shows a linear effect of VOT

on competitor fixations [Figs. 9(A) and 9(B) from

McMurray et al., 2002]. As the VOT moves toward the

boundary (at relative VOT¼ 0), there are systematically

more fixations to the competitor (see also Kapnoula and

McMurray, 2021; McMurray et al., 2008). This approach

has also been applied to an ERP index of categorization, the

P3 (Kapnoula and McMurray, 2021; Toscano et al., 2010).

As with the VWP studies, these analyses accounted for the

subject’s boundary and their response on each trial and

found a stronger P3 for more prototypical VOTs. Such find-

ings are also robust across individuals. Kapnoula and

McMurray (2021) correlated individual differences in the

gradiency of listeners’ speech categorization using the VAS

task with VWP and ERP/P3 measures: more gradient VAS

responding led to more gradient competitor fixations and

P3s. However, all of the listeners were gradient—they just

varied in degree.

Goodness ratings, the VWP, and ERPs all suggest that

speech categories are gradient—even controlling for the

label on each trial and differences in listeners’ boundaries.

This is indirect evidence against an entirely discrete percep-

tual representation: if auditory representations were strongly

warped, within-category detail would not be available to

higher-level lexical processes. This is not strong evidence

against weaker forms of CP. It is possible that within-

category discrimination is reduced but not lost and sufficient

to support a gradient representation. The point is not that

these results directly refute CP. Rather, the functional “goal”

of speech categorization implied by CP is to ignore irrele-

vant variation within a category. Instead, these results chal-

lenge this framing by showing that listeners systematically

track it. Two extensions highlight this fact.

First, this mismatch between the underlying (gradient)

activation and the overt (categorical) labeling is

highlighted by a recent developmental study. McMurray

et al. (2018) tested children from 7 to 18 years of age in a

variant of the VWP task by McMurray et al. (2002).

Identification curves (mouse-clicks) showed increasingly

steep categorization with development [Fig. 9(C)].

Children appear to become increasingly categorical over-

development; in a CP framework, they lose access to fine-

grained detail overdevelopment. However, fixations

showed the opposite pattern [Fig. 9(D)]: the 7–8-year-olds

(red curve) showed essentially no sensitivity to fine-

grained detail; this emerged in later age groups. Thus,

rather than development leading to the loss of sensitivity,

children achieve greater sensitivity to fine-grained detail

with age, and this enables sharper categorization.2 This

mismatch between a steepening 2AFC slope but a more

gradient underlying representation undercuts a core

assumption of CP but also suggests limits to 2AFC catego-

rization tasks (Apfelbaum et al., 2022).

FIG. 8. Typical results of phoneme goodness rating experiments of Miller

and colleagues with data estimated from Miller and Volaitis (1989), depicting

(A) /p/ goodness as a function of VOT and speaking rate (the length of the

following vowel); and (B) phonetic measurements showing the distribution

of VOT as a function of speaking rate. Adapted with permission from Miller

and Volaitis, Percept. Psychophys. 46(6), 505–512 (1989). Copyright 1989

Springer Nature.
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Second, Myers et al. (2009) used functional magnetic

resonance imaging (fMRI) to localize the neural basis of

speech categorization. They found a highly gradient pat-

tern in STG—an auditory/phonological area, but a more

categorical response function in the inferior frontal gyrus,

a down-stream language area (see also Toscano et al.,
2018). This supports a model closer to that of Fig. 5 in

which the system maintains a continuous perceptual repre-

sentation of the signal (in earlier areas such as STG) and

something more abstract and cognitive [in inferior frontal

gyrus (IFG)].

B. And gradiency is helpful

Modern theories of speech perception agree that audi-

tory input is represented continuously and activation for cat-

egories is gradient. This is true for a wide variety of theories

from radically different theoretical bases, including theories

from an information integration perspective (McMurray and

Jongman, 2011; Nearey, 1997; Oden and Massaro, 1978),

connectionism (McClelland and Elman, 1986), Bayesian/

ideal observer frameworks (Kleinschmidt and Jaeger, 2015),

auditory accounts (Kluender et al., 2003), and exemplar the-

ories (Goldinger, 1998). This is for a good reason—many of

these theories posit representations or operations that are

simply incompatible with discontinuous auditory input or

discrete categories. CP is fundamentally about reducing
access to (within-category) information in the signal while

all of these theories maximize how this information is main-

tained and used.

It is beyond the scope of this paper to attempt a detailed

review of these theories. However, it is important to discuss

the general principles, the facts about speech, and empirical

results that argue that gradient representations are beneficial

for solving the computational problem of speech perception.

Several of these phenomena—which were well understand

even at times when CP was dominant—are fundamentally

inconsistent with CP. That is, if listeners only had a categor-

ical representation, they may not be able to recognize index-

ical variation, account for context, or learn new dialects

(etc). This theoretical inconsistency is a powerful argument

against CP and for a gradient alternative.

1. Cue integration

Multiple cues contribute to phonemic percepts (Lisker,

1986; Oden and Massaro, 1978; Repp, 1982). For example,

voicing is primarily cued by VOT (in English), but funda-

mental frequency (F0), F1 frequency, and the length of the

subsequent vowel also contribute. These trading

FIG. 9. The results of VWP experiments showing gradient within-category sensitivity to fine-grained detail. (A) Fixations to the competitor are depicted as

a function of time and distance from the category for tokens on the voiced side of the continuum from McMurray et al. (2002). (B) Average fixation from

200 to 2200 msec as a function of relative VOT in that study are shown. (C) 2AFC labeling function for children is shown in which identification becomes

steeper (more categorical) with development. Adapted with permission from McMurray et al., Dev. Psychol. 54(8), 1472–1491 (2018). Copyright 2018

American Psychological Association. (D) In contrast, competitor fixations as a function of relative VOT show increasing sensitivity with development. Data

are from McMurray et al. (2018).
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relationships often appear as a shift in the boundary along a

primary dimension (e.g., VOT) as a function of a secondary

cue [Fig. 2(B)]. Although multiple cue integration was

always seen as consistent with CP (Repp, 1982; see the sup-

plementary material S31), depending on where and when

cue integration occurs relative to categorical warping, CP

could hinder the use of multiple cues. That is, to perform

these kinds of sensitive boundary shifts, listeners must be

able to encode cues with a high degree of precision. If all

they heard was /b/ or /p/, it is not clear how this could occur.

Supporting this, several studies have correlated individ-

ual differences in multiple-cue use and gradiency using

VASs (Kapnoula et al., 2021; Kapnoula et al., 2017; Kong

and Edwards, 2011; Ou et al., 2021). Gradiency in VOT has

been linked to the degree to which listeners also use F0 for

voicing judgements (Kapnoula et al., 2021; Kapnoula et al.,
2017; Kong and Edwards, 2011; Ou et al., 2021); and gra-

diency in tracking formant frequencies has been correlated

with the use of duration in vowel categorizations (Ou et al.,
2021). Correlations are not observed for some cue combina-

tions, such as fricative spectra and formant transitions, or

VOT and vowel length (Kapnoula et al., 2021). However,

for at least some cues, gradient representations are linked to

better cue integration.

2. Accounting for context

A related phenomenon is context. Boundaries also shift

as a function of factors that themselves do not directly cue a

phoneme. For example, fricative boundaries shift depending

on the gender of the talker (Strand, 1999). Whether or not a

phoneme was spoken by a male or female does not directly

inform the listener whether a sound is /s/ or /S/. However,

sociolinguistic differences lead different talkers to produce

these sounds differently, and listeners can do better if they

account for this during perception. The problem is that con-

text is not always available with the phoneme in question:

for example, the spectral mean of the fricative (indicating /s/

or /S/) arrives before gender information available in the

vowel. If the listener made a categorical decision using

the bottom-up phonetic cues alone, they would lose some of

the sensitivity they need to update this decision later as a

function of context.

The C-CuRE (computing cues relative to expectations)

model of speech perception illustrates how a non-

categorical representation of cues is needed to deal with

context (Cole et al., 2010; McMurray and Jongman, 2011).

In this model, phonetic cues are encoded continuously but

adjusted relative to contextual factors. For example, a spec-

tral mean of 5000 Hz might be recoded as 1000 Hz, which is

below what would be expected for a female talker.

McMurray and Jongman (2011) showed that a simple classi-

fier model using these adjusted cue values could yield a pat-

tern of performance that closely mirrored that of listeners.

Critically, this illustrates an approach to lack of invariance

and one in which feedback from phoneme categories (and

other things) affects the auditory space but without the loss

of information posited by CP. For example, Fig. 4(D) offers

a visualization of the same fricative cues from Fig. 4(A) but

after subtracting out expectations based on the talker and

neighboring vowel. To do this, the system must retain as

close to a continuous representation as possible to get the

most out of this form of processing. Like CP, this model

does not posit a veridical representation of the cue: cue val-

ues are coded relative to internally generated expectations

(e.g., this spectral mean is low for a woman). However, the

fundamental operations are different: CP dichotomizes a

dimension and arbitrarily eliminates variability, whereas C-

CuRE shifts the estimated cue value to more sensitively

account for context and increase discriminability (discrimi-

nant analysis went from 92% to 96.6% correct). Thus, it is

possible to obtain the supposed benefits of CP without

throwing away within-category detail.

3. Listeners do more than one thing
with any speech cue

A deep challenge to CP is rooted in an observation

made by Mermelstein (1978): every speech cue is used for

more than one thing (see also Smits, 2001; Whalen, 1992).

In English, vowel length serves as a cue to speaking rate; it

distinguishes tense and lax vowels, and contributes to

syllable-initial and syllable-final voicing. This was a funda-

mental to the problem of lack of invariance: any cue value is

affected by multiple factors, and each factor affects multiple

cues.

The problem is that if a listener categorically warps the

input for one set of categories, they lose information that

could be useful for another. For example, the spectral mean

of a fricative is a robust cue for whether it is /s/ or /S/.

However, spectral mean also contains information for the

upcoming vowel: fricatives before rounded vowels like /u/

have lower spectral means than before unrounded vowels

like /i/ (Daniloff and Moll, 1968). Critically, this is a within-

category difference: /si/ and /su/ have spectral means within

the range of /s/. Consequently, if CP minimized within-

category differences, the difference between /si/ and /su/

would be lost and listeners could not use the frication to

anticipate an upcoming vowel—as they clearly can

(McMurray and Jongman, 2016; Yeni–Komshian and Soli,

1981).

Virtually every cue is affected by multiple factors. CP

ignores this to focus on the coding and perception of a lim-

ited number of cues for a single phonetic contrast. However,

when we consider CP in light of this basic fact about speech

perception, it is hard to see how perception can be discontin-

uous and, yet, listeners could use speech cues for more than

one thing.

4. Speech cues do not just encode phonological
categories

Relatedly, speech cues reflect more than phoneme cate-

gories. VOT and fricative spectra are related to the gender

and social identities of the talker (Allen et al., 2003;
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Munson, 2007; Zimman, 2017), and vowels carry substan-

tial information about dialect and language community.

Cues like F0 are used to signal vocal emotion while also

contributing to vowel and consonant identity (Ohde, 1984).

People use fine-grained within-category differences to tune

their own productions (e.g., to cope with something in their

mouth or a missing tooth) or others (e.g., a parent or speech

pathologist working with a child). If within-category infor-

mation is reduced, these judgements become impossible or

harder. In fact, active work in speech pathology suggests

that more experienced speech pathologists exhibit more

gradiency when judging children’s productions with the

VAS task (Meyer and Munson, 2021). In this view, CP

appears to privilege the goal of identifying phonological

categories over these other crucial roles of speech. In con-

trast, a continuous representation of the auditory space

coupled to gradient categories would not sacrifice these

abilities.

Although these fields have not widely wrestled with the

deep implications of these functions for CP (I could find few

published papers), these phenomena are widely acknowl-

edged, and my view as an outsider is that fields like sociolin-

guistics or speech pathology are often just ignoring CP and

moving on (though, see Plichta and Preston, 2005, for an

elegant demonstraton of non-CP of geographic dialect).

Abandoning CP as a core property of speech may permit or

help unify models of phoneme recognition with these other

functions.

5. Flexibility

A gradient representation may also support perceptual

flexibility. Even with multiple cues and compensation,

speech input may be ambiguous due to speech errors, an

unfamiliar accent, or sheer noise. In these cases, it may be

helpful to avoid strong categorical commitments and keep

options available in case initial commitments must be

revised.

McMurray et al. (2009) tested this using a “lexical gar-

den path” paradigm inspired by work in sentence process-

ing. In a word like parricade, if the onset sound was

ambiguous between /b/ and /p/, the word could be briefly

consistent with barricade and parakeet, and resolution

would not occur until late in the word (at -cade or -keet).
Indeed, when listeners heard parricade with a VOT of

40 msec, they were initially biased to interpret the input as

the beginning of parakeet and struggled to revise their deci-

sion when -cade arrives. In contrast, when the VOT was

30 msec (still a /p/), recovery was faster because barricade
was more active. If listeners had been categorical, there

would not be an ongoing activation of barricade for either

VOT, and they could not show this gradient recovery. Most

recently, Kapnoula et al. (2021) found that participants with

a more gradient profile of speech categorization (in the VAS

task) were better able to recover from these garden paths.

This supports the broader argument—more gradiency leads

to more flexibility—while raising questions about individual

differences that are not accounted for by current models.

One could argue that such effects could be handled by a

system that was initially gradient but rapidly resolved to

more discrete commitment (in the lexical garden-path para-

digm, the ambiguity lasted about 250 msec). However, later

studies using sentential context show that these benefits can

last a second or more (Brown-Schmidt and Toscano, 2017;

Falandays et al., 2020). Moreover, ERP work by Sarrett

et al. (2020) used the N1/VOT paradigm of Toscano et al.
(2010; Fig. 5) to show a linear effect of VOT on the EEG as

late as 900 msec after the VOT. Critically, target words

were ambiguous and at the end of the sentence—no further

information was coming. Thus, participants maintain a gra-

dient representation for quite a while even if they will not

need it. This may enable more robust and flexible speech

perception.

6. Learning and plasticity

Finally, gradiency may be necessary for learning and

adaptation. Infants and adults take advantage of statistical

learning mechanisms to acquire the categories of their lan-

guage (Maye et al., 2002), acquire new categories of a sec-

ond language (Escudero et al., 2011), and tune existing

categories to adapt to novel talkers or contexts (Munson,

2011). These mechanisms work by tracking the frequency of

occurrence of individual cue values [e.g., how frequent is a

VOT of 20 or 25 msec as in Fig. 6(B)] to identify the num-

ber of categories along a dimension as well as their proto-

typical values and the allowable extent.

While there is debate about the sufficiency of these

mechanisms to fully account for first-language speech cate-

gory acquisition (McMurray, 2022; Schatz et al., 2021), lis-

teners do learn from such statistically structured input

(Escudero et al., 2011; Maye et al., 2002). Indeed, gradient

categorization (Fig. 6) may reflect the fact that these catego-

ries are a product of statistical learning. That makes sense if

the goal is to adapt the system to the degree of uncertainty:

when there is clear evidence that a given token is a /p/, there

is no need to hedge one’s bets, but when the current input is

from a less frequent region of the space, it may be useful to

withhold a strong commitment. This kind of statistical learn-

ing is impossible in a system in which representations of

speech cues are warped (CP). That is, to track the frequency

of specific cue values (e.g., how often a 20 msec VOT

occurs), listeners must maintain a continuous representation

of the cues.

Standard views of infant development assume a more or

less categorical end-state of development (Werker and

Curtin, 2005); these models might argue that babies are con-

tinuous or gradient long enough for such mechanisms to

acquire a more categorical system (the learning account

described above). However, even after infants have

achieved native-language-like discrimination of voicing (at

4 months old), they discriminate speech in a gradient not

categorical manner (McMurray and Aslin, 2005; Miller and
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Eimas, 1996). Moreover, distributional learning is clearly

operative in adults for second language acquisition or

fine-tuning categories to new dialects or talkers. A categori-

cal representation would preclude these mechanisms.

The most compelling link between these kinds of gradi-

ent representations and plasticity comes from studies that

ask how listeners adapt to variability in phonetic cues

(Clayards et al., 2008; Theodore and Monto, 2019). In these

studies, listeners perform a standard identification task with

stimuli from a continuum. For some subjects, the distribu-

tion of tokens across trials was tightly clustered around two

prototype values (e.g., VOTs of 0 and 40 msec) with little

variation; for others, the distribution had a much higher vari-

ance, creating trial-to-trial uncertainty. The subjects with

wider distributions showed shallower identification slopes

and more gradient eye-movement responses. Thus, fine-

grained continuous detail is used not only to update or learn

categories but to manage uncertainty.

C. Summary

There is not strong evidence that fundamental auditory rep-

resentations are warped by categories (Gerrits and Schouten,

2004; Schouten et al., 2003) and mounting evidence that they

are not (Toscano et al., 2018; Toscano et al., 2010). Speech cat-

egories are gradient, and gradiency is preserved as far as lexical

processing (Andruski et al., 1994; McMurray et al., 2002) and

for considerable time (Falandays et al., 2020; Sarrett et al.,
2020). This kind of gradiency is not inconsistent with weaker

forms of CP—provided that some within-category sensitivity is

available, listeners can exhibit a gradient category. However,

that is not the point of this argument.

CP must be embedded in a wider theory of speech proc-

essing that enables core perceptual functions such as cue

integration, context sensitivity, and the like. I have argued

that continuous representations of speech cues and gradient

representations of categories are necessary for many such

operations, and a categorical encoding may be a hindrance.

Gradiency may help integrate multiple cues and contextual

factors; it is necessary to deal with the fact that speech cues

serve multiple goals—multiple phonemes must be recog-

nized from the same segment of speech, and listeners use it

to tune articulations and make sociolinguistic judgements.

Gradiency helps maintain flexibility in the face of uncer-

tainty, and it is an essential ingredient—and product of—

perceptual learning. The essence of CP is a reduction of

within-category phonetic detail; however, these functions

require the opposite: preserving and using such detail.

While gradiency does not solve the problems of lack of

invariance alone (Kapnoula and McMurray, 2021), the bene-

fits of gradient processing are too wide-ranging to ignore.

V. CAN SOME FORM OF CP BE SAVED?
AND SHOULD WE?

Can some form of CP be salvaged? Given the state of

the evidence, CP cannot be fully ruled out. Yet, why keep

it?

Clearly, there is within-category sensitivity and some

level of the system that encodes speech cues linearly.

However, is the evidence for gradiency inconsistent with

CP? In fact, a gradient category representation can live on

top of (or in parallel to) a partially warped cue encoding as

long as sufficient within-category detail is available to sup-

port it. So, none of the work on gradient categories rules out

weaker forms of CP.

Yet, is there evidence for some form of auditory warp-

ing? Perhaps there is. It is difficult, at this point, for dis-

crimination tasks to offer unambiguous evidence for CP.

However, auditory neuroscience may be interpreted as

supporting a hybrid. The prior work showing a partially

warped N1 in some listeners (Kapnoula and McMurray,

2021) could be an example of some form of CP (in at least

some listeners), or it could be explainable in a Pisoni and

Tash (1974) model as the simultaneous contribution of a

linear cue encoding and a category on the N1. Moreover,

MMN (Phillips, 2001) is well-replicated as a tool for elic-

iting CP. This is harder to dismiss. This component is pre-

attentive (it can be elicited during sleep), which rules out

explicit strategies and suggests a low-level phenomena.

However, it also may be the product of an implicit simul-

taneous comparison of the baseline and target at the cue

and category levels (Fig. 5) as long as categorization is

also rapid and pre-attentive. Moreover, the need for many

repetitions of a baseline stimulus raises the possibility of

learning/adaptation and makes it more difficult to interpret

it as an unambiguous measure of cue encoding. Critically,

we need more work understanding what processes drive

these neural responses to comprehend the degree to which

they challenge a gradient model.

Even as we can not fully rule out CP, there is not much

unambiguous positive evidence to keep it. The alternative

theoretical model is compelling. CP makes a strong claim

that something that supposedly occurs prior to categoriza-

tion (auditory encoding) is warped by categorization. It

requires strong evidence. However, the converse, that cate-

gorization carves up continuous cues, is not controversial.

Given the dearth of hard evidence and to the extent that

many results can be explained by mere categorization,

maybe we should just posit that.

Given the evidence for some level of continuous

encoding, the real question is not just is there or is there

not some additional warping somewhere else in the sys-

tem. The real question is whether listeners (and down-

stream speech processes) have access to a veridical

representation of the speech signal (and they clearly do)

and which kind of representation is more important for

language. Even the original conception of CP would be

perfectly happy with a veridical representation that was

transformed into a warped representation. However, the

deeper implication was that the warped representation was

the basis of downstream processes (such as word recogni-

tion). In this light, the crucial insight is that the non-

categorical or gradient representation is the basis of

downstream processes like word recognition. Even if
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you want to admit some kind of warped auditory encoding,

given the role of fine-grained detail in most modern

theories of speech, is it wise to make CP central to our

field? Should it be one of the few things taught about

speech perception in introductory cognition classes? Or

should it be relegated to a side issue or caveat to prevail-

ing models?

Finally, perhaps I am splitting hairs. Perception is not

just auditory encoding—it should include anything that

reaches the level of awareness (e.g., categorization). I agree.

The arbitrary line between cognition and perception is old-

fashioned and out of date. Yet, if we embrace this more

holistic view, CP becomes trivial—it just means that people

categorize things. Part of the theoretical richness of CP is

that it offers clear definitions about levels of the system and

counterintuitive interactions among them. However, if we

expand our notion of perception to include categorization,

when we argue that people “perceive” items within a cate-

gory as more similar, does this not just entail the trivial

point that they categorize them more similarly or judge

them more similarly? What is the added insight of invoking

CP?

VI. CP IS DANGEROUS FOR OTHER FIELDS

The foregoing discussion has focused on whether

speech is perceived categorically or gradiently, which are

issues internal to speech categorization. However, CP has

been impactful in several fields outside of the narrow com-

munity that has worked on this problem in neurotypical

adults with typical hearing listening to speech in their native

language. This includes work on the nature of speech cate-

gories in development and communicative disorders and

bilingualism/L2 speech perception. In these domains, the

question is not whether speech is perceived categorically.

Rather, studies have assumed CP in order to understand the

nature of perception in different populations. With the fall

of CP, where does that leave these endeavors? Has it led to

incorrect conclusions? Moreover, CP has informed work in

other domains of perception. Here, CP has supported claims

about modularity or linguistic relativity but often without an

attempt to wrestle with the nature of the discrimination

tasks.

A. Infancy

There is near consensus in the developmental literature

on the development of speech categorization (Kuhl, 2004;

Werker and Curtin, 2005; but, see McMurray, 2022). Infants

“start” with the ability to discriminate many speech con-

trasts of the world’s languages, and over the first

12–18 months of age, discrimination narrows to only the

sounds of their language. This appears to accord with CP:

auditory representations warp over development to support

categorization. How do we synthesize this with more mod-

ern, gradient views (cf. McMurray, 2022)?

1. What is really known about infant speech
categorization?

First, with the demise of CP, we may know less than we

think about these developments in infancy. There are few

ways to instantiate an identification or categorization task

with infants (though, see Albareda-Castellot et al., 2011),

consequently, almost all methods focus on discrimination.

Typically, these methods which test discrimination by

repeating a single baseline stimulus and changing it to either

a within-category variant or between-category variant (with

the same physical distance, e.g., Eimas et al., 1971). The

infant’s response to this novelty is then interpreted as index-

ing discrimination. By assuming CP, one can make infer-

ences about categories: if discrimination is predicted by

identification (CP), a failure to discriminate two tokens indi-

cates categorization, whereas successful discrimination

implies two categories. If we cannot assume CP, these data

cannot be directly interpreted in terms of categorization. In

fact, two studies show evidence of within-category discrimi-

nation in infancy (McMurray and Aslin, 2005; Miller and

Eimas, 1996) and a systematic review shows evidence for

gradient sensitivity when data were pooled across studies

that individually reported CP (Galle and McMurray, 2014).

Thus, it is not clear that the assumption of CP—necessary

for concluding anything about categorization from these

tasks—holds.

However, even if we take these studies at face value,

there are alternative explanations of these results that do not

require CP. As these are discrimination measures, the fram-

ing of Pisoni and Tash (1974; Fig. 5) is relevant. In this

model, infants have categories (or sets of micro-categories:

Schatz et al., 2021) alongside a veridical auditory/perceptual

representation and both contribute to the response. Again,

when auditory and category representations differ, the dis-

crimination response (e.g., dishabituation) should be larger.

Even without warped auditory encoding, the presence of

some kind of category on top of the perceptual encoding

may be sufficient to drive what appears to be increasing sen-

sitivity to the native language. Thus, under this model,

developmental differences are driven by the strength of the

category representations which gradually come to dominate

discrimination, even if auditory representations are

unchanged. This account awaits explicit tests (ERPs may be

promising in this regard). However, it reinforces the idea

that as long as we posit the uncontroversial idea that audi-

tory and category representations shape infant responses—

and certainly both would be available after many repetitions

of a baseline stimuli—we should observe CP-like effects

without a discontinuous warping.

Supporting this view, meta-analyses (Galle and

McMurray, 2014; Tsuji and Cristia, 2014) and individual

studies (Kuhl et al., 2006) suggest that the growth of

between-category sensitivity may be a dominant pattern of

change, rather than the loss of within-category sensitivity.

While it is no longer entirely clear that phoneme categories

are even acquired during infancy (Feldman et al., 2021;
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McMurray, 2022; Schatz et al., 2021), this argument dem-

onstrates how infant results—such as adult discrimination—

provide little strong evidence for perceptual warping (CP).

2. Perceptual narrowing

The dominant story of early development is a form of

perceptual narrowing (Maurer and Werker, 2014)—infants

lose the ability to discriminate things they do not need. This

is consistent with the theory inspired by CP that the goal of

perception is to filter out unnecessary variation. However,

this view is no longer tenable. Instead, it appears that devel-

opment may be more concerned with more accurately char-

acterizing the statistical structure of speech cues and

learning the various factors that give rise to the observed

data. For some sounds (e.g., non-native contrasts), this may

mean narrowing; but others may need to be enriched, and

infants may need to gain sensitivity to contextual factors

such as talker. In fact, our work on later periods of develop-

ment [Fig. 9(D); McMurray et al., 2018] suggests that older

children gain abilities to encode fine-grained, gradient

detail—the exact opposite of narrowing. In short, if speech

perception is about harnessing variability to enable flexible

behavior, we may need a new metaphor.

These arguments suggest the need to think differently

about what infants know, what they are trying to achieve

developmentally, and how they get there. This may require

moving beyond categories (which are difficult to measure in

infancy). For example, Feldman et al. (2021) argue that the

primary achievement of infancy is organizing the perceptual

space (the middle layer of Fig. 3) and true categorization

may not come until later childhood, which brings access to

more words, articulation, and richer social cues (see also

McMurray, 2022).

B. Development and disorders

CP has also been instrumental in understanding develop-

ment and communication disorders in older children. In

typical development, classic identification-from-a-continuum

paradigms demonstrate changes in phonetic categorization

over the school-age years and later [e.g., Fig. 9(C); Bernstein,

1983; Hazan and Barrett, 2000; McMurray et al., 2018;

Nittrouer, 2002; Slawinski and Fitzgerald, 1998]. A large

body of work has used similar tasks in people with dyslexia,

developmental language disorder, or brain damage (e.g., Dial

et al., 2019; Robertson et al., 2009; Serniclaes et al., 2004;

Werker and Tees, 1987). These studies typically find that

younger or impaired listeners show differences in the identifi-

cation curve relative to typical or older listeners [Fig. 2(C)]

with either a shallower slope (gray curve) or asymptotes that

do not reach zero or one. The question is, what does this

mean?

The typical CP-inspired interpretation is that listeners

strive for discrete categorization. Consequently, a shallower

slope derives from noise, specifically, in encoding the cue.

For example, if a VOT of 15 msec (a /b/) was misheard as

20 msec (a /p/) on some trials, this would cross the boundary

and result in a different identification. However, if a VOT of

0 msec was misheard as 5 msec, it would still be a /b/ and

yield no difference. A shallower amplitude may derive from

noise at category level (all of the /b/’s are occasionally mis-

categorized as /p/’s). Thus, assuming CP, these patterns can

be clearly interpreted: a shallow slope indexes noisy cue

encoding, and a reduced amplitude indexes category-level

differences.

This logic does not hold if listeners strive for gradient

categories. The mapping between a gradient underlying

category and 2AFC performance is ambiguous. A shal-

lower slope could indicate a more gradient category—a

rational response to uncertainty (Clayards et al., 2008).

However, it could also reflect a noisier system (the model

assumed by CP). Both could be present in any sample:

shallower slopes in some children indicate greater noise,

but in others it indicates a useful adaptation. The 2AFC

task cannot distinguish these possibilities as it is unclear

how listeners map an underlying gradient representation to

a discrete response: if a given token is heard as 60% /b/-

like, do they match this probability (choosing /b/ 60% of

the time), or do they always choose /b/ (winner take all;

Nearey and Hogan, 1986)? As argued by Apfelbaum et al.
(2022), continuous tasks like the VAS task may bypass

some of this to uncertainty to precisely characterize any

differences.

A second issue is paradigms that seek to understand

cue encoding using discrimination tasks; for example,

Serniclaes et al. (2004) have argued dyslexia can be linked

to an inability to sufficiently ignore within-category detail,

and Robertson et al. (2009) have argued that children with

developmental language disorder show impaired between-

category discrimination. However, given the arguments

against CP at theoretical and methodological levels, it is

not clear what these claims mean. If category and auditory

levels contribute to categorization, perhaps these differ-

ences simply reflect poorer categorization. Of course, dis-

crimination tasks tap working memory, cognitive control,

and phonological processing skills that co-develop with

speech perception and may also be impaired in communi-

cative disorders. Perhaps, differences in discrimination do

not reflect perception or categorization at all but differ-

ences in processes external to speech categorization. Given

these issues, it may be better to explore other methods such

as continuous VAS tasks, eye-tracking in the VWP, or

ERPs.

Beyond methods, the claim of CP is that steep categori-

zation and the suppression of within-category detail is the

goal of development. This is what children should learn to

do and what impaired listeners do not do as effectively.

More modern thinking in speech perception suggests that

this is not the case. Gradiency is important—for speech cat-

egorization and other functions such as articulatory control

and sociolinguistic processing. It is functionally beneficial

for listeners and a crucial avenue by which people adapt to

communicative impairments. That is, it is something that

development attempts to achieve.
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C. Bilingualism and L2 acquisition

Work on bilingualism and second language (L2) acqui-

sition has also been motivated by CP. Without attempting a

comprehensive review, the demise of CP has two

implications.

1. Critical or sensitive periods

First, there is a presumption of critical or sensitive peri-

ods for L2 acquisition. This is motivated in part by work

examining proficiency as a function of when a learner

begins L2 acquisition (Johnson and Newport, 1989).

However, this work has been challenged by larger-scale

studies that show a much bigger sensitive window (through

age 18 years old) when we account for not only when L2

acquisition begins but also for the fact that language learn-

ing is likely to be protracted (Hartshorne et al., 2018).

The other argument for a sensitive period is the appar-

ent rapid emergence of L1 speech categories in infancy

(Werker and Curtin, 2005), coupled with the struggles that

adult L2 learners show when acquiring categories (Strange

and Shafer, 2008). If infancy is a special time for speech cat-

egory learning, this can explain these difficulties (Werker

and Hensch, 2015). There are two problems with this logic.

First, as I described, without the assumptions of CP, it is

challenging to conclude that infants truly have acquired

speech categories so rapidly. While they are certainly attun-

ing to their language, they may be doing other things

(Feldman et al., 2021; McMurray, 2022; Schatz et al.,
2021), and development may be slow (Hazan and Barrett,

2000; McMurray et al., 2018), supporting the analysis by

Hartshorne et al.(2018). Second, infant methods are radi-

cally different than those used with adults; a typical infant

study may present infants with multiple tokens of the two

sounds to be discriminated, and any difference in listening

time is used to support discrimination. In contrast, adults get

one token/trial. If adult L2 learners were tested with the rela-

tively looser infant procedures, would they look as good?

This challenges the basic assumption that L2 learning adults

struggle, whereas L1 learning infants “get it.” Both of these

arguments undercut the premise of a critical period and call

for more rigorous and direct empirical evaluation of this

construct (Fuhrmeister et al., 2020) as well as new ways of

thinking about critical periods (Thiessen et al., 2016).

2. What is the goal of bilingual and L2 speech
perception?

Most work on bilingual or L2 speech perception is

implicitly framed around CP, which restricts our under-

standing in two ways. First, as with children and impaired

populations, it is not warranted to presume that a sharp cate-

gorical boundary is desirable. In a multilingual environment,

gradiency may be even more helpful (than for monolin-

guals). When confronted with multiple languages (poten-

tially changing from moment to moment), gradiency may be

needed for listeners to be more flexible and incorporate con-

text (about the current language). Thus, the question should

not be how listeners attain sharp boundaries but how they

attain flexibility.

Second, CP emphasizes boundaries. In a bilingual situa-

tion that frames questions such as whether a Spanish/

English bilingual puts their VOT boundary at 20msec

(English) or 0 msec (Spanish) and whether they can shift it

sensitively. Yet, no serious model of speech perception

assumes boundaries. Instead, prototypes (e.g., Fig. 8; or a

functional variant) are the norm. Crucially, prototypes
need not be mutually exclusive. A listener could have an

English /b/ category centered at 5 msec and a Spanish /b/ cate-

gory centered at �60 msec. Thus, moving beyond CP may pose

new questions for work on bilingualism and L2 acquisition.

D. Other domains of cognition and perception

The extension of CP to domains beyond speech has been

active, and CP has played an important role in debates about

linguistic relativity (Franklin et al., 2008), modularity

(McKone et al., 2001), and other fundamental issues. While it

is beyond the scope of this review to fully address these

issues, it is worth a few brief comments. For the most part,

this literature makes little contact with the literature on CP

within speech. There are exceptions, but often the deeper

message is lost. The influential review by Goldstone and

Hendrickson (2010) discusses some of the speech literature,

but it does not question the premise. Even the original dem-

onstration of CP in color (Bornstein and Korda, 1984) explic-

itly adopts the Pisoni and Tash (1974) model (Fig. 3), but

fails to realize its deeper implication that CP may be

unfalsifiable.

In fact, the few studies that have addressed this issue

outside of speech suggest a story more consistent with non-

CP. Hanley and Roberson (2011) retrospectively analyzed

several studies of face and color CP and conclude that dis-

crimination in these domains is well-described by the model

in which perception is not warped and influences discrimi-

nation in parallel with categories (e.g., Pisoni and Tash,

1974). Similarly, Roberson et al. (2009) identified a less

biased discrimination task for color CP and showed no evi-

dence for CP. While these sorts of issues are still under

active debate (e.g., Best and Goldstone, 2019), this suggests

some movement in the field.

However, the broader argument here is that CP does not

live in isolation from broader theories of speech perception—

CP makes claims that the rest of the system must live with. In

speech, throwing away fine-grained continuous detail limits

the degree to which the system has access to this detail for

other things such as integrating cues over time, using the same

cue for multiple purposes, or identifying sociolinguistic fac-

tors. This sort of theoretical inconsistency is relevant to other

domains of cognition. For example, in face perception,

“norm-based” coding views (Rhodes and Leopold, 2011) sug-

gest that face perception is seen as dimensional, and frequent

experience with classes of faces can shift the mean of this

dimension—analogous to C-CuRE’s (McMurray and

Jongman, 2011) approach to talker compensation in speech.
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Critically, this kind of dimensional shifting cannot occur if

dimensions are collapsed into discontinuous regions.

Relatedly, all of the domains of perception confront the prob-

lem identified by Mermelstein (1978): that any dimension is

needed for more than one purpose. It may make sense to mini-

mize within-category differences in color if the only goal is

accurate labeling. Yet, people must also use subtle aspects of

color to judge attractiveness or compensate for ambient light-

ing. In fact, labeling may be one of the least important goals

of color perception! Similarly, if observers ignore variation

across exemplars of the same face, how can they use subtle

differences in that face to judge emotion or health? One can

argue that perhaps CP-like effects emerge in the context of

specific tasks, but this is a far cry from a radical warping of

perception that is the groundwork of higher order cognition.

E. Summary

In development, disorders, multilingualism, and cogni-

tion more broadly, a strong presumption of CP has shaped

many things, from the tasks used to assess perception and

categorization, to the interpretation of the functional goals

of the system. With the demise of CP within speech percep-

tion, this has not been questioned. It needs to be questioned.

In an influential critique of much of psychology, Meehl

(1990) coined the term derivation chain, the inferential logic

that allows one to generate predictions from a theory to an

experiment or measure. In these domains, CP was an essen-

tial piece of the derivation chain. However, CP is now a part

of the past; it makes problematic theoretical assumptions,

and it relies on problematic methods. This undercuts the der-

ivation chains used in these lines of work and calls for new

approaches.

VII. WHERE DO WE GO FROM HERE?

CP has been around since the cognitive revolution and

before I was born. Despite ample evidence to the contrary, it

remains. Despite its inability to address fundamental facts

about speech (that speech cues do multiple things), it

remains. Despite its inconsistency with modern theories of

speech perception, it remains. Why? Where do we go from

here? I start by considering why it was (and remains)

compelling.

A. What made (and makes) CP so compelling?

When CP was discovered and promulgated, speech sci-

ence was in a different place. While early work identified

many key sources of variability (Delattre et al., 1955), we

had not identified the hundreds of phonetic cues we have

now, we did not have access to large corpora, and statistical

tools for pooling “big data” were not widely used. Speech

research was grounded in a small number of cues in simple

syllables. The problem was narrowly defined in terms of cat-

egorization of a single phonemic contrast from a short seg-

ment (much as I have simplified here). In this light, it is easy

to see how CP was an attractive solution (see the supple-

mentary material S41).

Let us look at the same problem through a modern

lens. What if we had encountered the problem of lack of

invariance for the first time now, when we have identified

far more phonetic cues, we have access to large corpora,

there are tools for integrating dozens of measures, our

paradigm examines more variable speakers and listeners,

and we have a richer understanding of related processes

such as word recognition and indexical perception?

Would we have come up with CP? It is not clear that we

would have. Historical precedence is not an argument

retaining CP.

However, the persistence of CP is more than prece-

dence. CP fits with our meta-expectations about language.

Any ordinary person can tell you, there is nothing in

between a bunt and a punt—these are distinct words. For

speakers of alphabetic languages, there is nothing between a

/b/ and a /p/. Arguably, our over-reliance on the IPA for

conceptualizing sound contributes. Fieldwork in linguistics,

speech pathology, and developmental work has always

emphasized that symbolic representation of a fundamentally

continuous signal. CP matches this paradigm. We want to

be able to talk about sound in terms of categories, and we

even think we hear it in terms of categories. However, this

is an illusion—when we look closely with unbiased discrim-

ination tasks or EEG, we see a different story. People like to

categorize—whether in terms of statistical significance, gen-

der categories, or color—and are uncomfortable with gradi-

ence and nuance. CP seems to take perception, which is

quintessentially messy, nuanced, and continuous, and offers

a comforting answer that it is simple: categories are just

fine.

B. What gives? Why is CP still with us?

The scientific community is generally more comfortable

with nuance. The community of researchers working on

speech categorization has known for a long time that speech

is not perceived categorically. So, how has CP persisted?

This is illustrated anecdotally by an experience I had as an

early graduate student. When I submitted the first few

papers arguing for gradiency (McMurray et al., 2008;

McMurray et al., 2002), reviewers argued that my work was

setting up a straw man, CP was over, and we should move

on. Clearly, the reviewers knew what was up. Yet, this mes-

sage did not appear to be true. Almost everyone outside of

speech categorization was still assuming CP.

That is still true 20 years later. Work is building new

theories of CP even in speech (Kronrod et al., 2016) and in

broader domains of cognition (Feldman, 2021; Zhang et al.,
2021). CP continues to be applied in subdomains of speech

such as L2 learning and language/hearing disorders.3 CP is

not going away, even as the community of hardcore speech

nerds who work directly on speech categorization knows

better. Bearing witness to this is the continual appearance of

major reviews and large-scale studies of CP (Goldstone and

Hendrickson, 2010; Kronrod et al., 2016) that treat CP as a

fundamental fact to be explained. Although these often
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make contact with the literature reviewed here, they do not

appear to question the premise of CP itself.

I do not know how those of us who have worked on CP

could make the truth more apparent. There are papers with

titles like “The end of categorical perception as we know it”
(Schouten et al., 2003), “Categorical results do not imply
categorical perception” (Hary and Massaro, 1982), and my

favorite, “Categorical perception of speech: A largely dead
horse, surpassingly well kicked” (Crowder, 1989). Could

speech perception researchers be any more direct? One does

not even need to read the papers to know that something is

up.4

Part of the problem is that CP is no longer just an

empirical finding or theory. It is part of the meta-narrative

of speech, a scientific meme. It is easy to dismiss individual

papers here and there while at the same time, treating them

as exceptions to a general rule. I hope what this review has

done is to show that there are simply too many inconsisten-

cies to hold on to CP anymore. The question is where to go

from here (see Box 1 for thoughts).

C. Science communication

Part of the solution must be better communication.

There are few, if any, reviews of CP in the speech literature

(broadly construed) that wrestle with the more modern con-

ception. Speech researchers of all sub-domains must take it

upon themselves to communicate outside of their fields. We

can not expect textbook authors and people outside of our

field to figure it out from more highly technical papers in the

Journal of the Acoustical Society of America (yes, I get the

irony). If my review was overly pointed, it was for this

purpose—subtlety will not help make a dent in the rapid

growth of CP (Fig. 1). In fact, even the basic definitions are

not making it out of our field. Many people use “CP” to refer

to any task in which people identify tokens from a contin-

uum, and they refer to a sigmoidal identification function as

a CP curve. This is done regardless of whether discrimina-

tion is measured and the researcher is making claims about

perception. How do so many papers that mischaracterize or

misapply CP continue to be published? Have speech catego-

rization researchers agreed to just let this pass? Are we not

reviewing these papers?

A critical issue is teaching. I recently surveyed most of

the major psycholinguistics textbooks and many phonetics

texts. All of these treat CP uncritically. I suspect it is the

same in other fields such as speech and hearing science or

phonetics (if speech categorization is covered at all). Why?

The easy response is that the alternative is too complicated

for undergraduates. However, this sells our students short.

The debates around CP are an excellent opportunity to teach

how science can be self-correcting, and theories of speech

perception must account for fundamental facts about speech.

My suspicion is that some professors are making end runs

around the texts, to teach CP correctly with innovative dem-

onstrations and tools. If so, these should be shared. Too

many texts treat speech perception as an interesting set of

phenomena for students to share with their parents: CP, the

McGurk effect, duplex perception, and the cocktail party

effect. This is important for raising interest, but it does not

get our students closer to a deeper understanding of how

speech and language works. The gradient alternative is not

too complex: use multiple cues, engage in simple forms of

compensation, maintain a prototype structure to be flexible,

and constantly learn. This is a message we can tell clearly.

D. What do we do with previous results related to CP?

A question now is what to make of the voluminous find-

ings that report the characteristic profiles of between- and

within-category discrimination that constitute CP. It is

tempting to dismiss them out of hand, but that is wrong. The

data are real, even if the premise is problematic. We need a

framework for understanding these results and making sense

of differences in CP-like behavior across conditions and

groups.

Clearly, the wrong conclusion is that perception is

warped by the presence of categories. This is not tenable

anymore. However, a not unreasonable claim—following

Fig. 5—may be that once CP (empirically) is observed, cate-

gorization must be pretty robust (fast and strong) to contrib-

ute to discrimination. Weakly represented categories do not

impact discrimination. For example, when CP is not

observed in a L2 (Miyawaki et al., 1975), listeners may sim-

ply have categories that are represented or accessed less

robustly. If we restrict ourselves to the idea that CP reflects

robust categorization, this seems reasonable. However, per-

haps we should just call it categorization (or perception of

categories) and not CP. If it is just categorization, should we

skip discrimination tasks altogether? There are more infor-

mative ways to assess categorization.

The alternative is to restrict the domain of interpreta-

tion. CP is not a paradigm for understanding perception, but

it is useful for thinking about how people perform discrimi-

nation judgements. Discrimination is an interesting human

behavior and arguably important in its own right. Maybe CP

is a way of probing the influence of higher-level knowledge

on these judgements. If that is the question, perhaps AX and

ABX tasks serve an important role. Again, this is defensible,

but again it is not quite CP. Perhaps this is biased

discrimination?

In both approaches, the key is to have a clear under-

standing of what we are actually studying in CP paradigms

so we know what can be concluded. What does not seem

reasonable to me is to stretch the concept of CP in every

conceivable direction to try to preserve the name.

E. Methods?

The foregoing discussion clearly points to the need for

a stronger understanding of methods. The limits of discrimi-

nation tasks are clearly highlighted (Pisoni and Lazarus,

1974; Schouten et al., 2003), and the properties and con-

cerns about discrimination tasks should be well known in
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any field that relies on them. Yet, the 2AFC task is not with-

out its issues either.

As the brief discussion about development reveals,

there are limits of interpretation to this task: is a shallow

slope a natural reflection of a gradient system or the result

of a noisy but categorical system? In fact, even if listeners

have an underlyingly gradient boundary, they could still

show a steep slope if their response on each trial always

reflects the more likely of the two alternatives (Nearey and

Hogan, 1986). We simply do not understand the derivation

chain (Meehl, 1990) linking an underlying category struc-

ture to behavior in this simple task. Even if we did, this

task may simply be underdetermined. More sophisticated

measures are needed. However, these need not be techni-

cally sophisticated (e.g., eye-tracking or ERPs). A history

of work (Kapnoula et al., 2017; Massaro and Cohen, 1983;

Miller, 1997) suggests that even something as simple as a

continuous rating task (Fig. 6) can dramatically open new

possibilities for understanding categorization (Apfelbaum

et al., 2022). More sophisticated tools, such as eye-

tracking and ERPs, are not going to be a panacea. The

most common ERP measure of speech, for example, the

MMN (see Phillips, 2001, for an example applied to CP),

is, in fact, a measure of discrimination with all of the cav-

eats to interpretation that apply to any discrimination task.

Techniques like ERPs and the VWP are useful, but they

need to be deployed in ways that are linked to the underly-

ing cognitive and perceptual operations with understand-

ing of their own derivation chains. For example, the

ability to condition analyses of ERPs or eye movements

on the overt response offers the unique ability to ensure

that one is examining within-category variation, or the

fact that the N1 is tied to early auditory cortical regions

offers an ability to isolate processing of continuous acous-

tic encoding.

CP also introduced to us the notion of a speech contin-

uum. This is arguably the most valuable and defensible

methodological innovation. Nothing in the foregoing

review invalidates this approach, and the fact that it can

span an ambiguous region can highlight subtle but theoreti-

cally meaningful effects that cannot be seen elsewhere.

However, we can improve it. It would be helpful to stan-

dardize how continua are reported and used (see the sup-

plementary material S11). This can help ground arbitrary

step numbers to real acoustic measurements. Such stan-

dardization can help compare effects across different con-

trasts and could be crucial for meta-analytic approaches.

However, as tools for constructing continua become better

and easier, we must be careful that continua are phoneti-

cally realistic—that they span neighboring phonemes (not

passing through a third phoneme or dead space) and manip-

ulate cues in ways that reflect variation that real articulators

are capable of.

Yet, this is not the only way to study speech (note to

self). In the era of big data and large-scale statistical models,

one can (for example) simply record dozens of naturalistic

exemplars, measure their phonetic properties, and give them

(unmanipulated) to listeners to categorize. Then, logistic

models can sort out which phonetic properties are contribut-

ing to a given percept or how that changes across experi-

mental conditions (McMurray and Jongman, 2011). This

could provide a powerful—and phonetically grounded—

complement to continua.

The last methodological concern is the biggest. Many

experiments are predicated on some notion of what kind of

processing is typical, efficient, optimal, or ideal. This is per-

haps the most serious impact of CP by biasing researchers to

expect sharp categorization and poor within-category dis-

crimination as the ideal. Instead, modern theories of speech

suggest a system that is much more gradient, flexible, and

complex, and our thinking needs to adapt.

F. Conclusions

It is possible to work around many of the points raised

here individually. I have argued that CP is incompatible

with the kind of rich compensation needed to account for

talker and coarticulatory variation. An easy counterargu-

ment that could preserve CP would be that listeners do all

of this before they do CP (or maybe these processes are

how one becomes categorical). However, if that is the

case, what is the point of adding CP to the system (and in

that case, is this really perception)? Attempting to salvage

CP in this way ignores the fundamental claim of CP that

the system is attempting to suppress variation. One could

also attempt to account for the myriad discrimination

results by claiming that there is an early categorical repre-

sentation alongside a linear representation. Yet, is that

really any different than the Pisoni and Tash (1974)

model?

If one contorts oneself, we can salvage CP from many

of these attacks. However, at some point, we have to look at

the bigger picture: CP as an empirical finding or a theory is

just not logically consistent as a whole. It is not a coherent

account of the extant data, and its theoretical claims are

incommensurate with theories of speech that use fine-

grained detail to do useful work for listeners. Given the

wealth of empirical evidence against CP and strong theories

of speech that either do not require it or conflict with it, CP

no longer adds to the greater coherence of our understanding

of speech perception. Can we be finished?
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Speech perception in a post-CP world
CP has shaped the field for so long that it is unclear what the field

will look like without it. To start that conversation, here are some

concrete (but not exhaustive) recommendations.

Science communication

• Textbooks should be revised to reflect the modern

view.

• Pithy review articles are needed to communicate to

speech-adjacent fields.

• Reviewers need to be more pointed in challenging

appropriate uses of CP.

Methods

• Small differences in discrimination tasks can lead to

different memory demands and different levels of bias.

We cannot conclude CP from discrimination tasks, and

they should be used very carefully.

• Forced-choice identification tasks may be problematic

when studying the slope of the identification function

(e.g., overdevelopment; Apfelbaum et al., 2022). For

this issue, a continuous VAS task may be better

(Kapnoula et al., 2017; Munson et al., 2017).

• Forced-choice identification tasks are not problematic

for assessing boundary shifts (e.g., trading relations and

perceptual learning paradigms).

• Measures that allow researchers to simultaneously

measure the category label and underlying activation on

the same trial (e.g., specific VWP or ERP paradigms;

McMurray et al., 2002) are valuable.

• Speech continua are valuable when they are con-

structed on the basis of phonetic insight (not arbitrary

morphing). It would help to standardize them across

dimensions.

• Speech continua should be complemented with more

naturalistic methods in which actual recordings are mea-

sured along multiple dimensions to relate categorization

to actual acoustic variance.

Theory and interpretation

• The focus should be on theories of perception and not

theories of categorization along a speech continuum;

• We need stronger theories of the problems highlighted

by modern ideas: How do listeners achieve flexibility?

Where do individual differences come from? How do lis-

teners use fine-grained acoustic variability?

• Theoretical accounts of development, bilingualism, and

clinical populations should abandon the premise that the

goal of speech perception is discrete categorization and

ignoring within-category detail and, instead, ask how

these listeners achieve a gradient, flexible, and efficient

categorization.

1See supplementary material at https://www.scitation.org/doi/suppl/

10.1121/10.0016614 for additional discussion of standardizing speech

continua (S1), discrimination tasks (S2), cue integration (S3), and the his-

tory of the field (S4).

2This mirrors work by Van Hessen and Schouten (1999), which found that

increasing the quality of the continuum—enhancing access to fine-

grained detail—led to sharper categorization and more robust CP.
3As evidence, a Google/Scholar search of “categorical perception” and
“L2 learning” led to 1170 hits since 2017, and (“categorical perception”

and “communication disorders”) led to 3020 hits!
4Also, I have put the titles right in the text to save you the trouble of check-

ing the references.
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