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Heart failure (HF) remains a major contributor to national 
and international morbidity and mortality, affecting nearly 
6.2 million people in the USA and incurring around $43 
billion in healthcare costs in 2020 alone [1, 2]. The pro-
gressive and multifaceted nature of HF is part of the reason 
behind the high morbidity and mortality associated with HF. 
While the 1-year HF mortality among Medicare beneficiar-
ies declined slightly from 1998 to 2008 but remained high 
at 29.6%, the progressive nature of HF results in frequent 
decompensations and hospitalizations [3, 4]. For instance, 
HF exacerbations amount to nearly 1 million hospitaliza-
tions every year in individuals older than 65 years of age [5]. 
Acute decompensated HF is characterized by the presence of 
respiratory symptoms, given the underlying derangements in 
cardiac structure, function, and hemodynamics. For exam-
ple, worsening dyspnea is present in approximately 90% of 
decompensated HF exacerbations, but less than 50% pre-
sent with respiratory failure secondary to hypoxemia, hyper-
capnia, or both [6, 7]. As such, acute HF syndromes with 
elevated filling pressures (such as the pulmonary capillary 
wedge pressure) and/or systemic circulatory failure (as a 
result of a diminished cardiac output) can lead to respiratory 
failure requiring positive pressure ventilatory support, with 
the goal of intervening early enough to prevent the need 

for mechanical ventilation. Recent decades have witnessed 
a steady increase in the usage of non-invasive ventilation 
(NIV) and mechanical ventilation in patients with acute 
decompensated HF [8]. Several randomized control trials 
and meta-analyses have documented the superiority of NIV 
in reducing mortality, endotracheal intubation rates, and 
improvement in respiratory status over conventional oxygen 
therapy [9, 10]. Accordingly, early application of NIV in the 
pre-hospital setting has dramatically increased with a ten-
dency to reduce the need for mechanical ventilation [11, 12].

Nevertheless, not all individuals presenting with acute 
decompensated HF are candidates for NIV. For example, 
patients presenting with altered sensorium cannot protect 
their airways and maintain spontaneous breathing, requir-
ing the initiation of invasive mechanical ventilation. While 
mechanical ventilation can be lifesaving in decompensated 
HF, prolonged mechanical ventilation (PMV) is associated 
with increased morbidity and mortality and a significant 
burden on healthcare system [13, 14]. Some of the adverse 
events associated with mechanical ventilation include the 
development of ventilator-associated pneumonia, ventilator-
induced lung injury, oxygen toxicity, hypotensive effects of 
sedative agents, as well as unfavorable right ventricular 
afterload in the context of positive pressure ventilation [15, 
16]. In addition, PMV has been associated with adverse out-
comes in HF patients, despite the inconsistent definition of 
PMV across the literature [17, 18]. As such, accurate and 
validated tools are needed for predicting patients at high risk 
for PMV, which would help allocate resources and guide 
management, especially in HF patients.

To this end, Li and colleagues developed and externally 
validated a novel prediction model using machine learning 
(ML) to identify patients at a high risk of PMV. The study 
titled: “Machine learning-based model for predicting pro-
longed mechanical ventilation in patients with congestive 
heart failure” utilized previously collected data on 4533 
mechanically ventilated HF patients included in MIMIC-IV 
(Medical Information Mart for Intensive Care IV) database. 
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Patients included in the study had been admitted to intensive 
care units (ICUs) at a single tertiary care center in the USA 
between 2008 and 2019 and had received mechanical ven-
tilation in the first 24 h of the ICU admission. The external 
validation cohort included patients in the eICU Collabora-
tive Research Database from 2014 to 2015, a multi-center 
ICU database from 208 US hospitals. They employed 12 ML 
algorithms and used LASSO regression for feature selec-
tion. Importantly, they included patients receiving mechani-
cal ventilation in the first 24 h of the ICU admission and 
sought to predict mechanical ventilation ≥ 4 days (defined as 
PMV). They found that the CatBoost algorithm performed 
best, with an area-under-the-curve (AUC) of 0.766 on the 
training set and 0.733 on the external validation set. Impor-
tant features associated with PMV included the presence 
of pneumonia, sepsis, and the use of inotropes (Odds ratio 
[OR] of 2.18, 1.75, and 1.49 for the presence of pneumonia, 
sepsis, and the use of inotropes, respectively, p-value < 0.001 
for all). The authors also showed that the ML model accu-
rately predicted in-hospital mortality, with an AUC of 0.844.

The strength of the study by Li et al. stems from sev-
eral factors. For instance, the authors employed LASSO 
regularization prior to model training for feature selection, 
thereby mitigating the chances of overfitting. Moreover, the 
authors assessed the robustness of multiple ML models, of 
which the CatBoost model [19] emerged as the best predic-
tor model. Furthermore, the CatBoost model had a superior 
performance in predicting the need for PMV than the tra-
ditionally established risk score models such as sequential 
organ failure assessment (SOFA) score [20], simplified acute 
physiology score (SAPS-II) [21], logistic organ dysfunction 
system (LODS) score [22] (AUC of 0.817, 0.697, 0.581, 
and 0.707 for CatBoost, SOFA, SAPS-II, and LODS score 
respectively). In addition, a decision tree nomogram was 
utilized to risk stratify patients. The authors concluded that 
patients in the high-risk category were at a ninefold higher 
risk for PMV than the low-risk patients.

Despite the strengths of the investigation, it is impor-
tant to mention some of the major limitations of the study. 
Firstly, while the CatBoost model was shown to predict 
PMV with an accuracy of 69.4%, there is a lack of a dis-
cussion of a clinical context. For instance, while the ML-
based model predicted PMV better than already published 
benchmark models, how useful is an accuracy of 69.4% in 
predicting prolonged mechanical ventilation? If the model 
is inaccurate 30.6% of the time in predicting mechanical 
ventilation ≥ 4 days, is that a useful benchmark in such a 
critical juncture in a patient’s clinical trajectory? Fur-
thermore, prediction accuracy estimated in the study can 
be helpful at population/group level, but the investigators 
failed to highlight diagnostic parameters that are useful at 
the individual patient level (such as positive predictive value 
(PPV) and negative predictive value (NPV)). Furthermore, 

the study cohort was poorly defined, as there is no data on 
the baseline New York Heart Association (NYHA) func-
tional classification of included patients, nor is there data on 
their clinical trajectory prior to study inclusion (i.e., whether 
the study cohort includes patients with chronic stable HF 
with an index decompensation or whether the study cohort 
includes patients with frequent decompensations and hospi-
talizations). Second, the investigation did not differentiate 
between factors precipitating the need for mechanical ven-
tilation. Patients with impending respiratory failure due to 
superimposed infective etiologies (e.g., pneumonia and sep-
sis) progress toward mechanical ventilation due to a complex 
interplay of factors (e.g., the timing of antibiotic therapy, 
antimicrobial coverage, and the extent of infection). These 
factors need to be controlled for, and ideally, for a model to 
influence clinical decision-making for a clinician, stricter 
inclusion criteria comprising isolated decompensated HF 
etiologies are necessary, thereby minimizing the influence 
of other acute infectious pathologies. Third, NIV coupled 
with appropriate pharmacotherapy can prevent the need for 
mechanical ventilation in a significant proportion of HF 
exacerbation patients. However, the present investigation did 
not select for a specific indication for mechanical ventilation 
in the first 24 h, or whether these were patients who failed 
an initial strategy of NIV. Furthermore, pertinent HF fea-
tures such as left ventricular ejection fraction (LVEF) [23], 
NYHA class [24], previous HF hospitalizations, device ther-
apies, and the need for inotropic therapy were not included 
in the research methodology. Importantly, the decision to 
initiate mechanical ventilation, apart from clinical judgment, 
relies on multiple time-dependent variables such as the Glas-
gow Coma Score (GCS), blood gases/chemistries, and vital 
signs. While the study has included these variables as a 
snapshot (i.e., at the time of admission), the full predictive 
power of such data lies in the longitudinal trajectory of such 
variables over time. Future ML-based models that are spe-
cifically designed to incorporate time-dependent variables, 
such as Recurrent Neural Networks (RNNs) or Long Short-
Term Memory (LSTMs), will likely produce more useful 
and robust predictive modeling, especially in the context of 
complex clinical conditions such as HF [25]. Additionally, in 
the setting of a dynamic clinical environment, the data itself 
generated might change over time (data drift), and so can 
the relationship between episodic characteristics and target 
outcomes (concept drift) due to multiple reasons [26]. For 
example, prediction accuracies of ML models developed 
prior to coronavirus-19 (COVID-19) pandemic can be inac-
curate if employed in the post-COVID-19 era. This means 
that proactive monitoring capabilities need to be in place 
to detect data drift and ensure that such models generalize 
appropriately to temporarily changing scenarios and out-
comes. Duckworth et al. demonstrated how Shapley adap-
tive explanations (SHAP) can be used as a complementary 
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metric to detect data drift for emergency department admis-
sions during the COVID-19 pandemic [26]. Finally, while 
the literature is divided on the accepted timeframe for PMV, 
it would have been clinically more useful to use a time stamp 
that influences clinical decisions, rather than use a cutoff 
of 4 days. For example, the decisions on placement of a 
feeding tube, tracheostomy, and/or initiation of goals of care 
discussions would be better suited as a timeframe for such 
a prediction model.

Although various protocols have been in place to pre-
dict intubations and successful extubations [27], in day-
to-day clinical practice such a process primarily remains 
a clinical judgment that is affected by many time-varying 
factors. In addition, such a process and decision-making 
varies from facility to facility and is influenced by local 
clinical expertise/experience. There is no global consensus 
on a single protocol to identify patients at risk for PMV, 
or even mechanical ventilation alone. As a result, several 
studies have sought to harness the power of ML modeling 
to develop improved prediction modeling. However, ML 
has its own intrinsic limitations, and the usefulness of the 
produced model is often as good as the data it is fed, and 
the undertaken approach. For example, if a ML model is 
too conservative with its prediction of the need for PMV, it 
can lead to extubation failures and pre-mature tracheosto-
mies. Furthermore, many of the ML models are constructed 
using retrospectively collected data, or even clinical trial 
data that might not inherently represent real-world patients 
and practices, and the resultant dilemma is whether it is ethi-
cally right to decide on intubation/PMV solely based on the 
result of an ML algorithm. For instance, the widely imple-
mented proprietary sepsis prediction model, based on a big 
data approach, was recently shown to have poor sensitivity 
when externally examined [28]. Future studies evaluating the 
synergy between ML models’ predictions and physicians’ 
decisions to intubate are needed to verify the validity of 
ML modeling in clinical practice. As an example, Sax et al. 
identified barriers and opportunities while implementing a 
ML-based risk stratification tool for acute HF admissions 
in the emergency department: their ML model was paired 
with clinical decision support resulting in broader accept-
ance and adoption [29]. In addition, ML algorithms are 
prone to the inherent complexity and experts have described 
various artificial intelligence-enabled decision support and 
reporting guidelines to improve the transparency, reproduc-
ibility, and validity of prediction models [30–33]. Loftus 
et al. described the following checklist for ideal prediction 
models: explainable, dynamic, precise, autonomous, fair, 
and reproducible [34]. Furthermore, the U.S. food and drug 
administration (FDA) developed ten good machine learning 
practice (GMLP) guidelines to provide helpful framework 
for investigators and identify areas where collaborative bod-
ies can work to advance GMLP.

Nevertheless, the study by Li and colleagues can guide 
future prospective studies and quality improvement ventures. 
The study methodologies can also be useful in designing 
models and risk scores that can predict the need for mechan-
ical ventilation in other acute distress conditions such as 
(ARDS) or COVID-19 pneumonia, as well as chronic 
obstructive pulmonary disease (COPD) exacerbations.
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