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Abstract

The reliability of molecular mechanics simulations to predict effects of ion binding to proteins 

depends on their ability to simultaneously describe ion-protein, ion-water and protein-water 

interactions. Force fields (FFs) to describe protein-water and ion-water interactions have been 

constructed carefully, and have also been refined routinely to improve accuracy. Descriptions for 

ion-protein interactions have also been refined, although in an a posteriori manner through use 

of ‘non-bonded-fix (NB-fix)’ approaches in which parameters from default Lennard-Jones mixing 

rules are replaced with those optimized against some reference data. However, even after NB-fix 

corrections, there remains a significant need for improvement. This is also true for polarizable 

FFs that include self-consistent inducible moments. Our recent studies on the polarizable 

AMOEBA FF suggested that the problem associated with modeling ion-protein interactions could 

be alleviated by recalibrating polarization models of cation-coordinating functional groups so 

that they respond better to the high electric fields present near ions. Here we present such a 

recalibration of carbonyls, carboxylates and hydroxyls in the AMOEBA protein FF, and report that 

it does improve predictions substantially – mean absolute errors in Na+-protein and K+-protein 

interaction energies decrease from 8.7 → 5.3 and 9.6 → 6.3 kcal/mol, respectively. Errors are 

computed with respect to estimates from vdW-inclusive density functional theory benchmarked 

against high-level quantum mechanical calculations and experiments. While recalibration does 

improve ion-protein interaction energies, they still remain underestimated, suggesting that further 

improvements can be made in a systematic manner through modifications in classical formalism. 

Nevertheless, we show that by applying our many-body NB-fix correction to Lennard-Jones 

components, these errors are further reduced to 2.7 and 2.6 kcal/mol, respectively, for Na+ and K+ 

ions. Finally, we show that the recalibrated AMOEBA protein FF retains its intrinsic reliability in 

predicting protein structure and dynamics in the condensed phase.
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Introduction

Na+ and K+ ions are important to many biological process.1 Their cellular concentrations 

are tightly regulated through membrane channels and transporters to enable various tasks, 

such as nerve conduction, cell volume homeostasis, cardiac rhythms and cellular uptake of 

nutrients. Na+ and K+ ions are also shown to serve as cofactors and allosteric modulators 

of several enzymes, including pyruvate kinases, dehydratases, bisphosphatases, deacetylases, 

and chaperons.2,3 These ions have also been shown to bind to nucleotides, aiding RNA 

folding and stabilizing DNA duplexes and quadruplexes.4,5

Molecular mechanics (MM) simulations can, in principle, provide detailed insights into 

the roles of ions in biological processes at atomic resolution. For this, MM simulations 

must capture the correct balance between an ion’s hydrated and biomolecule-bound states. 

Achieving this balance requires (a) effective sampling of conformational space, and (b) 

accurate descriptions of how ions interact with both water and biomolecular chemical 

groups. The former issue is being addressed through developments of statistical methods, 

and improvements in algorithms and computer hardware.6 Here we address the latter, where 

despite many efforts,7–27 there still remains need for improved accuracy.

MM descriptors for proteins, or protein force fields (FFs), have been constructed carefully 

using reference data from gas and condensed phase experiments as well as high level 

quantum mechanics calculations, and are refined routinely to improve accuracy.28–36 

However, ions are not included during parameterization of protein FF. Ion parameters 

are determined separately from reference data on ion-water interactions. In simulations 

consisting of both proteins and ions, ion-protein interaction energies are estimated using 

some predefined set of mixing rules for Lennard-Jones (LJ) terms. This, however, does not 

guarantee the reliability of predicted ion-protein interactions. In fact, large errors of the 

order of several kcal/mol have been reported in many studies.15,19,23–25,37–39

In recent years, errors in ion-protein interactions have been reduced to some extent in an 

a posteriori manner. ‘Non-bonded-fix (NB-fix)’ type approaches have been used in which 

parameters for ion-protein interactions obtained from mixing rules are substituted with those 

obtained from reference data on interactions of ions with small molecules representative 

of protein chemical groups.17,20–25,27 Such a strategy is elegant in that it does not require 

recalibration of interactions of the coordinating chemical groups with other chemical groups. 

In addition, implementation is straightforward and does not increase computational cost. 

However, in almost all applications,17,20–25 error corrections are assigned to the Lennard-

Jones (LJ) term. LJ parameters are treated as free tunable parameters without any associated 

physical meaning. Thus, while such a procedure may improve overall accuracies, they may 

not be the main source of error.40

Since electronic polarization contributes substantially to ion-ligand interactions,41 reliability 

was also expected to improve when FFs transitioned from fixed charge approaches for 

electrostatic interactions to more compute intensive formalisms that included self-consistent 

inducible electrostatic moments.30–32,34,36,42,43 Indeed, performance improved.19,24,26,27 

However, there is still much need for improvement. In one of the most detailed 
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investigations carried out on the performance of FFs in predicting ion-protein interactions,24 

it was reported that while switching from non-polarizable to a Drude-based polarizable 

FFs did improve performance, root-mean-square (RMS) errors in ion-protein interaction 

energies in several test cases exceeded 10 kcal/mol, and in the worst case, errors were 

greater than 20 kcal/mol. Additionally, for interactions of Na+ and K+ ions with ethanol and 

N-methylacetamide (NMA), RMS errors were reported to be greater than 5 kcal/mol, and 

the maximum error exceeded 10 kcal/mol.24 These errors were determined after including 

2-body NB-fix corrections, which implies that to further improve accuracies, we need to 

look beyond NB-fix corrections.

To address the general problem of improving ion-protein interactions in MM FFs, we 

analyzed a different polarizable FF, AMOEBA,44–49 developed originally by Ponder, Ren 

and others. We first recalibrated the vdW parameters of Na+ and K+ ions to improve their 

interactions with water in gas and aqueous phases.50 Expectedly, the new vdW parameters 

also altered their interactions with other ligands.50,51 However, the difference between 

ion-ligand and ion-water interaction energies remained unaffected.50,51 For example, while 

recalibration of Na+ vdW parameters strengthen Na+-water interactions and improved their 

predictions, it also strengthened Na+-methanol interactions by about the same amount. 

Consequently, this left the difference between ion-water and ion-methanol interaction 

energies unaltered and with errors similar to those present prior to recalibration. Getting 

this relative balance right is critical to properly simulating ion binding to proteins in which 

ions shed their inner-shell waters (partially or fully) in order to coordinate with protein 

chemical groups.

Our studies above also supported the idea37 that the problem associated with predicting 

ion-protein interactions could perhaps be ligand-centric. Along these lines, we found that 

the ligand’s polarization term was indeed an error source.50–52 Specifically, we found 

that AMOEBA’s polarization response was weak at the high electric fields present near 

ions, and we postulated that this is what produced weak ion-ligand binding. At the same 

time, AMOEBA’s polarization response was good at lower dipolar electric fields. We note 

here that the original AMOEBA protein FF was not tested for their ability to predict 

their interactions with ions. Back then, reference data on interactions of ions with protein 

chemical groups was scarce. Additionally, the focus back then was to examine the viability 

and the broader impacts of including polarization effects in MM force fields.44–46,48

To remedy this, we first used high level quantum mechanical (QM) methods, including 

quantum Monte Carlo and CCSD(T), which were made accessible only recently, to generate 

the necessary benchmarking data.39,50–54 Then, we explored two approaches to improve 

the polarization model. Both yielded comparable improvements. One solution was based 

on the NB-fix style approach in which we assigned different polarization cross terms 

to each distinct ion-ligand pair.50 In the second approach, we showed that we could 

recalibrate FFs of representative small molecules so that they performed well at both dipolar 

electric fields and the kind of high electric fields present near monovalent cations.51,52 Our 

recalibration also slightly improved low-field response, which was expected because the 

original polarization parameters were developed to be transferable across ligands, rather 

than ligand specific.49 This incorporation of high field target data during recalibration 
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substantially improved ion-ligand interactions, while at the same time retaining the model’s 

original accuracy in describing dipolar ligand-water and ligand-ligand interactions in the gas 

and condensed phases.51,52

Building on this earlier work50–52 and preceding foundational developments on AMOEBA 

FF,44–49 here we carry out the following studies:

i. We extend our earlier work51 on recalibrating AMOEBA FF for small molecules 

to respond better to high electric fields to two additional small molecules – NMA 

and acetate. At each stage of model development, we optimize all parameters 

simultaneously to capture their interdependent correlations with target data. This 

multi-dimensional optimization is carried out using our ParOpt software.40,55 

Reference data for parameter optimization and model validation are taken from 

published experiments and also new benchmarked QM calculations.

ii. We use recalibrated NMA and acetate parameters, as well as recalibrated 

methanol and ethanol parameters from our previous work,51 to describe 

carbonyl, carboxylate and hydroxyl groups in proteins. Carbonyls, carboxylates 

and hydroxyls are the three primary chemical groups in proteins that are 

known to interact with Na+ and K+ ions.2,56 We then evaluate performance 

of recalibrated protein FF in predicting ion-protein interaction energies in ion 

clusters extracted from the protein data bank (PDB). Reference values for 

ion-protein interaction energies are obtained from vdW-inclusive DFT that we 

have, over the past years, systematically benchmarked for ion-ligand interactions 

against experiments and “gold-standard” QM methods, including quantum 

Monte Carlo and CCSD(T).39,50–54

iii. We examine whether the recalibrated AMOEBA FF retains its intrinsic reliability 

in reproducing reference experimental data on protein structure and dynamics in 

the condensed phase.

We demonstrate that recalibration of AMOEBA protein FF parameters against both dipolar 

and high electric field reference data substantially reduces errors in ion-protein interaction 

energies – mean absolute errors (MAE) in interaction energies of Na+ and K+ ions in 

PDB clusters reduce from 8.7 → 5.3 and 9.6 → 6.3 kcal/mol, respectively. We note that 

even after recalibration the predicted ion-protein interaction energies continue to remain 

systematically underestimated. This suggests that there is still important physics missing 

from AMOEBA’s functional forms describing ion-protein interactions. Nevertheless, by 

applying our many body NB-fix correction to Lennard-Jones components in ion-ligand 

interaction energies,40 we report that these errors are further reduced to 2.7 and 2.6 kcal/mol, 

respectively, for Na+ and K+ ions.

Methods

Quantum mechanical reference data

Reference energies are obtained using the PBE057,58 exchange-correlation density functional 

supplemented by Tkatchenko-Scheffler59 corrections for dispersion (vdW). The 25% exact 

exchange in PBE0 alleviates the delocalization error in DFT-based approximations, which is 
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particularly important for hydrogen-bonded and charge transfer systems.59 All PBE0+vdW 

calculations are performed using the FHI-aims package60 with ‘really tight’ basis sets. Total 

energies and electron densities are converged to within 10−6 eV and 10−3 eV/Å respectively.

Our choice of this vdW-inclusive DFT comes from three observations. Firstly, it is shown 

that PBE0+vdW yields an accuracy of 0.3 kcal/mol in comparison to “gold standard” 

quantum chemical reference data for a wide range of intermolecular interactions in 

molecular dimers.61 Secondly, we have reported previously50–54 that compared to quantum 

Monte Carlo calculations and CCSD(T) calculations in the complete basis set (CBS) limit, 

PBE0+vdW yields a MAE of 0.93 kcal/mol for interaction energies of monovalent cations 

(Na+, K+ and NH4
+) with homogenous clusters of various small molecules (waters, alcohols, 

amides, aromatics and acetates). At the same time we do note that error in PBE0+vdW 

is systematic with respect to quantum Monte Carlo simulations and CCSD(T)/CBS in that 

PBE0+vdW generally overbinds. In the cases we examined, the extent of overbinding was 

found to be of the order of 1–2 kcal/mol. Finally, we have reported that, within Harmonic 

approximation, PBE0+vdW yields gas phase ion-ligand binding free energies with MAE of 

less than 1 kcal/mol with respect to experiments.39,52

Electron densities and polarizability tensors are obtained from second-order Møller-Plesset 

perturbation (MP2) theory62 as implemented in Gaussian09.63 We use Dunning’s correlation 

consistent basis sets64 augmented with diffuse functions, aug-cc-pVTZ, which was also used 

to construct the original AMOEBA model.

Molecular dynamics

All molecular dynamics (MD) simulations are carried out using Tinker9.65 Temperature is 

regulated using an extended ensemble approach66 and with a coupling constant of 0.1 ps. 

Pressure (under NPT conditions) is regulated using a Monte Carlo approach.67,68 Equations 

of motions are integrated using the RESPA algorithm with an outer time step of 1 fs.69 

Electrostatic interactions outside the direct space, defined with a cutoff of 9 Å, are computed 

using the particle mesh Ewald (PME). vdW interactions are computed for inter-atomic 

distances smaller than 9 Å, with isotropic long range corrections applied beyond vdW cutoff. 

The convergence cutoff for induced dipoles is set at 0.01 D. Other control functions and 

parameters are set to their default values.

Multiparameter optimization

FF parameters are optimized using the Nelder-Mead simplex-based algorithm implement in 

our ParOpt software.40,55 All parameters at a given FF development stage are optimized 

simultaneously. This is done to capture inter-parameter dependencies on target data. For 

each optimization run, we use original simplex coefficients for reflection (α = 1.0), 

contraction (β = 0.5), expansion (γ = 2.0) and size (δ = 0.5).70,71 We use a convergence 

criteria of 10−5 and optimization is run using many different initial values of parameters 

selected randomly within supplied parameter ranges.47 The number of times we run 

optimization to find parameter sets, and the parameter ranges we set depend on the explored 

phase space. Both these choices are context dependent and so are discussed at appropriate 

places in the results section.
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Results and Discussion

First we recalibrate NMA and acetate molecules. Then we transfer their parameters, as well 

as those of methanol and ethanol molecules, which we recalibrated previously,51 to proteins 

and evaluate performance of recalibrated protein FF in predicting ion-protein interaction 

energies. Finally, we examine whether the updated FF retains its intrinsic reliability in 

reproducing reference experimental data on protein structure and dynamics.

Note that when we refer to the original AMOEBA model, we are referring to the version 

distributed as part of the Tinker8 package. This FF was calibrated against the 2003 

water model44 and released in 2013.49 This FF also includes the updates made in 2018 

where the acetate molecule was recalibrated to improve Glu/Asp carboxylate parameters,27 

and explicit cross terms were introduced to improve carboxylate-amine and carboxylate-

guanidinium interactions. We also note that there are currently two sets of AMOEBA 

parameters distributed for Na+ and K+ ions, one developed in 200345 and other refined 

recently in 2018.72 We find that both sets of parameters perform similarly in predicting ion-

protein interactions, and therefore, we include results from only the original parameters.45 

Recently, we had also refined Na+ and K+ ion parameters to improve their interactions 

with water in the gas and condensed phases.50 In the developments we carry out here, 

we use our ion parameters, but the improvements we see are not due to our recalibration 

of ion parameters. We have shown previously that improving ion-water interactions has a 

negligible effect on predictions of relative interactions of ions with other chemical groups.50

Recalibration of NMA and acetate

We first recalibrate polarization models to improve their responses at high electric 

fields. Electronic polarization within AMOEBA is handled using an iterative atomic 

dipole induction scheme.44 The anisotropic molecular polarizability is accounted for 

by assigning isotropic polarizabilities (α) to each atom. Additionally, to prevent a 

polarization catastrophe, polarization at short range is damped using the Thole scheme.73 

Damping is applied to one of the two polarization sites using the smearing function 

ρ = (3a/4π)e−arij
3 / αiαj were rij is the distance between the two sites i and j, and ‘a’ is 

the dimensionless width parameter of the smeared charge distribution. In cases where 

interacting atoms have different ‘a’, the smaller value is chosen for applying damping. 

The original AMOEBA model uses the same atomic polarizabilities for each chemical 

element as the ones suggested by Thole, except for aromatic groups. The universal width 

factor of 0.57 suggested by Thole was modified to 0.39 in the original model as it better 

reproduced energies of water clusters.44 The original atomic polarizabilities, although highly 

transferable, are known to systematically underestimate molecular polarizabilities compared 

to experiment, as also noted the original developers.48

We recalibrate the polarization models of NMA and acetate separately. Polarizabilities of 

all non-hydrogen atoms are optimized simultaneously using the Nelder-Mead algorithm (see 

methods) with upper bounds set at 2.5 Å3. The target function for optimization is the root-

mean-square error (RMSE) of molecular polarizability tensors computed with respect to 

values obtained from MP2 theory. Optimization is started using a random seed that assigns 
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random initial values of α to non-hydrogen atoms, and so each optimization can produce a 

parameter set that, in principle, is unique. We carry out 50 optimizations that generates 50 

parameter sets. We also examine three different Thole damping width coefficients: (i) a = 

0.39, which was used in the original AMOEBA model, (ii) a = 0.5, which is closer to the one 

proposed by Thole, and (iii) we also set the width coefficient to be a free parameter during 

optimization.

We find many parameter sets for polarization models that reproduce molecular polarizability 

tensors, and at the same time excel at simultaneously predicting both low and high field 

responses. Field responses are determined by calculating induced dipole moments along 

different directions generated by a point charge (+1) placed at different distances and along 

different orientational vectors about the small molecules. To examine how our choices for 

polarization parameter sets affect the overall model, we select five sets for NMA and five 

sets for acetate. These sets are quite different from each other (Table 1). For acetate, we did 

not find any parameter set with Thole damping coefficients of a = 0.39 or a = 0.50 for which 

polarizability RMSE was less than 0.2 Å3 and α < 2.5. Nevertheless, many parameter sets 

were available with a = 0.61, and to get consistency between acetate and NMA, we set a = 

0.61 to select all five sets. We also note that this value of ‘a’ is actually much closer to that 

of 0.57 suggested originally by Thole.73

The polarizability tensors produced by the selected five sets are provided in Table 2. Figure 

1 shows the performance of these sets in predicting field responses along selected directions. 

Compared to the original model, we note improvements in both polarizability tensors and 

in prediction of field responses. We also note that the performance gain is much greater in 

the high field region that is relevant to account for a response in the presence of monovalent 

cations. However, the performances of the five selected models are almost indistinguishable 

from each other.

Next, for each these five sets we determine vdW interaction parameters. AMOEBA uses a 

buffered 14–7 functional form to describe pairwise additive vdW interactions,47

Uvdw = ϵij
1.07

ρij + 0.07
7 1.12

ρij7 + 0.12
− 2 . (1)

Here ϵij is the potential well depth, and ρij = Rij/Rij
0 , where Rij is the distance between sites i 

and j, and Rij
0  is the minimum energy distance. For heterogeneous atom pairs, Rij

0  and ϵij are 

determined from the following mixing rules:

Rij
0 = (Rii

0)3 + (Rjj
0 )3

(Rii
0)2 + (Rjj

0 )2 and ϵij = 4ϵiiϵjj

(ϵii
1/2 + ϵjj

1/2)2 (2)

We optimize vdW parameters, Rii
0 and ϵii, of all non-hydrogen atoms simultaneously using 

the Nelder-Mead algorithm. Target data comes from ligand-ligand clusters, similar to those 

used in the development of the original model, as well as ion-ligand clusters. Target data 
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is obtained from our reference vdW-inclusive DFT method (see methods), and all clusters 

are energy minimized. Specifically, for calibrating NMA, we use NMA-water and NMA-

NMA dimers, and also Na+-(NMA)1–4 and K+-(NMA)1–4 clusters containing 1–4 NMA 

molecules. To determine acetate parameters, we use acetate-water, Na+-(acetate)1–2 and 

K+-(acetate)1–2 clusters containing 1–2 acetate molecules. We use both energy and distance 

data from these clusters. From ion-ligand clusters, we take distances between ions and all 

non-hydrogen (heavy) atoms of ligands, and from ligand-ligand clusters, we take distances 

between all non-bonded heavy atoms. To use both energy and distance data, we define target 

functions as sums of mean absolute percent errors (MAPE) in energies and distances.

For each of the five polarization models, we carry out twenty five cycles of optimization, 

which generates twenty five sets of vdW parameters. From these twenty five sets, we select 

the set that yields the lowest error in target function. The vdW parameters that we select for 

each of the five NMA and five acetate polarization models are listed in tables S1 and S2, 

respectively, in the supporting information.

Tables 3 and 4 compare the performances of the five NMA and five acetate models 

in yielding target distances and energies, respectively. In the recalibrated NMA models, 

RMSEs in ion-NMA distances range between 0.23 and 0.28 Å which are comparable 

to the RMSE in the original model (Table 3). In terms of target energies, we note that 

while recalibration substantially improves RMSEs in ion-NMA binding energies, it does 

come with a little compromise on accuracies of NMA-NMA and NMA-water dimerization 

energies. Additionally, we note that Sets 3, 4 and 5 perform better that sets 1 and 2 in 

yielding ion-NMA binding energies. The scenario with acetate recalibration is a bit different. 

We note that all five sets are comparable to each other in terms of errors with respect to 

target data. We see that acetate recalibration improves both acetate-water and acetate-ion 

binding energies (Table 4), but here there is a little compromise of ~ 0.05 Å in ion-acetate 

distances (Table 3).

To examine how these re-calibrations affect the balance of interactions of ions with water, 

we consider the following substitution reaction

AWn + nX AXn + nW, (3)

and determine the associated substitution energy as

ΔEsub = EAXn − nEX − EAWn + nEW . (4)

Here ‘A’ refers to either a Na+ or K+ ion, ‘W’ refers to water and ‘X’ refers to 

NMA or acetate. Figure 2 shows the results obtained for all models. The original model 

underestimates the preference for NMA for clusters containing 1–3 molecules, and while it 

correctly predicts ΔEsub for K+ binding to 4 NMA, it overestimates the favorability of Na+ 

for the cluster consisting for 4 NMA molecules. For acetate, we see that the original model 

again underestimates the preference of sodium for acetate and the error is largely corrected 

in the new sets with a slight overestimation of the preferences for n = 1 that further reduces 

going to n = 2. For K+ we see no major changes compared to the original model which 
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correctly predicts the QM reference data. In general, recalibration improves ΔEsub for all 

models, but the best improvements for NMA are seen for sets 3, 4 and 5, and for acetates, 

best improvements are seen for sets 2 and 5.

Overall, we see that improving NMA and acetate polarizability models does improve their 

gas phase interactions with ions, and without compromise on their gas phase interactions 

with uncharged polar small molecules. Next we examine the performance of these 

recalibrated models in predicting experimental condensed phase properties. Specifically, 

we simulate liquid NMA and determine its density (ρ), heat of vaporization (ΔHv), self-

diffusion constant (Dself) and the dielectric constant (ϵ). For acetate and also for NMA, we 

determine hydration free energies (ΔG(aq.)).

To determine liquid NMA properties, we first carry out MD simulations of cubic boxes 

containing 512 NMA molecules for 1 ns under NPT simulations, with P=1 atm and T=308 

K. We note that for all five NMA models, densities equilibrate within the first 500 ps. We, 

therefore, estimate average densities from the final 500 ns. From these MD simulations, 

we select snapshots closest to the average density and initiate 30 ns long MD simulations 

under NVT conditions. We use the final 29 ns of this trajectory to determine the remaining 

properties.

Heats of vaporization (ΔHv) are computed as

ΔHv = Ugas(T ) − Uliquid)T + RT (5)

where Ugas(T) and Uliquid(T) are the total potential energies of the molecules in the gas 

and liquid phases, and R is the gas constant. Uliquid(T) are computed from each snapshot 

of the NVT runs and then normalized by the number of molecules (N = 512). Ugas(T) 

are computed from separate MD simulations of a single NMA molecule under isothermal 

conditions with a number density set at 0.024 nm−3.

Self-diffusion constants are computed using the Einstein equation, and corrected for 

system-size effects using a correction term75 obtained from the thermodynamic theory of 

diffusion,76,77

Dself = lim
Δt ∞

r2(Δt) /6Δt + kbTα/6πηL (6)

The second term in the equation above is the correction term, where L is the unit length of 

the box, η = 0.0344 is the viscosity of the solvent taken from its experimental value at 308 

K78 and α = 2.837 is a constant of the model. In the first term, the mean square displacement 

(r2(Δt)) is calculated for the center of mass of each molecule and then averaged over all 

molecules. Limiting value of ratio in the first term ⟨r2(Δt)⟩/Δt is calculated from slope of the 

line from Δt = 2 ns to Δt = 27 ns. The errors provided are the difference of the diffusion 

coefficients obtained from doing a fit up from Δt = 2 to Δt = 14.5 ns and from Δt = 14.5 ns to 

Δt = 27 ns.

Finally, dielectric constants are determined from dipole moment fluctuations79
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ϵ = ϵ∞ + 1
3V ϵ0kBT ( M2 − M 2) . (7)

Here, M = ∑ μ i is the vectorial sum of dipole moments μ i of all NMA molecules in the 

box. corresponds to the individual dipole moment of the molecules in the box, and ϵ∞) is 

determined from the Clausius-Mossotti approximation80

ϵ∞ − 1
ϵ∞ + 2 = 4πα

3 ν . (8)

In the relationship above, V is the box volume, kb is Boltzmann-constant, ϵ0 is the vacuum 

permittivity, ⟨ν⟩ is the average molecular volume, and α is the molecular polarizability. 

To monitor convergence of dielectric constant, we calculate it in increments of 200 ps (see 

Figure S2 in Supporting Information). Based on this criteria, we report values determined 

from the asymptote calculated from the final 10 ns of the simulations. Additionally, we 

understand that in the thermodynamic limit, ⟨M⟩ = 0 for isotropic systems, and we do find 

that the contribution of the second term in equation 7 is very small and does not affect the 

results qualitatively.

Table 5 lists the predictions of liquid NMA from the five recalibrated parameter sets, and 

also compares them to experimental values and those obtained from the original model. 

The first thing we note is that none of the sets, including the original set, reproduce all the 

experimental liquid NMA properties. Among these, Set5 performs the best, and its overall 

predictions are comparable to that of the original model.

Set5, however, like all other sets and the original model, does not perform satisfactorily in 

reproducing the NMA’s dielectric constant. Note that the experimental value we list in Table 

5 is taken from a polynomial fit of values measured in the range 303 – 393 K, as also used 

by others.81,82 To examine the dependence of dielectric constant predictions on our protocol, 

we carry out the following additional tests. First, we use an identical protocol to compute 

the dielectric constants of liquid methanol and ethanol, whose parameters we recalibrated 

previously.51 At T = 298 K, we get values of 37±1 and 25±1 for methanol and ethanol, 

which closely match their respective values of 33 and 24 obtained from experiment.83,84 

Next, we examine the effect of the chosen box volume. Using Set5, we carry out two 

additional 30 ns long NVT simulations. Instead of starting from the coordinates with box 

size that matches the average volume in NPT, we start runs from coordinates in the smallest 

and the largest boxes observed in the NPT run and carry out 30 ns long MD simulations. 

Additionally, we extend our NPT run from 1 ns to 30 ns, and estimate dielectric constant 

from NPT ensemble by substituting V with average volume ⟨V⟩ in Equation 8. We find 

that ϵ estimated from the NPT ensemble lies within the values determined from the NVT 

ensembles initiated using minimum and maximum box volumes (Figure S3 in supporting 

information).

Next, we estimate hydration free energies (ΔG(aq.)) of NMA and acetate for the different 

parameter sets. We estimate them under NVT conditions and using Bennett’s acceptance 

ratio (BAR).88 The conformational ensembles needed for BAR are obtained from MD 
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of cubic boxes containing 1500 water molecules, and using a protocol we described 

previously,52 but with the following two exceptions. Firstly, vdW interactions are decoupled 

using a different set of λ = {1.0, 0.9, 0.8, 0.75, 0.7, 0.65, 0.6, 0.5, 0.4, 0.2, 0.0}.89 Secondly, 

each window is run for 500 ps and the last 400 ps are used to determine the hydration 

free energy. Note that we also subtract out the contribution of discharging the solute in 

vacuum, for which we use the same protocol. Following BAR calculations, the correction 

term −RTlnCl/Cg is added to adjust for solute concentration differences between gas (Cg = 

0.041 M) and condensed (Cl) phases.90 For acetate, we use Cl = 1 M,91 and for NMA, we 

use Cl = 0.01 M.92

The results of these calculations are listed in Table 6 and compared to experimental 

estimates. Note that the experimental values for acetate91 are determined using the TATB 

scheme, which is not expected to include air–water interface potential effects, and so 

can be compared directly to results of our BAR calculations with concentration term 

corrections.52,93,94 For acetate, we find that all five sets perform similarly, and we note 

marked improvement of recalibration on predicted hydration free energy. In the case of 

NMA, we see that all the recalibrated models except for Set3 perform similar to the original 

model, with hydration free energies underestimated by 1.4 – 1.9 kcal/mol.

Taken together, we note that improving polarizability descriptors in NMA and acetate 

improve their gas phase interactions with ions. Additionally, they perform just as well as the 

original parameters in predicting their interactions with uncharged polar small molecules in 

both gas and condensed phases. For NMA, we find that Set5 outperforms all other parameter 

sets, and so we select its parameters to describe chemical groups in proteins. In the case of 

acetate, we do not find any standout criteria to select between its five sets. But we do note 

that for acetate Set3 and Set5 slightly outperform the others in predicting ΔEsub in Figure 2, 

and Set5 does slightly better than Set3 in predicting ΔG(aq.). We, therefore, select Set5 to 

describe carboxylate groups in proteins.

Modifications to AMOEBA protein FF

We use the recalibrated parameter sets of NMA and acetate, as well as the recalibrated 

parameters of methanol and ethanol from previous work,51 to describe their corresponding 

chemical groups in proteins. We use two schemes. In the first scheme, we retain the original 

mapping between small molecules and protein chemical groups. In this scheme, we use 

NMA to describe peptide backbones, peptide termini (ACE/NME) and side chains of Asn 

and Gln. Acetate provides parameters for side chain carboxylates in Glu and Asp, and 

methanol is used to describe hydroxyls in Tyr, Ser and Thr side chains. In the second 

scheme, we make three modifications to the original scheme. Firstly, while we continue 

to use methanol to describe Tyr’s hydroxyl group, we use ethanol to describe side chains 

of Ser and Thr. Secondly, in addition to describing backbone N,H,C and O atoms with 

those of NMA, we also use NMA’s methyl carbon to describe Cα of backbone, methyl 

carbons of NME and ACE caps, Cβ of Asn and and Cγ of Gln. We reason that since 

polarization of NMA was calibrated as a whole, this approach more readily captures the 

chemical environment of NMA. Finally, in line with the same idea, we use ethanol’s CH2 

to describe Ser/Thr Cβ and ethanol’s CH3 to describe Thr’s methyl group. As we will see 
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later, these modifications discernibly improve ion-protein interactions. In both the original 

and modified schemes, we are assuming that the polarization and vdW parameters of small 

molecules appropriately describe their corresponding chemical groups in proteins, although 

we do note that the atomic multipoles in small molecules are a bit different from those in 

protein chemical groups.

Since we are updating Glu and Asp parameters, we also need to examine how this affects 

their salt bridge interactions with Arg and Lys. We note that the original FF consists 

of explicit LJ-based NB-fix type cross terms for carboxylate-amine and carboxylate-

guanidinium interactions. We generate new cross-terms for the updated carboxylate 

parameters, which are listed in Table S3 of the Supporting Information. Figure S4 of the 

Supporting Information shows that the new carboxylate parameters along with the new cross 

terms perform well against our reference QM method.

Protein-ion interactions

To examine the performance of the updated protein FF in predicting ion-protein interactions, 

we use it to determine Na+ and K+ ion interaction energies in clusters extracted from the 

PDB. Clusters are extract from PDB in an unbiased manner, as follows. We consider X-ray 

structures with resolutions better than 2.5 Å. From these X-ray structures, and for each Na+ 

or K+ ion in them, we extract amino acids and waters that are within 6 Å from the ion. Even 

if a single atom of an amino acid is within this cutoff, the entire amino acid is included as 

part of the cluster. At this stage the clusters contain an ion, peptide fragments and waters. 

Peptide fragments in each cluster are then analyzed and if their ends are separated by less 

than two amino acids, the connecting amino acids are also included in the cluster, even 

if the connecting amino acids are outside the 6 Å cutoff. The peptide fragment ends are 

then capped with ACE and NME, and all missing hydrogens, including those on waters 

are added. We then select the thirty smallest (non-redundant) Na+ and thirty smallest K+ 

clusters. The largest Na+ and K+ clusters that we consider consist of 136 and 145 atoms, 

respectively. These clusters differ from each other in terms of the numbers of hydroxyls, 

carboxylates and carbonyls as well as numbers of waters in the ion’s first coordination shell. 

Details of each cluster are included in Table S4 of the supporting information.

The selected clusters are then energy minimized using the original AMOEBA FF using 

an RMS potential gradient cutoff of 0.01 kcal mol−1 Å−1. Note that during optimization, 

we applied position restraints on all the atoms that were present in X-ray structures. 

Consequently, optimization resulted in changes in positions of only those atoms (mainly 

hydrogens) that were absent from X-ray structures. Our choice for optimizing hydrogen 

positions using only one FF was to get consistency in structure when comparing different 

force fields. Additionally, examination of clusters indicates that the ion-coordinator 

distances span across a range of 1.2 Å (0.3 Å smaller than the QM minima and 0.9 Å 

larger than the QM minima), which gives us a good distribution of geometries around energy 

minima.

Using each of these clusters, we determine interaction energies (ΔE) between ions and 

everything else in the clusters. Figure 3 compares the interaction energies obtained from 

the original and recalibrated protein FFs against those obtained from our benchmarked 
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QM method. We note first that predictions from the original FF correlate excellently with 

reference QM, even for cases in which interaction energies are large (ΔE < −200 kcal/mol). 

However, the original FF systematically underestimates the strengths of the ion-protein 

interactions. The MAE is somewhat high − 8.7 and 9.6 kcal/mol, respectively, for Na+ 

and K+ ions – but comparable to the performance of another polarizable FF.24 In some 

cases, errors exceed 15 kcal/mol, which is also expected based on performance of another 

polarizable FF.24 We note, however, that some of the error in the AMOEBA FF may be 

artifactual due to the inherent bias in the reference QM method that we are using. We 

have reported previously that the employed PBE0+vdW DFT tends to overbind monovalent 

cations by 1–2 kcal/mol compared to CCSD(T)/CBS.50–54

Recalibration of parameters does reduce the MAE in ion-protein interaction energy from 

8.7 → 5.3 and 9.6 → 6.3 kcal/mol, respectively, for Na+ and K+ ions, and the maximum 

errors are also reduced (Figure 3). These errors are larger than those that we got for model 

clusters used during calibration of small molecule parameters (Table 4). To examine the 

source of this residual error, we first examine the chemistries of PDB clusters (Table S4 of 

the supporting information). However, we find no clear correlations. Another possibility 

could be that residual errors are associated with the approximations that are typically 

made to transfer small molecules parameters to protein chemical groups. In fact, we do 

note that we get some improvement in predictions when we modify the scheme to map 

small molecule parameters to proteins. Specifically, representing Ser/Thr side chains using 

ethanol parameters instead of methanol parameters, and transferring NMA’s methyl carbon 

parameters to protein backbone and Gln/Asn side chains does improve predictions by about 

a kcal/mol (see Figure S5 of Supporting Information). Additionally, it is possible that some 

of the residual error may be due to the differences between small molecule and protein 

chemical group multipoles. Finally, it is also possible that the residual errors could be due 

to the absence of some essential physics missing from the classical Hamiltonian. This is 

supported by the observation that the predicted ion-protein interaction energies are still 

systematically underestimated. For example, our previous work37 reported on presence of 

non-negligible charge penetration effects in ion-ligand interactions, and based on recent 

studies, their explicit descriptions in AMOEBA’s classical Hamiltonian does improve 

predictions in model ion-ligand clusters.95,96

We now examine if these issues can be circumvented and if the residual errors can be 

reduced by relaxing the need to adhere to the use of LJ mixing rules (Equation 2). In 

a recent study, we showed that errors in ion-ligand interactions, even in non-polarizable 

FFs, can be reduced substantially by applying many-body NF-fix corrections (MB-NB-

fix).40 The basic idea underlying MB-NB-fix is essentially the same as traditional NF-fix 

approach,17,20–25,27 but here we also strive to capture (i) inter-parameter dependencies 

by optimizing all parameters simultaneously and (ii) many-body effects by including many-

body clusters during parameter optimization.40 We use interaction energies from the PDB 

clusters above as target data and determine Rij
0  and ϵij parameters for interactions between 

each ion type and protein carbonyls, hydroxyls, and carboxylates. To sample the extensive 

multi-dimensional phase space, we carry out 200 cycles of optimization, and start each cycle 

from a random assignment of initial parameter values. Figure 4 provides an example of 
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the explored parameter space for K+ and the carbonyl oxygen over 200 cycles. Each cycle 

generates a vdW parameter set, and we select the one that yields the smallest error.

The final set of parameters we chose are listed in Table S5 of the Supporting Information. 

We note that the optimized Rij
0  are close to the ones that would be derived from LJ mixing 

rules, and the changes are mainly in ϵij (Figure S6 of supporting information). In almost 

all cases, ϵij are larger. This perhaps produces deeper energy wells. However, note that 

these are mere observations and should not be taken as guidelines for future optimizations, 

as the relationship between ϵij and Rij
0  are complex, as also evident from Figure 4. This 

optimization of LJ interaction parameters reduces MAE in ion-protein interaction energies 

down to 2.7 and 2.6 kcal/mol for Na+ and K+ ions, respectively (Figure 3). The error is no 

longer systematic and the spread in error is also substantially reduced.

Protein structure and dynamics

While the FF modifications introduced above do improve ion-protein interactions, we note 

that we modified not only side chains, but also the protein backbone. Consequently, it is 

essential to examine how these modifications affect predictions of protein structure and 

dynamics.

We first examine how FF modifications affect the dihedral potential energy surface of 

alanine dipeptide (ACE-Ala-NME). We generate alanine dipeptide conformations regularly 

spaced about its backbone dihedrals (ψ, ϕ), and energy minimize them with constraints on ψ 
and ϕ. Geometry optimizations are carried out using a RMS potential gradient cutoff of 0.01 

kcal mol−1 Å−1. We compare the resulting minimum energy potential energy maps obtained 

from original and recalibrated FF against that we obtained previously using CCSD(T)/cc-

pVTZ (frozen core).97 This comparison in shown in Figure 5. The original model shows 

great agreement with the reference QM with a MAE of 1.04 kcal/mol. Recalibration has a 

minor effect on the overall topology of the potential energy surface, and slightly increases 

the MAE to 1.12 kcal/mol. Predictions of the three most stable minima (C7eq, C5 and C7ax) 

are also maintained, and the recalibrated model also predicts a higher energy barrier between 

the [C7eq, αL] and [C7ax, αR] regions. This suggests that a recalibration of backbone 

dihedral parameters is perhaps not necessary.

To better gauge whether backbone dihedral parameters as well as those involving Cβ atoms 

need to be recalibrated, we compute J-coupling for (Ala)5 peptide and compare results 

against experiment. To mimic experimental conditions,98 we protonate both the N- and 

C-termini of (Ala)5. The peptide is placed in a cubic box whose size we determined by 

imposing a minimum distance of 8 Å between the peptide and the cell wall. The simulation 

box contains 630 waters and 1 chloride ion. To enhance conformational sampling, we use 

temperate replica exchange MD (t-REMD)99 implemented using an in-house shell script. 

We use 32 replicas with temperatures distributed exponentially between 284 and 600 K. 

Each replica is run under NVT conditions, and the volume for each replica is determined 

from an equilibration run of 1 ns under NPT conditions, with T=298 K and P=1 atm. 

Replica exchange attempts are made every 103 steps. The resulting acceptance ratios of 

neighbor temperature exchanges were found between the recommended99 values of 0.1 and 
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0.3. The specific values for each temperature pair can be found in Table S6 of the Supporting 

Information.

Each of the 32 replicas are simulated for 5 × 107 steps. We use the final 4/5th of the 

trajectory at T=298 K and the Karplus relationship100 to compute J-coupling constants. 

Error estimates are determined by dividing the analyzed trajectory into two halves. We also 

note that the dihedral distributions in the two halves are similar (see Figure S7 of Supporting 

Information). The J-coupling constants computed for the recalibrated FF are listed in Table 

7 and compared to experimental estimates98 and also to those obtained from the original 

FF.49 We find that both the original and the recalibrated FFs perform excellently against 

experiment with RMSEs of 0.33 and 0.68, respectively.

Finally, we evaluate the effect of recalibration on predicting protein structure and dynamics. 

We select ubiquitin as our model protein as it has a mixture of secondary structure motifs 

(β-sheets and α-helices) of varying lengths101 and second order parameters (S2) for each 

residue are also available from NMR relaxation experiments.102 We solvate X-ray structure 

(1UBQ)101 in a cubic box containing 7014 waters and 150 mM of NaCl. We perform a 200 

ns long MD simulation under NPT conditions with T=298 K and P=1 atm.

Figure 6 shows the root-mean-square displacement (RMSD) of backbone atoms relative 

to X-ray structure. Just as the original FF, the recalibrated FF also maintains the 

overall backbone structure with an average RMSD of 1.07 Å. Figure 7 compares the 

backbone 15N-1H second order parameters for each residue against those obtained from 

NMR experiments.102 The recalibrated FF reproduces correctly protein dynamics in both 

low flexibility regions (β-sheets and α-helices) and high flexibility regions (loops and 

termini). We compute order parameters using an in-house implementation of the isotropic 

reorientational eigenmode dynamics (iRED) formalism.103 iRED does not rely on fitting 

structural snapshots in trajectory and instead extracts internal motions and global tumbling 

from a covariance matrix of the desired interactions. We construct the covariance matrix 

using the second-order Legendre polynomial of the angle between pairs of amide bond 

vectors and average over all frames of the trajectory. The reorientational modes and 

corresponding eigenvalues are then obtained by diagonalizing the covariance matrix. The 

modes are then sorted and the corresponding order parameters (S2) for each residue 

are computed from the contribution of each mode excluding the largest five modes that 

correspond to global tumbling.

Overall, we find that AMOEBA’s recalibration retains its intrinsic reliability in predicting 

protein structure and dynamics in the condensed phase.

Conclusion

We have presented an improved protein model for interactions with Na+ and K+. Our model 

builds upon the already very accurate AMOEBA model and improves the predictability 

of carbonyl, carboxylate and hydroxyl interactions with ions. We also show that the 

recalibrated model does not affect AMOEBA’s intrinsic reliability in predicting protein 

structure and dynamics. We have shown that errors in transferability and protein-ion 
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interactions can be reduced substantially by first improving the polarization model of 

the small molecules and then recalibrating the vdW parameters using both high- and 

low-field target data. We also show that by incorporating a more inclusive description of 

the small molecules when the parameters are transferred to proteins, the error in protein-ion 

interactions is also reduced. Nevertheless, the error after transferring such parameters is 

still larger compared to the one obtained during optimization of the small molecules. 

We introduce a many-body NB-fix correction that reduces the error to nearly chemical 

standards. The full set of parameters can be downloaded from http://labs.cas.usf.edu/cbb/

research.htm. Our method presented here is general and can be applied outside the 

AMOEBA model to improve protein-ion interactions in other force fields.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1: 
Effect of recalibrating NMA’s and acetate’s atomic polarizabilities on their predicted 

induced dipole moment components μind parallel to the distance vector. Induced dipoles 

are computed for different distances from a unit positive point charge (+1) placed at different 

distances ( | r | ), and compared against values determined from MP2/aug-cc-pVTZ theory.
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Figure 2: 
Performance of recalibrated NMA and acetate models (Sets1–5) in estimating Water→NMA 

and Water→acetate substitution energies in Na+ and K+ clusters against benchmarked QM.
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Figure 3: 
Performance of recalibrated AMOEBA model in predicting ion-protein interaction energies 

(ΔE in kcal/mol) in thirty clusters of Na+ and K+ ions extracted from the PDB in an unbiased 

manner. QM refers to our benchmarked vdW-inclusive DFT, ‘Orig.’ refers to the original 

AMOEBA FF, ‘Recal’ refers to our recalibrated FF and ‘Recal+MBNB-fix’ refers to our 

recalibrated FF with ion-protein many body NB-fix corrections. The inset shows the spread 

in the error, as well as mean (dashed lines) and medians (solid lines).
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Figure 4: 
Parameter space explored by 200 iterations of the Nelder-Mead algorithm for LJ interaction 

between K+ and carbonyl oxygen. Cross terms determined using mixing rules are shown 

as dots for both the Original (red) and the recalibrated models (blue). The parameter set 

selected from cross term optimization is marked with a green dot.
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Figure 5: 
Performance of recalibrated AMOEBA model in predicting alanine dipeptide’s potential 

energy as a function of backbone dihedral angles (ψ,ϕ) in 15° increments. Predictions are 

compared against results from CCSD(T) calculations taken from our earlier work.97 The 

black regions in the CCSD(T) plot indicate dihedral combinations for which CCSD(T) data 

could not be converged. Predictions from the original AMOEBA model are also included for 

comparison.
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Figure 6: 
Performance of recalibrated AMOEBA model in predicting protein structure. (a) Time 

evolution of ubiquitin’s backbone RMSDs in a 200 ns long MD simulation. (b) Comparison 

of 200 ns snapshots of against X-ray structure.
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Figure 7: 
Performance of the recalibrated AMOEBA model in predicting ubiquitin’s backbone 15N-1H 

NMR second-order parameters (S2).102 Predictions from the original AMOEBA model are 

also included for comparison. The linear cartoon at the top indicates ubiquitin’s secondary 

structure, where arrows and spirals represent β-sheets and and α-helices, respectively. 

RMSE errors for both models are shown in parentheses.
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Table 1:

Atomic polarizabilities (α) and width coefficients (a) corresponding to the five different parameter sets of 

NMA and acetate explored in this study.

NMA Acetate

α CO α O α N αCH3 a α COO α OOC
αCH3 a

Orig. 1.33 0.84 1.07 1.33 0.39 1.33 1.20 1.33 0.39

Set1 1.23 1.87 1.46 0.83 0.39 1.59 1.95 1.46 0.61

Set2 1.00 1.50 1.49 1.24 0.39 1.97 1.82 1.72 0.61

Set3 1.34 1.69 1.34 0.75 0.50 2.34 1.84 1.52 0.61

Set4 1.13 1.50 1.05 1.20 0.50 1.84 1.97 1.33 0.61

Set5 1.26 1.30 0.35 1.25 0.61 2.41 2.00 0.84 0.61
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Table 2:

Molecular polarizability tensors of NMA and acetate (components in Å3) determined from experiment,74 MP2 

theory, AMOEBA model (Orig.) and five different sets of recalibrated AMOEBA models (Set1–5). RMSE 

(root-mean-square error) is computed with respect to MP2 theory.

NMA Expt. MP2 Orig. Set1 Set2 Set3 Set4 Set 5

αxx 9.25 8.84 9.18 9.33 9.24 9.29 9.25

αyy 8.11 7.14 8.01 7.85 8.10 7.99 8.11

αzz 6.08 5.85 6.22 6.19 6.09 6.08 6.08

αave 7.85 7.81 7.28 7.80 7.79 7.81 7.79 7.81

RMSE 0.62 0.11 0.17 0.01 0.07 0.00

Acetate

αxx 7.82 5.71 7.80 7.82 7.82 7.80 7.79

αyy 7.59 5.44 7.59 7.60 7.59 7.59 7.56

αzz 5.17 4.26 5.22 5.16 5.17 5.21 5.23

αave 6.86 5.13 6.87 6.86 6.86 6.87 6.87

RMSE 1.81 0.02 0.01 0.00 0.02 0.03
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Table 3:

RMSE (in Å) in ion-ligand and ligand-ligand distances in recalibrated models. RMSE is estimated with 

respect to our benchmarked vdW-inclusive DFT.

Orig. Set1 Set2 Set3 Set4 Set5

NMA-NMA 0.08 0.25 0.24 0.46 0.09 0.16

NMA-water 0.08 0.21 0.26 0.18 0.15 0.15

acetate-water 0.14 0.14 0.14 0.13 0.14 0.13

ion-NMA 0.29 0.28 0.25 0.23 0.26 0.25

ion-acetate 0.05 0.13 0.12 0.12 0.12 0.13
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Table 4:

Performance of recalibrated NMA and acetate models in yielding target binding energies. Target binding 

energies are taken from a benchmarked vdW-inclusive DFT method. Target energies are divided into 

two categories. Low field target energies include NMA-NMA, NMA-water and acetate-water dimerization 

energies as well as binding energies of one acetate with two waters. High field target energies include binding 

energies of ions with 1–4 NMA and 1–2 acetate molecules. RMSE are estimated with respect to target 

energies. All energies are in kcal/mol.

Target Orig. Set1 Set2 Set3 Set4 Set5

Low field

NMA-NMA dimer −9.2 −8.6 −7.3 −8.1 −8.1 −8.8 −7.4

Water-NMA dimerl −5.4 −5.2 −4.5 −4.4 −5.9 −5.9 −4.9

Water-NMA dimer2 −8.3 −8.2 −7.3 −7.4 −6.8 −6.9 −7.3

RMSE 0.4 1.3 1.0 1.1 0.9 1.2

Acetate-water −19.7 −17.6 −19.0 −19.0 −19.0 −19.1 −19.0

Acetate-(water)2 −36.5 −33.9 −36.5 −36.5 −36.5 36.5 −36.5

RMSE 2.4 0.5 0.5 0.5 0.4 0.5

High field

Na+(NMA)1 −41.8 −37.3 −42.7 −42.6 −42.9 −42.4 −41.5

Na+(NMA)2 −75.3 −68.3 −75.6 −75.2 −75.4 −74.8 −73.9

Na+(NMA)3 −99.2 −93.1 −100.5 −99.9 −98.8 −99.1 −98.8

Na+(NMA)4 −117.2 −113.2 −120.3 −118.5 −117.3 −117.3 −118.0

RMSE 5.5 1.8 0.8 0.6 0.4 0.8

K+(NMA)1 −32.6 −28.3 −30.4 −31.5 −32.6 −32.4 −32.2

k+(nma)2 −58.0 −52.3 −54.8 −56.0 −57.5 −57.3 −57.6

k+(nma)3 −78.4 −71.9 −74.7 −76.1 −76.8 −77.3 −78.0

k+(nma)4 −93.8 −90.8 −93.4 −94.9 −95.2 −95.5 −96.9

RMSE 5.0 2.7 1.7 1.1 1.1 1.6

Na+(acetate) 1 −148.3 −144.7 −149.3 −149.0 −149.3 −149.8 −149.5

Na+(acetate)2 −198.7 −193.3 −198.9 −198.9 −199.0 −199.5 −199.2

RMSE 4.6 0.7 0.5 0.8 1.1 0.9

K+(acetate)1 −130.7 −130.3 −130.2 −130.1 −130.5 −130.4 −129.8

K+(acetate)2 −174.8 −173.7 −175.3 −175.3 −175.5 −175.5 −175.0

RMSE 0.8 0.5 0.5 0.5 0.5 0.7
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Table 5:

Performance of recalibrated models in predicting condensed phase properties of liquid NMA at 308 K. 

Statistical errors are estimated from block averaging.

ρ (g/cc) Dself × 105 cm2/s ΔHv (kcal/mol) ϵ

Expt.
0.946

a
0.411

b
12.6 – 13.8

c
172

d

Orig. 0.948 ± 0.007 0.293 ± 0.013 14.7 ± 2.3 107 ± 2

Set1 0.969 ± 0.007 0.744 ± 0.021 13.1 ± 2.3 87 ± 1

Set2 0.970 ± 0.005 0.341 ± 0.016 15.6 ± 2.4 83 ± 1

Set3 0.835 ± 0.010 0.184 ± 0.006 14.0 ± 2.3 118 ± 3

Set4 0.970 ± 0.005 0.081 ± 0.005 16.8 ± 2.3 97 ± 3

Set5 0.916 ± 0.006 0.490 ± 0.010 13.0 ± 2.2 123 ± 1

a
taken from Ref. 85

b
from Ref. 78

c
from Ref. 86 and

d
from Ref. 87.
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Table 6:

Effect of recalibrating small molecule models on predicted hydration free energies. Error estimates are 

obtained using Monte Carlo bootstrapping.

ΔG(aq.) (kcal/mol)

NMA. Acetate

Expt.
−10.0

a
−94.0

b

Orig. −8.6 ± 0.1 −83.9 ± 0.3

Set1 −7.8 ± 0.1 −94.7 ± 0.3

Set2 −8.6 ± 0.1 −94.6 ± 0.3

Set3 −7.4 ± 0.1 −94.7 ± 0.3

Set4 −8.8 ± 0.1 −94.6 ± 0.3

Set5 −8.1 ± 0.1 −94.3 ± 0.3

a
taken from reference 92 and

b
is taken from reference 91.
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Table 7:

Performance of recalibrated (Recal) AMOEBA model in predicting (Ala)5’s Jcoupling constants measured 

in NMR experiments.98 Conformational sampling is carried out using t-REMD simulations. Values for the 

original model (Orig) are taken from Ref. 49

Residue J-coupling type J Expt J Orig J Recal

Ala-2 1J (N,Cα) 11.36 11.066 11.041 ± 0.021

Ala-3 1J (N,Cα) 11.26 10.923 10.873 ± 0.037

Ala-4 1J (N,Cα) 11.25 10.922 10.948 ± 0.003

Ala-2 2J (N,Cα) 9.20 8.448 8.122 ± 0.008

Ala-3 2J (N,Cα) 8.55 8.170 8.223 ± 0.027

Ala-4 2J (N,Cα) 8.40 8.232 8.015 ± 0.096

Ala-5 2J (N,Cα) 8.27 8.250 8.159 ± 0.006

Ala-2 3J (C,C) 0.19 0.866 1.115 ± 0.006

Ala-2 3J (Hα,C) 1.85 1.729 1.974 ± 0.021

Ala-3 3J (Hα,C) 1.86 1.705 1.980 ± 0.008

Ala-4 3J (Hα,C) 1.89 1.713 2.014 ± 0.024

Ala-5 3J (Hα,C) 2.19 1.929 1.809 ± 0.058

Ala-2 3J (HN,C) 1.13 1.087 1.948 ± 0.015

Ala-4 3J (HN,C) 1.15 1.315 1.962 ± 0.037

Ala-5 3J (HN,C) 1.16 1.216 1.647 ± 0.011

Ala-2 3J (HN,Cβ) 2.30 1.819 1.474 ± 0.003

Ala-3 3J (HN,Cβ) 2.24 1.833 1.513 ± 0.027

Ala-4 3J (HN,Cβ) 2.14 1.743 1.425 ± 0.012

Ala-5 3J (HN,Cβ) 1.96 1.584 1.785 ± 0.033

Ala-2 3J (HN,Hα) 5.59 6.269 7.181 ± 0.001

Ala-3 3J (HN,Hα) 5.74 5.988 7.229 ± 0.046

Ala-4 3J (HN,Hα) 5.98 6.079 7.309 ± 0.002

Ala-5 3J (HN,Hα) 6.54 6.607 6.460 ± 0.071

Ala-2 3J (HN,Cα) 0.67 0.421 0.660 ± 0.001

Ala-3 3J (HN,Cα) 0.68 0.614 0.663 ± 0.008

Ala-4 3J (HN,Cα) 0.69 0.648 0.648 ± 0.019

Ala-5 3J (HN,Cα) 0.73 0.663 0.617 ± 0.002

RMSE 0.33 0.68
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