
Temporal multi-step predictive modeling of remission in major 
depressive disorder using early stage treatment data; STAR*D 
based machine learning approach

Haitham Salem, MD, PhD1, Tung Huynh, MSc2, Natasha Topolski, MD, PhD2, Benson 
Mwangi, PhD2, Madhukar H. Trivedi, MD3, Jair C. Soares, MD, PhD2, A. John Rush, MD4,5, 
Sudhakar Selvaraj, MD, PhD2

1Department of Psychiatry and Human Behavior (DPHB), Warren Alpert School of Medicine, 
Brown University, Providence, RI

2Louis Faillace Department of Psychiatry and Behavioral Science, McGovern Medical School, 
University of Texas Health Science Center, Houston, TX

3Department of Psychiatry, University of Texas Southwestern Medical Center, Dallas, TX, USA

4Department of Psychiatry and Behavioral Sciences, Duke University School of Medicine, 
Durham, NC, USA

5Professor Emeritus, Duke-National University of Singapore, Singapore

Abstract

Background: Artificial intelligence is currently being used to facilitate early disease detection, 

better understand disease progression, optimize medication/treatment dosages, and uncover 

promising novel treatments and potential outcomes.

Methods: Utilizing the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) 

dataset, we built a machine learning model to predict depression remission rates using same 

clinical data as features for each of the first three antidepressant treatment steps in STAR*D. We 

only used early treatment data (baseline and first follow up) in each STAR*D step to temporally 

analyze predictive features of remission at the end of the step.
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Results: Our model showed significant prediction performance across the three treatment steps, 

At step 1, Model accuracy was 66%; sensitivity-65%, specificity-67%, positive predictive value 

(PPV)-65.5%, and negative predictive value (NPV)-66.6%. At step 2, model accuracy was 

71.3%, sensitivity-74.3%, specificity-69%, PPV-64.5%, and NPV-77.9%. At step 3, accuracy 

reached 84.6%; sensitivity-69%, specificity-88.8%, PPV-67%, and NPV-91.1%. Across all three 

steps, the early Quick Inventory of Depressive Symptomatology-Self-Report (QIDS-SR) scores 

were key elements in predicting the final treatment outcome. The model also identified key 

sociodemographic factors that predicted treatment remission at different steps.

Limitations: The retrospective design, lack of replication in an independent dataset, and the use 

of “a complete case analysis” model in our analysis.

Conclusions: This proof-of-concept study showed that using early treatment data, multi-step 

temporal prediction of depressive symptom remission results in clinically useful accuracy rates. 

Whether these predictive models are generalizable deserves further study.
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3. INTRODUCTION

Major depressive disorder (MDD) is a debilitating mood dysregulation disorder 

characterized by various symptoms that encompass changes in mood, motivation, activity 

levels, sleep, cognitive symptoms, and recurrent thoughts of death (American Psychiatric 

Pub, 2013). The lifetime prevalence of MDD is 20%, with almost 70% of those affected 

seeking treatment at some point (Hasin et al., 2018). MDD is estimated to have an annual 

societal burden of up to $188 billion in the United States. To put this into perspective, during 

the same year of this estimate, the societal cost of cancer was $131 billion (WHO, 2020).

Treatment for MDD remains challenging. Less than 30% of patients with MDD will 

reach remission after their initial treatment. At least 12% of patients are characterized as 

treatment-resistant depression (TRD) (Dunlop et al., 2012; Mrazek et al., 2014). Treatment 

selection is still heavily reliant on trial and error. Many individuals are met with suboptimal 

outcomes causing them to live with a highly stigmatized illness. Patient response to available 

therapies differs widely among individuals, and the lack of response to one treatment does 

not mean the patient will not respond to another. In fact, up to half of the patients have 

significant improvement after changing their regimen (Clarke et aL. 2016; Simon and Perlis, 

2010). Nevertheless, many individuals are met with suboptimal outcomes causing them to 

live with a highly stigmatized illness.

Precision psychiatry, an emerging new interdisciplinary field of psychiatry and precision 

medicine, promises accurate medication choices, doses, and administration times to patients 

with psychiatric disorders (Lin et al., 2020). Unfortunately, there is currently little 

information available to assist clinicians in determining the optimal individualized treatment 

for an individual patient, forcing them to utilize a try and try again approach in which many 

patients drop out after a failed therapy. About half of patients would not have follow-up 

Salem et al. Page 2

J Affect Disord. Author manuscript; available in PMC 2024 March 01.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript



appointments after starting an antidepressant, and only a quarter would pursue further 

treatment options (Clarke et aL. 2016; Simon and Perlis, 2010). Other studies compared 

remission and dropout rates among patients with MDD randomly assigned to three different 

treatment regimens and found that despite remission rates not being significantly different 

among treatment regimens, dropout rates were significantly lower in randomly assigned 

When patients are assigned to their preferred treatment regimen in randomized trials, drop 

out rates are lower than when they are not (Al-Harbi, 2012; Zilcha-Mano et al., 2016; 

Dunlop et al., 2017; Lin et al., 2020).

Artificial intelligence (AI) and machine learning (ML) techniques have provided a 

promising avenue to analyze large datasets that could inform treatment selection or predict 

longer-term outcomes from earlier information in a treatment trial. In general, the ML 

approach is essentially three steps; starting by building a model from the available large 

datasets, the model is then evaluated and tuned, and finally, the model is used for predictions 

on previously “unseen” observations (Bzdok and Meyer-Lindenberg, 2018). Therefore, due 

to their ability to handle high-dimensional and large datasets, ML techniques are well suited 

to promote the redefinition of clinical tools used to diagnose and treat psychiatric disorders 

(Luo, 2017; Lin et al., 2020).

Previously, researchers used multiple ML models to identify the factors most associated 

with treatment outcomes and build predictive models for clinical remission of depression 

with significant accuracy ranging from 59.7% to 64.6% (Chekroud et al., 2016). However, 

patients who do not respond to antidepressants in real-life clinical scenarios are given an 

alternate antidepressant. In such cases, it is unclear whether the predictive features are the 

same or change over time during the sequential antidepressant treatment trials. Despite many 

attempts at incorporating ML techniques in healthcare, their role in clinical decision-making 

predictions in temporally based situations is yet to be fully studied (Trivedi et al., 2006; Luo, 

2017; Pham et al., 2017; Kaushik et al., 2020).

This retrospective data analysis aims to determine whether ML techniques can be used to 

build an efficient predictive model of depressive symptom remission after antidepressant 

therapy, as well as temporally analyze the remission features along with the first three 

STAR*D treatment steps, including patients that have failed initial therapy (step 1) and 

elected to undergo second-line and third-line therapies. We focused on predicting remission 

using only data from baseline and the first post-baseline visit (usually 2-3 weeks following 

baseline) in each of the first three treatment steps in STAR*D.

4. PATIENTS AND METHODS

Dataset

We utilized the Sequenced Treatment Alternatives to Relieve Depression (STAR*D) clinical 

trial (NCT00021528) dataset. The STAR*D trial (Rush et al., 2004) enrolled outpatients 

aged 18-75 suffering from major depressive disorder (MDD) whose 17-item Hamilton 

Depression Rating Scale (HDRS) score was at least 14 who were receiving treatment 

at one of 41 psychiatry clinics in the United States between July 2001 and September 

2006. Step 1 of the study included 4,039 patients who received selective serotonin 
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reuptake inhibitor (SSRI) citalopram. Step 2 included 1,438 participants who chose to 

continue when they did not reach remission, respond, or were intolerant of citalopram. 

Step 2 consisted of three combination options (either an antidepressant or cognitive 

behavioral therapy (CBT) added to citalopram), and four-switch options (to either a different 

antidepressant or CBT). The patients received antidepressants; sertraline (a “within class” 

SSRI switch), venlafaxine-XR (a serotonin-norepinephrine reuptake inhibitor), bupropion-

SR (a norepinephrine and dopamine reuptake inhibitor), or augmentation of citalopram 

with bupropion-SR or buspirone or cognitive therapy. Subsequently, Step 3 included 377 

participants who continued with the study after failing Step 2. At Step 3, lithium or 

triiodothyronine was added to their antidepressant, or patients were switched to another 

antidepressant (mirtazapine or nortriptyline) (McGrath et al., 2006). Each treatment step 

could include up to 14-weeks of the open-label trial (Rush et al 2004 see above) All data 

were acquired with permission from www.nda.nih.gov.

Study design

We defined depressive symptom remission as previously described (Rush et al 2004; 

Trivedi et al., 2006; Rush et al., 2008) using the 16-item Quick Inventory of Depressive 

Symptomatology-Self-Report (QIDS-SR) as reported at the end of each step (between weeks 

12-14). Remission was defined as a score of 5 or less out of a possible total score of 27 

(Rush et al., 2003). Participants’ QIDS-SR assessments were completed at their last clinic 

visit, at either 12 or 14 weeks, whichever was the latest) in each study step. We used the 

score at 12-14 weeks timepoints (T12 or T14) in each of the first three steps of the STAR*D 

trial as the output variable for our model predictive analysis and comparisons.

At the beginning of each treatment step, data (QIDS-SR, HRSD, QIDS-C (clinician-rated), 

and demographic parameters) were collected at the baseline (T0), then every 2 weeks (or 

3 weeks for some patients). For our analysis, in each step, we only used the data collected 

at the baseline (T0) as well as data collected at the first follow up visit (T2) to predict the 

outcome (remission) as determined by the QIDS-SR score by the end of the same step (T12 

or T14).

Inclusion and exclusion criteria

Across each of the 3 steps, we included only those with complete observations across the 

steps. We excluded any patients with incomplete observations as well as dropouts. We 

defined dropouts as those who completely terminated the study at any step before the step 

conclusion and did not move to the next step of treatment. However, those who did not 

continue one step for any reason (e.g: side effects, …etc.) but elected to join the next 

treatment step, are excluded from the analysis of the step that they did not finish, but are 

included in the analysis of the new step they joined, as long as they finished all the new step 

follow up requirements and their data is complete.

Predictive Models Development (Figure 1):

Features selection and data processing—We used a hybrid model for feature 

selection to remove redundant features as well as features having more than 10% missing 

values to reduce computational complexity, improve model prediction accuracy, and increase 
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model interpretability. As a first step, we applied the Filter Method (Chi-squared score for 

categorical variables & Spearman Correlation testing) independent of any machine learning 

algorithm to determine the best subset of attributes (Bommert et al., 2021). Then, we used 

the Embedded methods (to incorporate the subset features within the construction of the 

Machine Learning algorithm), where ElasticNet regularization was used to avoid overfitting 

and a tree-based Random forest model for feature performance. We applied the elastic net to 

select the top predictive features at step 1 of STAR*D, then we checked the top predictive 

candidates in steps 2 and 3, and we used only those top features common across the three 

levels. We identified 25-30 main features in our predictive model.

Model testing and cross-validation—We constructed our model to predict participant 

remission rates for each of the first three treatment steps. We used five-fold cross-validation 

to evaluate the prediction results. In this method, the data was split into five groups in 

which the model was trained on four subsets and predicts the remaining subset. This process 

was repeated for all groups, and model performance was averaged across the test folds. 

We utilized the decision tree ensemble model known as Random Forest (RF). Here the 

model trains a set of weak learners, i.e., decision trees using simple heuristics, and randomly 

selects a subset of these learners with replacement (bootstrap) that best generalizes to an 

unseen sample. Hyper-parameters were tuned by using the Grid Search method. To boost 

the scalability of our model, especially at the third step of the STAR*D study, where 

the available amount of data was minimal for conventional ML techniques, we added the 

popular extreme gradient boosting (XGBoost) as our gradient boosting machine (GBM) 

technique. The popularity of XGBoost is attributed to its scalable system’s ability to run 

more than ten times faster than existing popular solutions on a single machine and scales 

to billions of examples in distributed or memory-limited settings. XGBoost can achieve 

excellent prediction results with a small number of data (features) (Chen and Guestrin, 

2016; Chang et al., 2019). For each step, we calculated the model’s accuracy, sensitivity, 

specificity, and other predictive values to evaluate its performance. All analyses were done 

using the open-source freely available software Python 3.6 and its relevant open source 

packages.

5. RESULTS:

STAR*D remission rates

Figure 2 shows the distribution of the study participants across the three treatment steps. 

After excluding participants with incomplete data and dropouts, the STAR*D step 1 

remission rate at the cutoff point (12-14 weeks) as identified by the QIDS-SR scores was 

49.05% (729/1486). At step 2, the study remission rate was 42.5% (227/534). At step 3, the 

study remission rate was 22.12% (23/104).

Features predicting remission

Features that were associated with the prediction of remission (versus non-remission) were 

selected according to their absolute weights across each of the three treatment steps. For the 

first step, based on data from the baseline and first post-baseline visit (T0 and T2), the model 

identified 25 top features that showed the strongest predictive values for remission week 12 
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(T12) or 14 (T14) (Figure 3). Among those features, the highest predictive values were for 

QIDS-SR total baseline score, baseline HDRS total score, education years, and employment 

status. Also among the top features were; comorbidities (restlessness, anxiety, trauma 

reminders, avoidance) and the highest degree obtained. Notably, 11 of the 16 individual 

QIDS-SR items showed significant predictive values (concentration/decision making, early 

morning insomnia, sad mood, psychomotor agitation, self-image, interest (involvement), 

energy/fatiguability, sleep onset insomnia, mid-nocturnal insomnia, psychomotor slowing, 

and suicide ideations). QIDS-SR individual items for appetite and weight parameters did 

not yield enough significance to be included in the top predictive features at this step. For 

the HDRS scale, apart from the total score, only 2 individual parameters (late insomnia and 

suicide) were among the top features of remission as predicted by our model (Figure 3).

For the second step, the highest predictive values were presented by QIDS-SR total score, 

HDRS total score, age, employment status, and side effects from medicine. Other significant 

features were; comorbidities (restlessness, anxiety, avoidance, trauma reminders, fear of 

death). As with step 1, in step 2 analysis 11 individual parameters out of the usual 16 

QIDS-SR items showed significant predictive values (self-image, sad mood, sleep onset 

insomnia, mid-nocturnal insomnia, concentration/decision making, psychomotor agitation, 

interest (involvement), energy/fatiguability, psychomotor slowing, suicide ideations, and 

early morning insomnia). It is also important to highlight that the patient’s initial state as 

defined by their QIDS-C initial scores at baseline (T0 of step 2) and state of improvement 

“QIDS-C percent improvement score” (T2 of step 2) showed a significant predictive 

correlation of remission as per our model. For the HDRS scale, apart from the total score, 

only initial insomnia was among the top features of remission as predicted by our model 

(Figure 3).

For the third step, the highest predictive values were presented by QIDS-SR total score 

(consistent with previous levels), age, education years, the impact of family/friends, appetite/

overeating disgust, multiple drug use, somatic symptoms (pain, aches), and developing 

side effects. Other significant predictors were; comorbidities (anxiety symptoms, trauma 

reminders, avoidance) and the highest degree obtained. Interestingly, apart from the total 

QIDS score, only 5 of the 16 QIDS items showed significant predictive values at this 

step (self-image, psychomotor agitation, mid-nocturnal insomnia, concentration/decision 

making, and energy/fatiguability). For the HDRS, only 2 individual scores showed a 

significant predictive value (Hypochondriasis and Initial insomnia). HDRS total score was 

not significant enough to be in the top features for predicting remission at this stage (Figure 

3).

Across the three treatment steps, the QIDS-SR total score and 5 individual QIDS 

scores (self-image, mid-nocturnal insomnia, psychomotor agitation, concentration/decision-

making, energy/fatiguability) showed the highest and most consistent predictive correlation 

with the remission status (figure 4).

By analyzing early treatment data from the baseline and subsequent first post-baseline 

treatment visit (after typically 2-3 weeks of treatment) in each step, our model showed 

a significant prediction performance of remission at 12-14 weeks post-baseline, for those 
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completing the full course of treatment), especially with the model trained with weights 

on each class to mitigate the effect of the imbalance of the distribution of classes. Table 

1 shows; step 1 has an accuracy of 66%, with a sensitivity of 65%, specificity of 67%, 

positive predictive value (PPV) of 65.5%, and negative predictive value (NPV) of 66.6%. In 

step 2, model accuracy was 71.3%, with a sensitivity of 74.3%, specificity of 69%, positive 

predictive value (PPV) of 64.5%, and negative predictive value (NPV) of 77.9%. In step 3, 

accuracy reached 84.6%, with a sensitivity of 69%, specificity of 88.8%, positive predictive 

value (PPV) of 67%, and negative predictive value (NPV) of 91.1% (table 1).

6. DISCUSSION:

Most chronic mental illnesses, like MDD, require a multi-stage decision-making process, 

whereas, at each stage, treatment decision is adapted to the patient’s response determined 

by multiple factors and observations that shape further modifications along the way. The 

use of sequential multiple assignment randomized trials (SMART) in medicine allows for 

a substantial opportunity to implement new data handling and processing techniques on 

multiple levels. SMART studies, like STAR*D, are typically designed to involve multiple 

stages of randomizations; each stage is designed to address scientific questions concerning 

the best intervention option to employ at that point in the intervention (Shortreed et al., 

2011; Chow and Hampton, 2019; Nahum-Shani et al., 2020).

Incorporating AI-based predictions into human physicians’ informed decisions is a 

promising method of personalized care delivery (Iniesta et al., 2016; Osuch et al., 2018). 

Various machine learning techniques have been widely implemented in medicine (Liu et al., 

2018; Sidey-Gibbons and Sidey-Gibbons, 2019; Gao and Ding, 2020).

In our analysis, we aimed to develop a predictive model for remission that can predict 

outcomes of multiple treatment steps using early clinical data. Unlike the previous AI-based 

analyses of STAR*D study that were done solely for early steps (Trivedi et al., 2006; Rush 

et al., 2008; Sinyor et al., 2010; Chekroud et al., 2016), we aimed to analyze further levels of 

care and predict steps 2 and 3 of treatment of the STAR*D study.

Previously, Nie and colleagues used STAR*D study building on previous work to predict 

treatment outcomes at step 2 of the study using an RF algorithm. Interestingly, they 

compared two models; one used the full set of features (700), and the other model used 

only selected top 30 features. They reported an accuracy level of 78% using all features 

versus 77% using their top 30 features. In their study, the most important features were early 

or initial treatment response or symptom severity (Nie et al., 2018).

Kautzky and colleagues reported comparable results with their model. They used RF 

techniques to predict features affecting remission rates in treatment-resistant depression 

in 80 patients, reporting an accuracy of 85%, using response to a first antidepressant, age, 

severity, and suicidality as predicting features (Kautzky et al., 2017). Another interesting 

model by Salvo and colleagues who conducted a 12-monthly assessment on 112 depressed 

patients showed a remission prediction accuracy of 70% at six months and 72% at 12 

months. The group used the baseline depression scores and other features such as; the 
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number of stressful events, perceived social support, melancholic features, the time prior to 

beginning treatment, and psychotherapy (Salvo et al., 2017). More recently, using Cluster 

analysis for individual features to represent all patterns instead of individual representation 

(Uher et al., 2011; Hatmann et al., 2018; Kelley et al., 2018), Paul et al used an RF 

algorithm to predict treatment response after 16 weeks for 834 depressed patients treated 

by both psychopharmacological and psychotherapeutic means, based on 50 clinical baseline 

parameters. They reported a significant improvement in prediction accuracy up to 96% at 

eight weeks when cluster-derived slopes were modeled instead of individual slopes (Paul et 

al., 2019).

In our model, we started by selecting the top performing features using their weights in 

their classes in all 3 stages, to mitigate the effect of the imbalance of the distribution of 

classes and to remove the redundancy as well as reduce computational complexity, hence 

improving the model prediction accuracy, and increasing its interpretability as compared to 

others’ models. We then focused on those top features to conduct the analyses for the 3 

stages of treatment. We showed a comparable accuracy to previously reported models with 

66% accuracy in step 1, yet our model continued to do better than others in step 2 and then 

step 3 with an accuracy of 71.3% and 84.6%, respectively, indicating a potential benefit from 

the implementation of such models early in treatment trials to predict outcomes in long term 

multi-stage study designs.

In the third step of our analysis, we also used the XGBoost not only because it is 

computationally less expensive but also because it does not require a rich pool of data 

and is easier to interpret as compared to other models (e.g: recurrent neural network RNN 

based models) that we considered for our third level analysis. XGBoost is also a better 

modeling process compared to single machine learning models like Logistic Regression 

(LR), Support Vector Machine (SVM), and others. In XGBoost, the model’s cross-validation 

is very robust as the XGBoost is a tree-based ensemble modeling wherein multiple models 

are built sequentially to reduce classification error on each iteration.

To our knowledge, this is the first time this model has been applied to very early stages of 

treatment data (baseline and first follow-up) of the STAR*D analysis. In this study, despite 

the significantly small sample size (n=23) in each group at step 3, our analysis showed 

consistency in the significance of QIDS-SR scores across the 3 steps with a high degree of 

accuracy in our model (84.6%), making them possible primary candidates for depression 

remission prediction and treatment adjustments. Moreover, due to the robust ability of the 

model to cross-check and tune data, the model was able to incorporate more of the clinically 

relevant time-related features (Multi-drug use, input from family/friends as well as weight/

appetite concerns), showing them as significant predictors of remission at step 3.

When comparing the different models, in our opinion, the usual assumption of a linear 

relationship between the input variables and the outcomes might account for the relatively 

low accuracy of LR techniques in general, as the complex pathophysiological events 

in MDD may be correlated with each other in a nonlinear model. Instead, tree-based 

classifiers appeared to fit the characteristics of the dataset. We believe that the application 
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of regularization and high flexibility to allow for fine-tuning are important for better model 

performance (Hu et al., 2020; Sharma and Verbeke, 2020; Zhang et al., 2020).

In our analysis, QIDS item scores (self-image, mid-nocturnal insomnia, psychomotor 

agitation, concentration/decision making, energy/fatiguability) were the robust predictors 

across the three steps. However, it is paramount to note that the model also identified 

key sociodemographic factors that predicted treatment remissions at different levels, such 

as age, education, employment status, social support, comorbidities (anxiety, trauma), and 

somatic symptoms. Such factors play an important role as predictors of study attrition, 

especially with temporal treatment. Several studies consistently show that mental illnesses 

disproportionally affect people with social disadvantages due to treatment access, and 

economic reasons, among others. These findings further suggest that treatments need to 

be tailored, considering social and demographic variables, minding that different time points 

in MDD management may provide opportunities to engage and encourage populations at 

higher risk for attrition and treatment failure (Warden et al., 2007). Interestingly, at the 

2nd and 3rd treatment steps, apart from the depression symptoms, more complex somatic 

symptoms and health variables come into play, indicating the significant impact of persistent 

long-term depression/stress.

Our study’s strongest point is the ability to use very early clinical treatment data (baseline 

and first follow-up visit) to predict longer-term outcomes (12-14 weeks) with good accuracy 

levels consistent among each of the study’s three steps. Although there are many studies 

using baseline clinical risk factors and/or early treatment weeks response to predict longer-

term treatment outcomes within the same treatment regime in clinical samples, the studies 

using baseline clinical characteristics and initial or early partial response to predict the 

outcome of treatment are still limited (Hennings et al., 2009; Perils, 2013). It is crucial 

to identify reliable early predictors of treatment response that can be used to shorten 

or eliminate lengthy and ineffective trials, thus reducing the socioeconomic burden and 

moving a step forward toward more personalized treatment strategies (Leuchter et al., 2009; 

Taliaz et al., 2021). Due to the complex psychophysiological nature of depression, it is 

still challenging to identify a single marker of treatment outcome as currently there is 

no consensus on a biological or clinical marker for depression remission, in addition to 

the fact that the available clinical prognostic markers are not very effective in predicting 

remission rates (Dinga et al., 2018; Kraus et al. 2019; Trevizol et al., 2020). Until more 

broadly effective antidepressant treatments are available, AI techniques promise innovative 

predictive strategies that enable physicians to save critical time in choosing the best 

available treatment strategy for their patients is of paramount importance. However, it is 

worth mentioning that despite AI’s promise and the substantial increase in its applications 

utilization in general medical practice witnessed in the past few years, its role in psychiatry, 

in particular, is far from optimized and remains to be explored and better elucidated (Janssen 

et al., 2018; Fakhoury, 2019; Graham et al., 2019; Shatte et al., 2019). In our opinion, future 

studies should apply AI techniques not only with clinical data but also neurobiological data 

(e.g: struct./fMRI, genetics, neurotropic factors) for increased accuracy and reliability.

Our study has several limitations. Our findings have not been replicated in an independent 

data set So generalizability could be limited (Hastie et al., 2009). An important next step 
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is to cross-validate our findings with independent data (Ahuja, 2019; Ermers et al., 2020). 

Also, due to the necessary tradeoff between higher statistical power through a large sample 

size and the use of powerful, specific single predictors, some useful clinical parameters were 

not included, which might have weakened our model’s predictor ability and missed real-life 

important clinical parameters. Moreover, we used “a complete case analysis” model in our 

analysis, ignoring incomplete data due to inconsistencies or dropouts, which is also a source 

of bias in estimating the treatment effect. The retrospective design of this analysis is another 

limiting factor. One more important limitation contributing to the limited generalizability 

is that the STAR*D used measurement-based care that may not represent clinical practice 

in other places. That measurement-based care may have enabled the medication doses 

to levels above what is representative of the real world. Whether these findings apply 

to less stringently dosed depressed patients is open to question. Finally, we considered 

applying deep learning algorithms such as RNN, which is worth investigating for potential 

performance improvement and temporal sequences, but the available data was not big 

enough for utilizing such techniques. We believe it is worth exploring in future analysis.

Our proof-of-concept study showed that multi-step temporal prediction of depressive 

symptom remission using early treatment data (baseline and first follow-up visit) results in 

clinically useful accuracy rates. Still, further studies are needed to better assess our model’s 

generalizability.
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Highlights

• Artificial intelligence is currently being used to facilitate early disease 

detection, better understand disease progression, optimize medication/

treatment dosages, and uncover promising novel treatments and potential 

outcomes.

• STAR*D dataset, was used to build a machine learning model to predict 

depression remission for each of the first three antidepressant treatment steps 

in STAR*D.

• Early treatment data (baseline and first follow up) were used in each STAR*D 

step.

• Model showed significant prediction performance across the three treatment 

steps.

• Across all three steps, the early Quick Inventory of Depressive 

Symptomatology-Self-Report (QIDS-SR) scores were key elements in 

predicting the final treatment outcome.
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Figure 1. 
shows the our model development.
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Figure 2: 
Showing distribution for the study participants at each of the three steps.
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Figure 3: 
Important features and time points at which participants showed remission at each step 

during the STAR*D trial. Each step’s cut-off time point is 12-14weeks. M1 = A model 

trained without weights on each class, M2 = A model trained with weights on each class to 

mitigate the effect of the imbalance of the distribution of classes.
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Figure 4: 
Heatmaps contrasting the different features that predicted remission versus non-remission 

outcomes selected according to their absolute weights across the three study steps
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Table 1:

Predictive model accuracy for the three different steps. M1: A model trained without weights on each class. 

M2: A model trained with weights on each class to mitigate the effect of the imbalance of the distribution of 

classes.

Remission Prediction Step 1 Step 2 Step 3

M1 M2 M1 M2 M1 M2

Accuracy 0.680 (0.034) 0.66 (0.024) 0.709 (0.051) 0.713 (0.025) 0.837 (0.047) 0.846 (0.071)

AUC 0.735 (0.031) 0.731 (0.032) 0.770 (0.041) 0.775 (0.038) 0.866 (0.117) 0.842 (0.105)

Sensitivity 0.620 (0.037) 0.65 (0.032) 0.572 (0.060) 0.743 (0.06) 0.360 (0.185) 0.69 (0.12)

Specificity 0.737 (0.036) 0.67 (0.023) 0.815 (0.055) 0.69 (0.034) 0.976 (0.030). 0.888 (0.083)

PPV 0.695 (0.040) 0.655 (0.024) 0.706 (0.079) 0.649 (0.021) 0.667 (0.365) 0.67 (0.189)

NPV 0.664 (0.025) 0.666 (0.025) 0.727 (0.036) 0.779 (0.038) 0.660 (0.185) 0.911 (0.03)

AUC: Area under the Curve, PPV: Positive predictive value, NPV: Negative predictive value
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