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Abstract

Psychotherapy, from a narrative perspective, is the process in which a client relates an on-going 

life-story to a therapist. In each session, a client will recount events from their life, some of 

which stand out as more significant than others. These significant stories can ultimately shape 

one’s identity. In this work we study these narratives in the context of therapeutic alliance—a 

self-reported measure on the perception of a shared bond between client and therapist. We propose 

that alliance can be predicted from the interactions between certain types of clients with types 

of therapists. To validate this method, we obtained 1235 transcribed sessions with client-reported 

alliance to train an unsupervised approach to discover groups of therapists and clients based 

on common types of narrative characters, or personae. We measure the strength of the relation 

between personae and alliance in two experiments. Our results show that (1) alliance can be 

explained by the interactions between the discovered character types, and (2) models trained 

on therapist and client personae achieve significant performance gains compared to competitive 

supervised baselines. Finally, exploratory analysis reveals important character traits that lead to an 

improved perception of alliance.

Index Terms:

narratology; therapeutic alliance; persona

1. Introduction

In psychotherapy, clients seek to overcome a particular difficulty or problem with the help 

of a professional. It is uncommon for a client to know exactly what the root cause of 

their adversity really is. Instead, clients usually begin a therapy session by recounting a 

life-story related to the problems they want to work through, the significance and feelings 

they have associated with these events, and how they relate to their relationships with 
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others. Some of these stories will stand out as more significant than others, usually the 

ones stemming from negative events. These significant stories can ultimately shape one’s 

identity [1]. Professional therapists unravel a client’s complex narratives as to understand 

what is of interest, and to raise awareness on particular traits and characteristics that may 

have caused the client’s current afflictions. Moreover, therapists might also benefit in telling 

a story of their own. For example, they might build rapport with their client by recounting 

of a similar life-experience, or deliver a therapeutic narrative focused on the client—that is, 

when the therapist’s story is really a retelling of the client’s story. Hence, understanding 

the narrative elements of these stories, and the similarities between their stories, might help 

provide insights into how therapy works.

In this work we introduce a novel approach towards analyzing therapeutic outcomes 

from the stories told during psychotherapy sessions. Several factors contribute to positive 

therapeutic outcomes, some of which are strongly related to the combination of individuals 

and their relationship [2, 3, 4, 5]. One specific relationship factor, known as therapeutic 
alliance [6], corresponds to the collaborative aspects of the therapistclient relationship 

including the perception of a shared bond and the agreement on the focus of the therapy 

treatment. This factor is a major contributing element in psychotherapy success [2, 6, 7]. 

Unlike other counting measurements (e.g., ratio of open and closed questions [8]), it is 

unclear how alliance might be captured by what is discussed in each session [5, 2]. Instead, 

automatically assessment of therapeutic alliance might require higher-order cognitive and 

affective models for the individuals. To address this limitation, we propose to model alliance 

as a function on the interaction between certain types of therapists with certain types of 

clients. These types are automatically discovered from therapy transcripts by identifying the 

attributes shared among the client’s and therapist’s characters in the stories told throughout 

the sessions. Character’s attributes are obtained through a Personae model [9]. Personae, 

also known as character archetypes, are classes of characters grouped by similar traits, 

behaviors and motivations [10]. For example, common personae in story-telling include 

The Hero, The Villain and The Wise Old-Man. While these models have found success 

in narrative understanding [9, 11], to the best of our knowledge no one has investigated 

their application on real-life narratives. Our approach is as follows: In each session, client 

and therapists will tell stories, and as with other stories, these narratives contain characters, 

setting, plot, conflicts, and resolution. The characters of those stories are imperfect portraits 

of persons in the client’s life, which include both the client themselves (as the protagonist) 

and the therapist. For the client and therapist characters, we automatically identify their 

personae by using an unsupervised model for narrative understanding [9]. This model 

extends on the ideas of unsupervised topic modelling, in which documents (i.e. therapy 

sessions) are represented by mixtures of their characters’ archetypes, and each archetype 

corresponds to a mixture of topics. To evaluate our approach, we first train a Persona 

model with automatically transcribed sessions. Then we analyze the relation between the 

interactions of characters’ personae and alliance to show that the discovered personae is 

useful for the task of alliance estimation. Finally, we identify the most important character 

traits which promote the perception of alliance. To the best of our knowledge, this is the 

first work to connect the narrative processes underlying psychotherapy to alliance which 

measures the impact (success) of an intervention.
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2. Previous Work

Narratives describe complex chains of events, with relationships between characters and 

objects that reflect the full complexity of life [12]. These are often communicated via 

sophisticated forms of discourse, relying on deep knowledge of the world, society, and 

culture [12, 13]. As a way to explore a person’s internal state, narrative processes have 

been studied for mental health [14], medical interviews [15, 16], and children’s language 

therapy [17]. In psychotherapy, narratives are used to allow clients to distance themselves 

from particular issues, in order to gain a new and objective perspective into the problem 

[1]. For example, in a form of counseling called narrative therapy [18], therapists and 

clients build upon storylines based on the client’s dreams, values, goals and skills [1]. 

These storylines uncover the true nature of a client, separate from their problems. However, 

its effectiveness has only been supported by case studies and qualitative research, lacking 

clinical and empirical support found across other psychotherapy methods [19, 20]. In trying 

to understand the different aspects of a narrative, most of the computational work focuses 

on the sequence of events in which a story is defined [9]. This can be done either with a 

generative process [21] or with information extraction, through unsupervised topic discovery 

[22]. Some works have studied the characters in a narrative, their traits and behaviors—

mostly for movies and novels [9, 23, 11].

To predict therapy effectiveness, many psychology studies have focused on understanding 

the client-therapist relation. Similarities between the therapist and client personalities 

have been associated with longer sessions, higher therapeutic alliance and overall therapy 

outcome [7, 24]. Project MATCH [25] studied if the outcome of treatments for alcoholism 

were improved by selecting type of treatment depending on a patient’s characteristics. 

The authors’ results suggest that that there is no benefit in matching patients to types of 

treatments. However, critics have pointed out that while treatment type was not significant, 

the way particular therapists interacted with alcoholics had a substantial impact on patient 

outcomes [26, 27].

Several methods for automatic assessment of treatment effectiveness have been proposed. 

Most of them rely on audio and linguistic cues (e.g., empathy and behavioral codes 

in therapy [28, 29]). Other methods explored the use of unsupervised topic modelling 

techniques as a higher-level measure of content, specifically their relation to mental health 

outcomes [30, 31]. In this work, we extend the study of narratives, from a character-centered 

perspective, to the context of psychotherapy. In particular, we explore the application of an 

unsupervised method to automatically discover classes of characters for both therapist and 

client, and investigate how the interactions between these classes predict therapy outcomes.

3. Data

For this study, we obtained 1235 recorded sessions of dyadic interactions between a therapist 

and a client. Sessions were collected between September 2017 and December 2018 at 

a US university counseling center. Explicit consent from both the therapist and clients 

was obtained before recording. The total number of clients and therapists is 386 and 40, 

respectively. These average duration of the sessions was 50.71 ± 10.32 minutes. Table 1 
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summarizes the distribution of the number of sessions per therapist and client. Before the 

start of each session except the first one, self-reported alliance is collected from the clients. 

Therapeutic alliance is scored along 4 dimensions using the short form of the Working 

Alliance Inventory[32, 33]. This form includes four items: “[therapist] and I are working 

towards mutually agreed upon goals”, “I believe the way we are working on my problem 

is correct”, “I feel that [therapist] appreciates me”, and “[therapist] really understands me”. 

Each item is scored by the client on a 7-point Likert scale and the average is used as the final 

alliance rating. A histogram of the alliance ratings in the available data is shown in Figure 1.

4. Method

As previously stated, we aim to model alliance as a function of the interaction between 

client’s and therapist’s types. As an indirect way of inferring a therapist’s (client’s) traits and 

motivations we present a method based on computational methods for persona discovery. 

These persona induce a natural clustering of characters, which we show can be then used to 

estimate their reported alliance more accurately than linguistic-based methods.

First, sessions were automatically transcribed using an speech processing pipeline. This 

pipeline is based on state-of-the-art models offered by Kaldi [34]. It consists of four steps: 

(1) Voice Activity Detection (VAD), (2) Diarization, (3) Automatic Speech Recognition 

(ASR), and (4) Role assignment. For VAD, a two-layer feed forward network with a 

softmax inference layer at the frame level was used. Diarization was based on the x-vector/

PLDA paradigm [35]. For ASR, a time-delay neural network [36] and a tri-gram language 

model were trained on more than 4,000 hours of data from publicly available speech 

corpora augmented with noise and reverberation. We also adapted it using in-domain 

psychotherapy data. For role assignment, the two diarized speaker clusters were assigned 

to either therapist or client roles, following the method presented in [37]. Performance of 

this system was evaluated on additional psychotherapy sessions provided by the counseling 

center. Unweighted Average Recall for VAD was 82.7%, Diarization Speaker Error Rate was 

6.4% and ASR Word Error Rate was 36.4%. The resulting ASR transcripts were processed 

for lemmatization, dependency parsing, and co-reference resolution using CoreNLP [38]. As 

a last step, we split each transcription by their speaker into two different documents.

Character identification.

Narratives may contain any number of characters, however we are only interested in 

those characters that represent the therapist and the client. To identify when a participant 

narrates actions corresponding to one of these two characters, we rely on the following 

assumption: the therapist (client) refers to their own character using first person pronouns 

only; conversely, they refer to the other participant’s character with second person pronouns. 

For example, when narrating a story about the client’s character, the therapist uses second 

person singular pronouns (i.e., “you”) where the client refers to that same character using 

a 1st person singular pronouns (i.e., “I”). This process yields four different character 

combinations: (1) therapist character from therapist text, (2) therapist character from client 

text, (3) client character from therapist text, and (4) client character for client text. We 

explore the contribution of each one of these combinations as part of our experiments.
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Personae model.

For each session, we assign a persona to each of the two characters. Each persona is selected 

from a distribution learned from the data using the unsupervised topic modelling technique 

first proposed by [9]. This model extends Latent Dirichllet Allocation [39] to narratives 

by assuming each story is generated by a mixture of characters’ traits. These traits aim 

to capture the way in which a character is revealed through the narrative: by the actions 

they take toward others, the actions done to them, and the attributes used to describe them. 

Following this idea, a persona is represented as a triplet of multinomial distributions over the 

topics, capturing the action verbs, possessives, and modifiers. Each topic is represented as 

a weighted distribution over the complete vocabulary. Given a set of documents, Personae 

models learn P persona representations from a group of K topics where P and K are 

hyper-parameters. For this work, we applied the Personae model on the co-referenced 

transcriptions (see Figure 2). In each session, we extract persona representations for client 

and therapist transcriptions independently. This enforces the notion of different personae 

for different roles, and allows our evaluation to better weight on the interaction between 

therapists and client types. The participants are assigned to a single persona corresponding 

to the maximum posterior probability.

5. Evaluation

We use linear mixed effect models (LMEs) to measure the effect of characters’ persona 

on therapeutic alliance. We fit an LME with alliance as response variable, and therapist 

and client personae as fixed effect variables. Additionally, we control for the therapist and 

client by including their unique anonymized identifiers as random effects. We experiment 

both with and without interaction terms. Quality of models is evaluated using Akaike 

Information Criterion (AIC), a measure based on information theory that rewards models 

on their goodness-of-fit while penalizing for their complexity. Models are compared against 

the null model (i.e., therapist and client identifiers only), and against models with varying 

number of topics (K ϵ {10, 20, 30, 50}) and number of personae (P ϵ {5, 10, 20, 30}). 

These comparisons are done using likelihood tests, correcting for multiple tests using Holm-

Bonferroni method. For our experiments, we split our dataset into train (85%, n = 1049) and 

dev (15%, n = 186). Best values for K and P correspond to the model with the lowest value 

of AIC. However, this pair need not be unique, as it is possible for models with different K 
and P to perform just as well as the model with the best pair. To identify the minimum set of 

parameters that give rise to the best models, we follow the steps suggested by [40].

Regression experiments.

Additionally, we train machine learning models to capture the relation between alliance 

and assigned personae. As mentioned before, each persona consists of a triplet of 

multinomial distributions over action verbs, possessives and modifiers. We concatenate these 

distributions into a single vector to obtain a vectorial representation for the personas. We 

train support vector regressor (SVR) with a linear kernel on vector representations of the 

personae to predict alliance. We chose the linear kernel since it performed better in our 

preliminary experiments, and it allows us to identify the components that are most important 
for predicting alliance. Model performance is estimated using mean squared error (MSE) 
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with cross-validation in a leave-one-therapist-out fashion. We compare the performance of 

our model to SVRs trained using uni- and bi-gram language models from either participant 

speech as well as trained on their joint text. These baselines were selected due to their 

success in related tasks [28].

6. Results

Model selection.

Our results show that regardless of the choice of K and P, models with only one of 

the therapist or client personae do not perform significantly better than the null model 

(AIC(null) = 1091.75, AIC(therapist) = 1088.75, AIC(client) = 1095.90, χ2 tests, all p 
> 0.05). In contrast, including both therapist and client personae significantly increases 

the explanatory power of the models (AICmin = 721.32, χ2 tests p < 0.05). Furthermore, 

interaction between therapist personae and client personae significant improved the 

descriptive power of these models (AICmin(no-interaction) = 1137.18, AICmin(interactions) 

= 721.32, χ2(284) = 983.86, p < 0.001). These results are in line with previous works 

suggesting that alliance is the product of the dyadic interaction between client and therapist 

[5]. We compare each one of the four character combinations produced by our method 

(see Sec. 4). We found that models trained with therapist character from client’s text plus 

the client character from therapist’s text achieved the best result out of any other possible 

combination of characters (AIC(t&c) = 721.32, AICmin(others) = 781.08, χ2(27) = 43.194, 
p < 0.05). This character combination seems to capture two important aspects of alliance: 

the shared relationship bond, by considering characters across roles, and a therapist who 

narrates client-focused stories, instead of just recounting their own life-experiences. The best 

model achieved an AICmin = 721.32 with K = 30 topics, P = 30 personae, and character 

cross interaction (client from therapist speech, and vice versa). No other model is within 10 

AIC units from this result. Thus, our model selection procedure yields a single best model. 

This model is significantly better than the models with other choices of K and P (χ2(2) = 

119.09, p < 0.001).

Regression results.

The performance of regression models is presented in Table 2. Consistent with the results 

with LME models, using only therapist or client text performs poorly compared to using 

both therapist and client information. The poor performance from linguistic models supports 

that an individual’s language use does not capture alliance information [2]. Including 

persona information about either the therapist or the patient significantly improved the 

performance over the separate therapist or patient linguistic models (t-test, t(60) = 3.94, p 
< 0.001 and t-test, t(60) = 9.13, p < 0.001 respectively). Furthermore, personae model also 

performs better than the supervised model that considers both therapist and client text (t-test, 

t(60) = 7.01, p < 0.01). However, no statistical differences (p > 0.05) were found between 

the model with interactions and the models with either the therapist or client’s personae. 

The poor performance of the linguistic models suggests that the regression weights are 

over-fitting to specific instances of word usage. This further suggests that the personae 

model is successfully capturing higher-order interactions that are not represented in the 

vocabulary of the participants.
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7. Personae Analysis

To understand what the Persona model captures from the data, we inspect the distributions of 

personae and topics. We focus on those clients and therapist that appear more than once to 

increase reliability of the analysis. Thus the subset of our data for this analysis contains n = 

802 sessions, with 31 unique therapists and 204 unique clients. The number of sessions per 

therapist ranges from 2 to 105 (µ = 25.87, σ = 26.47), for clients this ranged between 2 and 

12 (µ = 3.93, σ = 2.19).

Persona distribution.

Table 3 shows distribution statistics for the discovered personae. Interestingly, all 31 

therapists changed their persona at least once. Thus, that our models are not just creating 

a persona for each therapist across all sessions, but instead grouping therapists into 

certain personae depending on the characteristics of a session. Moreover, this suggests 

that therapists are changing their personae in accordance to each client. In contrast, clients 

portrayed fewer personas on average. For most of the clients, therapists see between 2 

and 3 personae (61.76%). This suggest that the client’s personae are dynamic and change 

through the therapeutic process. Investigating if this change is meaningful and what it is 

capturing will be explored in a future work. With respect to the topics, clients describe the 

therapist’s mode (i.e., most frequent persona) with topics related to arguments, love, and 

court (as in court of law but also “the ball is in your court”); therapists describe clients with 

the most popular persona using topics of wellness, issues and expectations, cognitive skills 

(such as think and feel), and religion-related terms (e.g., god, religious). With respect to 

their interactions, we observe 428 personae pairs out of the 900 possible ones. There was a 

significant difference in the alliance between personae pairs (Kruskal-Wallis, H = 477.59, p 
< 0.05). Once again, this result supports our claim that interactions between certain types of 

characters achieve higher levels of alliance than others.

Topic contribution.

We inspect the sign and magnitude of the Linear SVR coefficients as a measure of topic 

importance. The most important indicators of high alliance are clients that solve schedule 

conflicts (e.g., “should we schedule for next week?”), therapists that show empathy (e.g., 

“[no need] to be blaming yourself either, you worked hard on that paper”, “I hope I’m 

not communicating judgment”), specially when clients are going through worrying or 

stressful moments (e.g., “it triggered a panic attack”, “[I] worry too much about what i 

need to do tomorrow”). The top indicators of low alliance are uncommitted or distracted 

therapists (e.g., “let me check on that”, “let me know next week”), therapists not completely 

understanding what the client is going through (e.g., “What’s it like to just sit with this 

anxiety?”, “I wonder what could have been, and for me”) or invalidating a client’s feelings 

(e.g., “I’d imagine that I would have made the decision to stay”, “yeah yeah like just because 

you’re feeling anxious doesn’t mean you’re going to [...]”).
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8. Conclusions

We presented a novel approach to understand alliance construction, using a notion of 

client and therapist personae. Personae are automatically discovered using an unsupervised 

approach—thus, not requiring additional manually labeled data. Our claim that alliance 

is captured by the interaction between the discovered character types is supported by: 

(1) LME models achieve significantly better results with interaction terms; (2) there is a 

significant difference between alliance ratings for certain pairs of therapist/clients, and (3) 

machine learning models with persona representations predict alliance significantly better 

than supervised linguistic baselines. There are two main limitations for this work: first, 

we did not make any effort in recovering downstream errors from the role matching and 

ASR systems, which might induce errors in the words selected for the topics, and, second, 

our assumption on how participants refer to each character does not consider the case of 

impersonal you, which might induce errors in the topics selected for the personae. Both of 

these limitations will be addressed in future work.
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Figure 1: 
Histogram of the therapeutic alliance ratings.
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Figure 2: 
Personae and topic distributions from psychotherapy sessions: Personae are distributions 

over the topics of conversation (shown in green). Sets are learned for clients and therapists 

independently (shown in blue and light pink respectively). Therapist and client get assigned 

to a single persona per session.
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Table 1:

Number of sessions per client, per therapist and per (client, therapist) pair in the available dataset. Support is 

the total number of clients, therapists, or pairs.

min mean max support

# sessions per client 1 3.20 13 386

# sessions per therapist 1 30.88 131 40

# sessions per pair 1 3.11 13 397
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Table 2:

Cross-validation estimation for mean (µ) and standard deviation (σ) of MSE for regression models (lower is 

better). Persona model performs significantly better than the baselines.

Mean Squared Error

μ σ

Therapist-only (unigram) 9.27 7.38

Therapist-only (bigram) 13.09 7.77

Client-only (unigram) 15.40 10.67

Client-only (bigram) 20.69 11.13

Therapist + Client (unigram) 3.04 1.62

Therapist + Client (bigram) 4.32 2.31

Personae (K = 30, P = 30) 0.69 0.51

  -Client Only 0.69 0.50

  -Therapist Only 0.70 0.54
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Table 3:

Mean µ, standard deviation σ and mode for persona distribution per participant and joint distribution.

μ σ Mode (n)

Therapist 10.25 6.61 29 (77)

Client 3.37 1.68 16 (50)

Client + Therapist 1.87 1.23 16 and 2 (8)
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