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Abstract

The ongoing COVID-19 pandemic produced far-reaching effects throughout society, and

science is no exception. The scale, speed, and breadth of the scientific community’s

COVID-19 response lead to the emergence of new research at the remarkable rate of more

than 250 papers published per day. This posed a challenge for the scientific community as

traditional methods of engagement with the literature were strained by the volume of new

research being produced. Meanwhile, the urgency of response lead to an increasingly prom-

inent role for preprint servers and a diffusion of relevant research through many channels

simultaneously. These factors created a need for new tools to change the way scientific liter-

ature is organized and found by researchers. With this challenge in mind, we present an

overview of COVIDScholar https://covidscholar.org, an automated knowledge portal which

utilizes natural language processing (NLP) that was built to meet these urgent needs. The

search interface for this corpus of more than 260,000 research articles, patents, and clinical

trials served more than 33,000 users at an average of 2,000 monthly active users and a

peak of more than 8,600 weekly active users in the summer of 2020. Additionally, we include

an analysis of trends in COVID-19 research over the course of the pandemic with a particu-

lar focus on the first 10 months, which represents a unique period of rapid worldwide shift in

scientific attention.

Introduction

The scientific community responded to the COVID-19 pandemic with unprecedented speed.

As a result, an enormous amount of research literature rapidly emerged, at a rate of over 250

papers a day [1]. The urgency and volume of emerging research has caused preprints to take a

prominent role in lieu of traditional journals, leading to widespread usage of preprint servers

for the first time in many fields, most prominently biomedical sciences [2, 3]. While this allows
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new research to be disseminated to the community sooner, this also circumvents the role of

journals in filtering papers with flawed methodologies or unsupported conclusions and

highlighting especially timely or impactful research results [4]. Additionally, the highly multi-

disciplinary nature of the scientific community’s response to the pandemic lead to pertinent

research being dispersed across many different preprint services and open-access journals.

There was no single comprehensive repository of COVID-19 literature.

These challenges revealed the need and opportunity for new tools and methods that rethink

the way in which researchers engage with the wealth of available scientific literature on rapidly

evolving subjects, in particular those associated with an urgent societal need.

COVIDScholar embodies such an effort to address these issues by using natural language

processing (NLP) techniques to aggregate, analyze, and search the COVID-19 research litera-

ture. We developed an automated, scalable infrastructure for scraping and integrating new

research as it appears, and used it to construct a targeted corpus of over 260,000 scientific

papers and documents from a broad range of disciplines. Of these, 180,000 directly concern

COVID-19 and the remainder of the corpus–some 70,000 papers and research items–contains

other information that may be useful to COVID-19 researchers like studies on SARS or other

respiratory diseases. To make this corpus accessible and useful to the scientific community, we

developed a unique literature search interface for this corpus, https://covidscholar.org, which

has served over 33,000 users at an average of 2,000 monthly active users during the pandemic.

While a variety of other COVID-19 literature aggregation efforts started in response to the

pandemic [5–7], COVIDScholar differs in the breadth of literature collected. In addition to the

biological and medical research collected by other large-scale aggregation efforts such as

CORD-19 [6] and LitCOVID [7], COVIDScholar’s collection targets the full breadth of

COVID-19 research, including public health, behavioral science, physical sciences, economics,

psychology, and humanities.

In this paper, we present a description of the COVIDScholar data intake pipeline, back-end

infrastructure, and the NLP models used to power directed searches on the frontend search

portal, which can serve as a model for future literature management efforts in new emergent

situations with widespread, distributed research activities. We also present an analysis of the

COVIDScholar corpus and discuss trends we observe in the dynamics of research output dur-

ing the pandemic.

Data pipeline & infrastructure

Data collection

At the heart of COVIDScholar is the automated data intake and processing pipeline, depicted

in Fig 1. Data sources are continually checked for new or updated papers, patents, and clinical

trials. Documents are then parsed, cleaned, analyzed with NLP models to produce document

embeddings, COVID-19 relevance scores, inter-document similarity metrics, keywords, and

subject-area tags. The processed entries and NLP-derived metadata are then made searchable

for end-users on the frontend website, https://covidscholar.org. The complete codebase for the

data pipeline is available at https://github.com/COVID-19-Text-Mining.

The COVIDScholar research corpus consists of research literature from 14 different open-

access sources and preprint services, shown in Fig 2. For each of these, a web scraper regularly

checks for new documents and new versions of existing documents. Missing metadata is then

collected from Crossref and citation data is collected from OpenCitations [8]. During the early

phase of the pandemic, when very little was known and response time was of the essence, the

database was updated daily. Later on in the pandemic it was updated 2–3 times per week.
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Fig 1. The data pipeline used to construct the COVIDScholar research corpus.

https://doi.org/10.1371/journal.pone.0281147.g001

Fig 2. Publication counts by source. The source of papers, patents, and clinical trials in the COVIDScholar collection,

with the count of COVID-19 related publications from each source. Papers are sourced from [6, 7, 9–19]. Note: many

papers in our database are available from multiple sources. The total number of unique documents is approximately

260,000.

https://doi.org/10.1371/journal.pone.0281147.g002
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Data cleaning and pre-processing

After collection, these publications are then parsed into a unified format, cleaned, and resolved

to remove duplicates. Publications are identified as duplicates when they share any of doi (up

to version number), pubmed id, or uncased title. For clinical trials without valid document

identifiers, a shared title is used to identify duplicates. In cases where there are multiple ver-

sions of a single paper (most commonly, a preprint and a published version), a combined sin-

gle document is produced, whose contents are selected on a field-by-field basis using a priority

system. Published versions and higher version numbers (based on doi) are given higher prior-

ity, and sources are otherwise prioritized based on the quality of their text.

In cases where full-text PDFs are available, text is parsed from the document using pdfmi-

ner (for PDFs with embedded text [20]) or optical character recognition (OCR). However, it is

our experience that text extracted in this manner is usually not of sufficient quality for to be

used by the classification and relevance NLP models, and at this time is used solely for text

searches.

Overview of analysis, keyword extraction, and search index construction

We use NLP models to classify documents based on their relevance to COVID-19, topic, disci-

pline, and field. The topic labels used are derived from the LitCovid project (https://www.ncbi.

nlm.nih.gov/research/coronavirus/)—“treatment”, “prevention”, “mechanism”, “diagnosis”,

“transmission”, “epidemic forecasting”, and “case report”. Documents can belong to multiple

categories and publications for which an abstract cannot be found are not classified.

Keywords are also extracted from titles and abstracts using an unsupervised approach. We

also apply subject/discipline labels jointly developed with the Rapid Reviews: COVID-19 edito-

rial team for use in their back-end preprint review system—“biological & chemical sciences”,

“medical sciences”, “public health”, “physical sciences and engineering”, and “humanities &

social sciences”.

Our web portal, COVIDScholar.org (Fig 3), provides an accessible user interface to a variety

of literature search tools and information retrieval algorithms tuned specifically for the needs

of COVID-19 researchers. To do this, we have utilized new machine learning and natural lan-

guage processing techniques together with proven information retrieval approaches to create

the search algorithms and indices behind COVIDScholar, which we describe in the remainder

of this section.

COVID-19 relevance scoring

The goal of any relevance scoring system is to give a higher rank to documents that are most

likely to contain relevant information or answers to a user’s query. Our approach to relevance

ranking in literature search and discovery for COVID-19 related research is intended to help

researchers find the most relevant documents to their queries in a way that not only matches

keywords in the query but also takes a document’s overall relevance to SARS-CoV2 and

COVID-19 into consideration.

Machine learning algorithms can be used to identify emerging trends in the literature and

correlate them with similar patterns from pre-existing research. This was especially useful in

the early stages of the pandemic where little existing literature on COVID-19 had been pub-

lished and researchers wanted to leverage existing research on related viruses (SARS, MERS),

epidemiology, epidemiological modeling, and other respiratory diseases. For this reason, we

chose to base our search backend on the Vespa engine [21], which provides a high level of per-

formance, wide scalability, and easy integration with dense vector search and custom machine

learning models. The default search result ranking profile on COVIDScholar.org combines
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BM25 relevance [22] (a robust keyword-based document relevance ranking algorithm) with a

“COVID-19 relevance” score calculated by a classification model trained to predict whether a

paper is relevant to the SARS-CoV-2 virus or COVID-19.

Ranking schemes that also promote results with information on certain viruses/diseases

that are similar to SARS-CoV2 but predate the COVID-19 pandemic can be useful to COVID-

19 researchers during the information discovery phase, especially for papers on the original

SARS and other respiratory diseases. SARS-CoV-2 shares 79% of its genome sequence identity

with the SARS-CoV virus [23], and there are many similarities between how the two viruses

enter cells, replicate, and transmit between hosts [24]. Because the COVID-19 relevance classi-

fication model gives a higher score to studies on these similar diseases, we can use this score to

help boost the ranking of search results that are likely to contain relevant information, even if

it is not directly focused on COVID-19. A specific example of this is the transmembrane prote-

ase TMPRSS2, which plays an important role in viral entry and spread for both SARS-CoV

and SARS-CoV-2. Inhibition of TMPRSS2 is a promising avenue for treating COVID-19 [25,

26]. A wealth of information on strategies to inhibit TMPRSS2 activity and their efficacy in

blocking SARS-CoV from entering host cells was available in the early days of the COVID-19

pandemic and these specific studies were boosted in search results because our model assigned

them high relevance scores, thereby bringing potentially useful information to the attention of

researchers more directly. In comparison, results of a Google Scholar search for “TMPRSS2”

Fig 3. COVIDScholar literature search portal. Screenshot of COVIDScholar.org, which includes text-search with

COVID-19 relevance boosting, category labels, extracted keywords, and other features designed to aid COVID-19

researchers in finding relevant information quickly and staying on top of a rapidly evolving research landscape.

https://doi.org/10.1371/journal.pone.0281147.g003
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(with results containing “COVID-19” and “SARS-CoV-2” filtered out) are dominated by stud-

ies on the protease’s role in various cancers rather than SARS-CoV.

COVIDScholar also provides tools that utilizes unsupervised document embeddings so that

searches can be performed within “related documents” to automatically link research papers

together by topics, methods, drugs, and other key pieces of information. Documents are sorted

by similarity via the cosine distances between unsupervised document embeddings [27],

which is then combined with the result-ranking score mentioned above. This allows users to

focus their results into a more specific domain without having to repeatedly pick and choose

new search terms to add to their queries. Users can also filter all of the documents in the data-

base by broader subjects relevant to COVID-19 (treatment, transmission, case reports, etc),

which are all determined though the application of machine learning models trained on a

smaller number of hand-labeled examples. All combined, these approaches have allowed us to

create more targeted tools for COVID-19 literature search and knowledge discovery.

NLP models for text analysis

Rapid reviews: COVID-19 subject model

As part of a collaboration between COVIDScholar and Rapid Reviews: COVID-19, an overlay

journal that rapidly peer-reviews COVID-19 preprints, we developed a pipeline that catego-

rized preprints into feeds from various subject areas so that editors could follow their respec-

tive areas of expertise. To do this, we trained a subject classification model on approximately

3,300 documents (title + abstract) hand-labeled with subject area tags selected by the Rapid

Reviews: COVID-19 editorial team (“Biological & Chemical Sciences”, “Medical Sciences”,

“Public Health”, “Physical Sciences, Engineering & Computational Studies”, and “Humanities

& Social Sciences”.) A paper may belong to any number of disciplines and each discipline is

composed of 12–15 sub-fields, which are listed in the S1 Table.

For this task we used a fine-tuned SciBERT [28] model trained on this datasets. While other

BERT models pre-trained on scientific text exist (e.g. [29–31]), we selected SciBERT due to its

broad, multidisciplinary training corpus, which we expect to more closely resemble the COV-

IDScholar corpus than those pre-trained on a single discipline. At the time of our model’s

development, SciBERT had state-of-the-art performance on the task of paper domain classifi-

cation [32], as well as a number of biomedical domain benchmarks [33–35]—the most com-

mon discipline in the COVIDScholar corpus. The input to the model is the title and abstract of

the document appended together and a single fully-connected layer with sigmoid activation is

used as a classification head. The model is fine-tuned for 6 epochs using roughly 3,300 human-

annotated abstracts that were labeled by members of the Rapid Reviews: COVID-19 [36] edito-

rial team. We compare this model to a baseline random forest model using TF-IDF features

and two transformer text classifiers based on more recent models (distilBERT [37] and Specter

[38]) trained on the same sample dataset.

Benchmark results

ROC curves for the COVIDScholar classifier’s performance for each top-level Rapid Reviews

discipline using 10-fold cross-validation are shown in Fig 4. The classifier performs well, with

average F1 scores above 0.80 for all disciplines.

Table 1 contains F1, precision, and recall scores for the Rapid Reviews category classifica-

tion task for the models uses in COVIDScholar and three baseline models: a random forest

model using TF-IDF features, a fine-tuned distilBERT model, and a fine-tuned Specter model.

Each model was evaluated using 10-fold cross-validation over a dataset of 3,307 hand-labeled

abstracts.
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The SciBERT model significantly outperforms the random forest baseline model on all cate-

gories and performs very similarly to distilBERT and Specter baseline models. It is also of note

in each case that while precision is similar between the the models, the random forest baseline

model exhibits significantly lower recall. This may be due to unbalanced training data—no sin-

gle discipline accounts for more than 33% of the total corpus. For search applications, often a

Fig 4. Classifier performance. ROC curves for discipline classification models of paper abstracts using a fine-tuned SciBERT [28] model adapted for

classification. Training is performed using a set of roughly 3,300 human-annotated abstracts, and results shown are generated with 10-fold cross

validation.

https://doi.org/10.1371/journal.pone.0281147.g004

Table 1. Scoring metrics of SciBERT [28] and baseline classification models (random forest, distilBERT, and Specter).

Biological & Chem. Sciences Medical Sciences Public Health Phys. Sci, Eng. and Comp. Studies Humanities & Social Sciences

SciBERT F1 0.91 0.87 0.87 0.80 0.88

Precision 0.88 0.86 0.86 0.80 0.88

Recall 0.93 0.88 0.88 0.81 0.89

Random Forest F1 0.79 0.51 0.68 0.26 0.46

Precision 0.84 0.76 0.72 0.74 0.83

Recall 0.76 0.40 0.67 0.16 0.33

distilBERT F1 0.91 0.87 0.87 0.80 0.87

Precision 0.84 0.86 0.84 0.79 0.88

Recall 0.92 0.88 0.89 0.82 0.87

Specter F1 0.90 0.87 0.86 0.81 0.87

Precision 0.89 0.88 0.84 0.80 0.86

Recall 0.91 0.88 0.88 0.82 0.88

https://doi.org/10.1371/journal.pone.0281147.t001
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relatively small number of documents is relevant to each query. In this case, a high recall is

more desirable than a high precision.

COVID-19 relevance classification

On the task of binary classification as related to COVID-19, our current models perform simi-

larly well, achieving an F1 score of 0.98. While the binary classification task is significantly sim-

pler from an NLP perspective—the majority of related papers contain “COVID-19” or some

synonym—this still represents a significant performance improvement over the random forest

baseline model, which achieves an F1-score of 0.90. Given the relative simplicity of this task, in

cases where an abstract is absent we classify it as related to COVID-19 based on the title.

Keywords

Keywords extracted from titles and abstracts are useful for quickly summarizing search results.

For the task of unsupervised keyword extraction, 63 abstracts were annotated by humans and

four keyword-extraction methods were tested. Two of the methods are statistical, TextRank

[39] and TF-IDF [40], and two are graph-based models, RaKUn [41] and Yake [42]. The mod-

els were evaluated for overlap between human-annotated keywords and extracted keywords,

and results are shown in Table 2. Note that due to the inherent subjectivity of the keyword

extraction task scores are relatively low—the best performing model, RaKUn has an F1 score

of only 0.2 for recapturing the keywords chosen by the human annotator. However, the quality

of extracted keywords from this model was deemed reasonable for display on the search portal

after manual review.

Word and phrase embeddings

To better visualize the embedding of COVID-19-related phrases and find latent relationship

between biomedical terms, we built a tool based on the work of Ref. [43] via a modified version

of the open source tensorboard embedding projector visualization tool. A screenshot of the

tool is shown in Fig 5. We utilize FastText [44] embeddings for the embedding projector, with

an embedding dimension of 100. Embeddings are trained on the abstracts of all papers from

the October 2020 COVIDScholar corpus which have been classified as relevant to COVID-19.

For the purpose of visualization, embeddings must be projected to a lower dimensional

space (2D or 3D). The dimensionality reduction technique used here includes principal com-

ponent analysis (PCA), uniform manifold approximation and projection (UMAP) [45] and t-

distributed stochastic neighbor embedding (t-SNE) [46]. Users can set various parameters and

run the dimensionality reduction algorithms in-browser, and can also load and visualize the

cached result on the server with default parameters. Cosine distance is used to measure the

similarity between phrases. If the cosine distance between two phrases is quite small, they are

Table 2. Precision, recall, and F1 scores for 4 unsupervised keywords extractors, RaKUn [41], Yake [42], TextRank

[39], and TF-IDF [40]. Output from keyword extractors was compared to 63 abstracts with human-annotated

keywords.

Model Precision Recall F1

RaKUn 0.17 0.33 0.2

Yake 0.11 0.45 0.15

TextRank 0.06 0.36 0.09

TF-IDF 0.10 0.09 0.08

https://doi.org/10.1371/journal.pone.0281147.t002
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likely to have similar meaning;

Cosine Distanceðp1; p2Þ ¼ 1 �
Embðp1Þ � Embðp2Þ

k Embðp1Þ k k Embðp2Þ k

where p1, p2 represent two phrases, Emb maps phrases to their embedded representation in the

learned semantic space.

COVIDScholar corpus analysis

Corpus breakdown

As of January 2022, the COVIDScholar corpus consists of over 260,000 total documents, of

which 252,000 are papers. The remainder is composed of 3,303 patents, 1,712 clinical trials,

1,194 book chapters, and 1,196 datasets. Of the papers, approximately 180,000 are classified as

directly related to COVID-19. Papers marked not relevant to COVID-19 are a combination of

papers on related diseases, such as SARS and MERS, or other relevant topics. In October 2020,

the total number of papers was approximately equally split between preprints and published

peer-reviewed papers (44% vs 56% respectively) while today the split stands at 20% preprints

and 80% peer-reviewed, reflecting the evolution of the literature from a high-pace, preprint-

driven modality to a more conventional mix.

Fig 5. Embedding visualization. A screenshot of the embedding projector visualizing tokens similar to “spike protein”, using FastText [44]

embeddings trained on the COVIDScholar corpus.

https://doi.org/10.1371/journal.pone.0281147.g005
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To explore the subject distribution of the corpus we trained a Latent Dirichlet Allocation

model on 10,000 documents (titles and abstracts) randomly selected from papers in our corpus

published between Jan 2020 and Jan 2022. LDA is a probabilistic model that assumes that each

document in a collection is a mixture of a fixed number of topics, and topic is a mixture of

words. LDA estimates the distribution of topics in each document and the distribution of

words within each topic, using a generative process [47]. We used the LDA model to assign

every paper published during that time to one of 10 topics. Top keywords for each topic were

used to assign a human-readable topic name, but we note that these names may not fully

describe the documents belonging to each LDA topic. A table with the full lists of topic key-

words is available in the S2 Table, and we also provide an interactive explorer for the LDA

topic model that can be opened in a web browser at www.covidscholar.org/topics. Many of the

keywords identified by our topic model were also identified by Bose et al in their analysis of

COVID-19 research papers published during the pandemic [48].

Fig 6 shows the fraction of the papers published each month that belong to each topic over

the course of the pandemic through then end of 2021 smoothed with a 2-month moving aver-

age. We observe that while most of the topics make up approximately the same fraction of

papers published over the time period, the “case numbers and pandemic growth” topic shrinks

significantly from approximately 18 percent of papers published per month to less than 7.5

percent while the “virology and mechanism” and “testing” topics grow from 1–2 percent to

more than 5 percent. It’s interesting to note that the number of papers belonging to the testing

and virology and mechanism topics make up only 10 percent of papers published in January

2022. We believe this is likely because these areas are more specialized than the other topic

areas, so relatively fewer papers were published on those subjects each month.

A breakdown by discipline of the COVID-19 relevant papers sampled in October 2020 is

shown in Table 3. We present cumulative counts from our database in this period as a snap-

shot of the research landscape as it stood in the middle of the pandemic. Approximately 85%

of papers were assigned at least one category label by our model. As may be expected, “medical

sciences” and “biological & chemical sciences” were the most represented disciplines, with

respectively 34% and 27% of the COVIDScholar corpus at the time tagged as members of these

two research areas. Overlap between these two disciplines was relatively small. Only 9,858

papers were classified as belonging to both “medical sciences” and “biological & chemical sci-

ences” while 63,927 papers belong to only one of the two.

Fig 6. LDA topic distribution by month. Fraction of papers published each month belonging to each of the 10 LDA

topics over the course of the pandemic. Lines are smoothed using the 2-month moving average.

https://doi.org/10.1371/journal.pone.0281147.g006
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Evolution of corpus size and makeup

A cumulative monthly count of COVID-19 papers in the COVIDScholar collection over the

pandemic is shown in Fig 7. Papers are categorized by the fine-tuned SciBERT model

described later in “NLP models for text analysis.” In cases where a paper falls into multiple dis-

ciplines, we add it fractionally to both categories with equal weight (e.g. a paper with two cate-

gories adds 1/2 of a paper to each.) The total number of reported US COVID-19 cases is also

plotted. Data on cases is from US Center for Disease Control, based on reports from state and

local health agencies (https://covid.cdc.gov/covid-data-tracker/#trends_dailycases).

The rate at which publications emerged in all disciplines shows a steep increase through the

early months of 2020. Between the declaration of a Public Health Emergency of International

Concern [49] by the World Health Organization in January 2020 and April 2020, the rate of

new publications approximately tripled every month, from just 91 papers published in January

to 7,135 papers published in April. After May 2020 the rate stabilized at approximately 8,000

papers per month.

Given the lag between research activity and publication, it therefore seems that by April

2020 the COVID-19 research effort had already reached full capacity. This is before the US

case count began to dramatically rise in the summer of 2020. The US government also passed

two stimulus bills, each with over $1 billion in funding allocated for coronavirus research on

March 5th, 2020 [50] and March 27th, 2020 [51]. Our data suggests that any increase in rate of

Table 3. The number of papers and fraction of total COVID-19 related papers in the COVIDScholar corpus for

each discipline in October 2020, which is a good sample of the research landscape in the middle of the pandemic.

Only papers with abstracts are classified and included in final count. A given paper may have any number of discipline

labels or no label.

Discipline Paper Count Fraction of Total

Biological and Chemical Sciences 32,722 0.27

Humanities and Social Sciences 21,022 0.17

Medical Sciences 41,063 0.34

Physical Sciences, Engineering, and Computational Studies 17,413 0.14

Public Health 27,304 0.23

https://doi.org/10.1371/journal.pone.0281147.t003

Fig 7. Overview of COVID-19 papers in corpus by discipline. Cumulative count by primary discipline of COVID-19 papers in the COVIDScholar

database and total number of reported US COVID-19 cases from January 2020 to January 2022 (Right) and focused view of January-October 2020

(Left). Papers are categorized by the classification model described in Sec. 1. Case data from the United States Center for Disease Control. Note that

only those papers with abstracts available are classified and papers can be classified with none of the labels, so the publication count is somewhat lower

than the total number of documents in the database.

https://doi.org/10.1371/journal.pone.0281147.g007
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research associated with these had already fully manifested itself within 2 months of their pass-

ing, demonstrating the rapidity of the scientific community’s COVID-19 response. Other

notable events within this time frame include the declaration of global pandemic by the WHO

on March 11, 2020 [52].

A breakdown of research in the COVIDScholar corpus by discipline is shown in Fig 8,

which depicts the fraction of monthly COVID-19 publications primarily associated with each

discipline. In this case, rather than assigning fractional papers for cases where multiple labels

are assigned, we assign papers to the disciplines with the predicted label assigned the highest

likelihood. There is a overall trend of an increasing fraction of research in the “humanities/

social sciences” category and a decreasing fraction of research in the “medical sciences” cate-

gory. The periods of February-April 2020 and June-July 2020 had more papers published in

the “biological and chemical sciences” category than at other times over the pandemic, which

correspond to periods where a large amount of research into the mechanism of infection and

possible routes for vaccines and therapeutics was being conducted.

There is a clear increase in research related to psychological impacts of lockdown and social

distancing. Between March and April 2020, many countries and territories instituted lock-

down orders, and by April, over half of the world’s population was under either compulsory or

recommended shelter-in-place orders [53]. The corresponding emergence of a robust litera-

ture on psychological impacts associated with this is the major driving force behind the

increase in COVID-19 literature from “humanities & social sciences” in our corpus. This topic

grew significantly during the first 10 months of the pandemic. We visualize this increase in Fig

9, where we have plotted the fraction of total monthly papers on selected topics related to men-

tal health and lockdown.

Summary

We developed and implemented a scalable research aggregation, analysis, and dissemination

infrastructure, and created a targeted corpus of over 260,000 COVID-19 related research

Fig 8. Fraction of total COVID-19 papers in corpus by primary discipline. Fractions are calculated based on total

over calendar month. Papers are categorized by a fine-tuned SciBERT classification model (see “NLP models for text

analysis”), and assigned to the discipline with highest predicted likelihood for this breakdown.

https://doi.org/10.1371/journal.pone.0281147.g008
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documents. At the height of the early pandemic, the associated search portal, https://

covidscholar.org, served over 8,600 weekly scientific users at its peak and has served a total of

more than 33,000 users since its release in 2020. The large amount of open data and enormous

scientific interest in COVID-19 during the pandemic have made it an ideal use-case for large-

scale AI-driven scientific literature aggregation efforts, but the infrastructure we have

described is domain-agnostic and presents a blueprint for future situations where there is

rapid production and dissemination of new research. We hope that this work and its accompa-

nying software packages can provide useful guidance in those circumstances.
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