
PNAS Nexus, 2022, 1, 1–8

https://doi.org/10.1093/pnasnexus/pgac137
Advance access publication date: 29 July 2022

Research Report

The advantage of the right in social media news sharing

Sandra González-Bailón a,*, Valeria d’Andrea b, Deen Freelonc and Manlio De Domenico b,d,*

aAnnenberg School for Communication, University of Pennsylvania, Philadelphia, PA 19104, USA
bComplex Multilayer Networks Lab, Center for Digital Society, Fondazione Bruno Kessler, Trento 38123, Italy
cHussman School of Journalism and Media, University of North Carolina at Chapel Hill, Chapel Hill, NC 27514, USA
dDepartment of Physics & Astronomy, University of Padua, Padova 35131, Italy
∗To whom correspondence should be addressed: Email: sgonzalezbailon@asc.upenn.edu; manlio.dedomenico@unipd.it
Edited By: Karen E. Nelson

Abstract

We analyze social media activity during one of the largest protest mobilizations in US history to examine ideological asymmetries
in the posting of news content. Using an unprecedented combination of four datasets (tracking offline protests, social media activity,
web browsing, and the reliability of news sources), we show that there is no evidence of unreliable sources having any prominent
visibility during the protest period, but we do identify asymmetries in the ideological slant of the sources shared on social media,
with a clear bias towards right-leaning domains. These results support the “amplification of the right” thesis, which points to the
structural conditions (social and technological) that lead to higher visibility of content with a partisan bent towards the right. Our
findings provide evidence that right-leaning sources gain more visibility on social media and reveal that ideological asymmetries
manifest themselves even in the context of movements with progressive goals.
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Significance Statement:

Existing research suggests that left- and right-wing activists use different media to achieve their political goals: the former op-
erate on social media through hashtag activism, and the latter partner with partisan outlets. However, legacy and digital media
are not parallel universes. Sharing mainstream news in social media offers one prominent conduit for content spillover across
channels. We analyze news sharing during a historically massive racial justice mobilization and show that misinformation posed
no challenge to the coverage of these events. However, links to outlets with a partisan bent towards the right were shared more
frequently, which suggests that right-leaning outlets have higher reach even within the confines of online activist networks built
to enact change and oppose dominant ideologies.

Introduction
On 2020 June 6, people across the United States joined one of the
largest mobilizations in the country’s protest history (1). The im-
mediate trigger was the killing of George Floyd while in police cus-
tody, but the scale of the mobilizations reflected years of organiz-
ing by a decentralized political movement seeking to end police
brutality and advocate for criminal justice reform (2). The move-
ment, initiated in 2014 around the #BlackLivesMatter (BLM) hash-
tag, has become a global symbol of social justice, and a promi-
nent example of a new form of digital activism that defies old
forms of organizing. Online networks, and the flows of informa-
tion they allow, are the backbone of this type of mobilization:
these networks help activists create alternative spaces in which
to articulate discourses that are excluded for mainstream me-
dia (3). Of course, these tools are also available to other types
of activism, including less progressive forces. Recent scholarship
has started to pay attention to the asymmetries that charac-
terize different forms of digital activism (4), but there are still
many unknowns about how different actors use online tools as

part of their repertoire, or how delimited different publics are
online (5).

One idea that is receiving increasing empirical support is that
the political left and the political right use media in different
ways. Online media on the left and the right face different incen-
tive structures and constraints that lead to different architectures
and susceptibility to propaganda (6). This phenomenon, known
as ideological asymmetry, manifests in a variety of ways. Adher-
ents of the left, the argument goes, tend to consume more main-
stream media (7), trust fact-checkers more (8), and curate more
diverse personalized information environments (9) than right-
wingers. The left engages heavily in hashtag activism—the use
of social media hashtags to brand a political cause both on- and
offline—but the lack of research on right-wing hashtag activism
makes ideological comparisons in this area difficult (4). People on
the right tend to trust mainstream media less (10), spread more
false news (6, 11), and tolerate the spreading of misinformation
by politicians more than the left (12). Right-wing distrust of both
the mainstream media and the set of internet platforms known
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as “Big Tech” has led followers to opt in to the “right-wing media
ecosystem” of more congenial outlets (7) as well as “alt-tech” so-
cial media that offer more permissive terms of use (13).

While existing work on ideological asymmetry tells us much
about how the left and right differ in terms of their distinctive
styles of online political engagement, less is known about what
happens when the two sets of tactics collide. Social media are
sites of political contestation, and individuals on opposite sides
of the same issue often clash directly and indirectly for atten-
tion, resources, and ideological converts. A key question here
is: When left and right clash online, who is more successful in
spreading their message? On the one hand, proponents of what
might be called the “advantage of the right” thesis point to the
structural conditions that allow better message production and
dissemination—conditions that take the form of money and free
time (14) or, in the digital realm, algorithmic amplification, which
gives right-leaning content more visibility (15); and they also point
to the greater audience susceptibility and engagement with mor-
alized content (16). On the other hand, those predicting greater
prevalence and circulation of left-wing messages can point to the
fact that left-leaning users outnumber the right on Twitter (17, 18),
and that left-wing hashtag activism campaigns such as #BLM and
#MeToo have gained massive success (2, 3). These two realities co-
exist online. For example, in the early days of the BLM movement
(2014 to 2015), left-wing, anti-police brutality voices far outnum-
bered the pro-police right on Twitter (2). But on the issue of mass
shootings, messages supporting gun rights on Twitter are more
numerous than those advocating gun control (19). So far, little if
any research has investigated the question of how such ideolog-
ical contests shape the visibility of political messages on social
media. Here, we address this question in the context of the BLM
movement.

Our analyses consider three outstanding questions regarding
ideological asymmetries in contested online spaces: First, whose
messages reach the most people? Second, which ideological side
consumes the most low-quality content (i.e. misinformation)?
And third, how common in the conversation is low-quality con-
tent in terms of prevalence and consumption? Our results support
the “amplification of the right” thesis, finding that content with
a right-leaning partisan slant is viewed and shared substantially
more than left-leaning content. This gives right-leaning outlets an
advantage to the extent that they gain higher visibility and levels
of engagement, both crucial in the attention economy that char-
acterizes digital media. Unreliable content, on the other hand, is
very infrequent and low in visibility overall: only a very small com-
munity of Twitter users share unreliable sources. But to the extent
that right-leaning sources are, on the aggregate, more visible, our
results also suggest that activist networks are seeded with mes-
sages that are not necessarily aligned with their framing of events,
limiting the impact that online activism can have on public dis-
course.

Data
Our data come from four different sources: Twitter’s Application
Programming Interface (API); records of offline protest events; web
tracking data; and reliability ratings for news websites. We use
Twitter data to reconstruct social media activity around the 2020
June 6 mobilizations, and protest event data to build a benchmark
to compare online activity with offline actions. Figure 1 shows
a comparison of the timeline and location of protest events ac-
cording to the Crowd Counting Consortium (20) with the time-
line and location of the tweets, we analyze (see Figure S2 in the

“Supplementary Material” section for an alternative source of
protest events data). There are obvious parallels both in terms
of volume (the peak in online activity coincides with the peak of
protest events on June 6) and in terms of geographic distribution
in the contiguous United States (see the “Supplementary Mate-
rial” section for more details on the data and alternative counts
of offline protest events). To differentiate different types of Twit-
ter users, we classify accounts in three groups: media accounts,
bots, and human accounts. This classification relies on bot detec-
tion techniques (see the “Materials and methods” and the “Supple-
mentary Material” sections for technical details). Building on prior
work (21, 22), we used the label “media” as a shorthand to refer to
accounts with bot-like behavior that are also verified by Twitter.
These include the accounts of public figures, journalists, or news
organizations. We labelled as “bots” automated accounts that are
not verified by Twitter, and the rest are classified as human ac-
counts. Figure 1C shows that most messages are generated by hu-
man accounts, but a large fraction of the total volume is generated
by unverified bots. Less than 1% of all accounts fall in the “media”
category. As we show in the Supplementary Material, this cate-
gorization also reveals other expected differences (for instance,
verified accounts post more reliable content, see Figure S15).

We parsed all the tweets to extract URLs, when present, and we
identified their registered domain. This yielded a list of N = 2,176
unique domains. We matched these domains with web browsing
data collected during the same period from a representative panel
of the US population (see the “Materials and methods” section).
This web panel allowed us to obtain measures of audience reach
(i.e. the fraction of the online population accessing the domains)
and the partisanship composition of these audiences (i.e. the frac-
tion of users accessing the domain that self-identify as Republican
or Democrat). We use party identification to compute a variable
of ideological slant, derived from the partisan sorting of the audi-
ences accessing those domains. By looking at the composition of
audiences along partisan divides, we are differentiating domains
that are favored by different types of people. Our assumption is
that audience composition tells us something about the slant of
the coverage provided by the domains (i.e. news sources). This is
an assumption that we share with prior research (e.g. 23, 24–26)
but that may yield different classifications compared to content-
based or editorial measures of ideological bias (e.g. those provided
by AdFontes or AllSides). With this measure of audience compo-
sition, we compute ideological scores that we assign to domains
and to the Twitter users posting those domains. We also matched
the domains with reliability scores that rate the credibility of news
and information websites. Sites receive a trust score on a 0 to 100
scale based on criteria related to the credibility of the information
published and the transparency of the sources (see the “Materi-
als and methods” and the “Supplementary Material” sections for
more details).

Results
Most URLs shared during the protest mobilizations lead to
“News/Information” domains. As Figure 2A shows, this is by far the
most popular category (see Table S1 for examples of top domains
within these groups). Within the news category, local news prevail
(panel A inset). Panel B plots the distribution of the party scores
for all domains. Most of these sites have audiences that include
roughly the same number of Democrats and Republicans. Panel
C shows a moderate correlation between audience reach on the
web and number of tweets pointing to the domains (see Figures
S5 to S8 in the “Supplementary Material” section for more details
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Fig. 1. Temporal and spatial distribution of protest events and tweets. The upper row shows the number (A) and location (B) of protests organized in
the contiguous United States. The lower row shows the count (C) and location (D) of the tweets in our data set. Overall, Twitter activity reflects a
similar temporal and spatial distribution to offline protest events, with June 6 being the day of greatest activity. Most of the tweets are generated by
human accounts (∼58% of all accounts), but unverified bots (∼42%) generate a very large fraction of the total volume. Verified media accounts (<1%)
generate a very small fraction of messages. See the “Materials and methods” and the “Supplementary Material” sections for more details on data
sources and classifications.

on the reach and ideology distributions of these domains). Once
we control for the audience reach of the websites and their clas-
sification in the “News/Information” category, domains that lean
Republican are more frequent both in terms of total counts and
unique counts of URLs shared (panel D). This pattern remains
even when we exclude bot activity from the counts (see Figure
S3 and Tables S3 and S4 in the “Supplementary Material” sec-
tion). These results suggest that right-leaning outlets (in a par-
tisan sense) are more visible, which is a surprising finding given
the liberal bias of the Twitter user base and the specific stream of
protest-related information we analyze.

Figure 3 unpacks the ideological slant of the three more
frequent categories within the “News/Information” group: local
news, general news, and politics (or partisan) domains (see Fig-
ures S4 and S7 in the “Supplementary Material” section for the
top 30 domains within these categories). The figure reveals a shift
towards the right of the distribution for party scores as we move
from local news, to general news, to political domains. There are
no strong differences in ideological scores for the three types of
accounts (media, bots, and humans), but verified media accounts
tend to share political URLs that lean more clearly towards the
right (see Figures S13 to S15 in the “Supplementary Material” sec-
tion). This ideological asymmetry suggests that the stream of in-
formation around BLM hashtags (and the offline protest events)
was punctuated by messages systematically drawing attention to
content from right-leaning domains. Even if sharing URLs does

not necessarily amount to endorsement, retweeting activity am-
plifies sources of information that (our results show) have a clear
ideological leaning.

To further illustrate these dynamics of amplification, Figure 4
shifts the focus of attention from domains as the unit of analy-
sis to the users posting those domains. We built the retweet (RT)
network and calculated centrality measures (see Table S2 and Fig-
ure S16 in the “Supplementary Material” section for descriptive
statistics). Panels A and B show the results of regression models
where the dependent variable is number of RTs received (or in-
coming strength centrality, log-transformed). Panel A shows that
verified media accounts are the most central accounts [consistent
with prior research (21)], but also that posting tweets that con-
tain URLs is associated with an increase in centrality in the RT
network. We assign ideological scores to users based on the do-
mains they share. The most central amongst this subset of users
(panel B) are those posting a higher number of messages contain-
ing URLs; controlling for this, and for the number of followers,
users that post URLs to Republican-leaning domains also receive a
higher number of RTs (see Tables S5 and S6 in the “Supplementary
Material” section for full regression results). These results suggest
again that right-leaning domains have an advantage in terms of
visibility and engagement: messages pointing to these sources of
information receive more traction in the diffusion of content.

Panel 4C shows the RT network collapsed to its communi-
ties (the network has a high modularity score, Q = 0.88; see the
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Fig. 2. Domains shared on Twitter during the protests. Most of the URLs go to news/information domains (panel A); within this category local news
prevail (A inset). We assign ideological scores to these domains based on their audience composition in terms of party affiliation (panel B, see the
“Materials and methods” section for details on calculations). The score equals -1 when a domain is visited exclusively by Democrats and 1 when it is
visited exclusively by Republicans (0 means that Republicans and Democrats are equally likely to visit the domain). Panel C looks at the association
between the audience reach of these domains on the web (i.e. the fraction of the US online population accessing the domains during this period) and
the number of tweets that contain URLs to those domains (note that only a few labels are shown to improve legibility). Domains in blue have a
favorability score below the mean (e.g. their audiences lean Democrat) and domains in red have a favorability score equal or above the median (e.g.
they lean Republican). Panel D shows the results of linear models predicting domain visibility (measured as total URLs shared and unique URLs
shared, both log-transformed, 95% CI). Web audience reach is the most important predictor of visibility on Twitter, and URLs pointing to
“News/Information” domains are also more salient than non-news URLs. Controlling for these two variables, Republican-leaning URLs appear in more
tweets, both in terms of total counts and unique counts (see the “Supplementary Material” section for regression tables and other specifications).

A B C

Fig. 3. Ideology distributions by domain subcategory. The panels in this figure show ideology distributions for the three most frequent categories
within the “News/Information” group: (A) “local news”; (B) “general news”; and (C) “politics” (see Figure S4 in the “Supplementary Material” section for
the top 30 domains within these subcategories). The “general news” and “political news” domains shared during the protests have a clear right-leaning
slant. The shift to the right tail of the ideological distributions is particularly clear for political domains.
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Fig. 4. Ideology and reliability in the RT network. Panels A and B show the results of linear models predicting the number of RTs received by user
accounts (log-transformed, 99% CI). Accounts posting URLs have a higher centrality in the RT network. Accounts posting URLs to Republican-leaning
domains receive more RTs (see the “Supplementary Material” section for regression tables and other specifications). Panel C shows the RT network
collapsed to the ∼280 communities identified by a random-walk algorithm (33). The network is very modular (Q = 0.88). Each community represents a
group of accounts that RT each other more frequently; color encodes the reliability score assigned to each community based on the URLs shared. Most
communities share URLs to reliable content, but the cluster on the top left has lower average reliability scores. Panel D extracts the top 10
communities in terms of size (i.e. number of user accounts classified in each), and panel E expands this subset to illuminate their average party scores
(edge weight is proportional to number of RTs across communities). The two largest communities are #1 (N ∼ 1900) and #20 (N ∼ 1400). Users in these
two communities do not RT each other. The most central user in community #1 is an American attorney who specializes in civil rights; the most
popular news domain in this community is “cnn.com”. The most central user in community #20 is a conservative talk radio host; the most popular
news domain is “foxbusiness.com”. The structural hole, or sparsity of RTs, separating these two communities (and the clusters around them) is
suggestive of a divide in the diffusion of #BLM messages in two distinct sets of users; however, these two groups do not map onto the two halves of the
ideological continuum, as indicated by the average party scores, all above the 0 line (and, therefore, with a right-leaning slant).

“Materials and methods” section for details on our community
detection method). Each node represents a community, and the
edges capture RTs among users in these communities. Node color
encodes the average reliability score of the URLs shared within
each community (see also Figures S9 and S10 in the “Supplemen-
tary Material” section for more details on reliability scores). As the
plot shows, most content rates high in the reliability scale (60 or
higher). There is a cluster of communities in the top left that have
lower average reliability, and one small community in this cluster
clearly sharing unreliable sources (in red) but the users in these
communities amount to a very small fraction of all users [the se-
cluded nature of the users interacting with less reliable sources
is also consistent with prior research (6)]. Panel D extracts the top
10 communities, in terms of size, and panel E expands this sub-
graph to show additional detail. The RT network reveals a clear
division separating two sets of users: the most popular user on
one side of the divide is a conservative talk radio host; the most
popular user on the other side of the divide is a civil rights attor-
ney. The sparsity of RTs separating these users and their clusters
suggests that #BLM messages diffused in two distinct sets of com-
munities with different stances and attitudes. And yet these two
groups do not map onto the two halves of the ideological con-
tinuum: the average party scores are all above the 0 line, reflect-
ing the higher visibility that, overall, right-leaning domains have
even within the confines of networks formed to advance social
change.

Discussion
Social media have allowed users to create a public sphere where
progressive movements (among others) can frame political causes
in their own terms. These spaces, however, also host opposing
voices, including those of conservative actors and mainstream
media gatekeepers. Here, we document the clash of perspectives
that arose on Twitter around the BLM protests in 2020. Critically,
we address the questions of who produces news coverage and how
audiences respond to it. Social media users consume much more
content than they produce (27), which allows mainstream media
and other content creators to have an influence on the platform.

Our analyses show that most of the news sources posted on
social media as the massive street protests unfolded are produced
by media with a right-leaning ideological slant (in partisan terms)
and that this content generates more engagement in the form of
retweet activity, thus increasing its reach. Right-leaning media are
unlikely to portray the protest events in the movement’s terms,
and their visibility in this stream of information is indicative of the
ideological clash that characterize contested online spaces. Our
results suggest that right-leaning domains do better (in terms of
gaining visibility and engagement) than left-leaning domains. The
right, in other words, has an advantage in the attention economy
social media creates.

Even if some of this visibility arises from counter-attitudinal
sharing (i.e. sharing content to criticize it), the boost in visibility
is real, and is accelerated through social and algorithmic forms
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of amplification. The social signals users create when engaging
with content (to praise or criticize it) are picked up by the au-
tomated curation systems that determine which posts are seen
first on users’ feeds. Our analyses cannot parse out which of these
mechanisms (intentional seeding versus counter-attitudinal shar-
ing; social versus algorithmic amplification) are the most relevant
in explaining the asymmetries we observe. But these asymme-
tries are the aggregated manifestation of social and technological
mechanisms and, regardless of the motivation of users in sharing
certain URLs or the specific parameters of curation algorithms,
the result is still an asymmetric information environment where
some coverage gains more traction and visibility.

The increased visibility of right-leaning content we identify can
also result from the larger supply of content with a specific par-
tisan slant: the users in our data are, in the end, picking content
to share from a set of available sources. It is plausible that the
asymmetry starts at the supply stage within the larger media en-
vironment, where news deserts are growing, and the gaps left by
local newspapers is being filled by a network of websites created
by conservative political groups (28) known as the right-wing me-
dia ecosystem (7). Given our focus on how Twitter was used during
the protest events, our results can only illuminate how the asym-
metry manifests on the platform, but not whether this is partly
the downstream effect of an increasingly asymmetric news land-
scape with an unbalanced supply of news. Future research should
try to document whether these asymmetries affect the supply of
content, not just engagement with it.

Empirical results are always contingent on measurement. Fu-
ture research should also try to replicate our findings on different
social media platforms and using different measures of ideology.
Our analyses use audience-based measures but alternative mea-
sures could be based, for instance, on voter registration records
(e.g. 6) or content-related measures of media bias (e.g. 29). In the
meantime, existing research already speaks to the generalizabil-
ity of the patterns we identify. A recent research paper using an
experimental approach, different measures of ideology, and a dif-
ferent timeframe shows results that are consistent with our main
claim that the right has an advantage in social media (15). This
work suggests there is an algorithmic amplification of the main-
stream political right in six of seven countries analyzed. Even
though the main focus of this work is on elected legislators from
major political parties, the paper also contains results for news
content in the United States. The results reported for news are
less clear than the results reported for legislators, but the find-
ings are still suggestive of amplification of right-leaning sources.
Our approach to labeling the ideological slant of web domains is
very different (again, we rely on the self-placement of audiences
accessing those domains on the web, instead of content-based
labels provided by AdFontes or AllSides); but our results show-
ing the prevalence of right-leaning domains are consistent. This
alignment suggests that the findings we report here are not con-
tingent on our data or research design choices. If anything, our
empirical context (the BLM protests) offers a more stringent test
to document the advantage (i.e. the increased visibility) of right-
leaning outlets.

Together, these findings show that mainstream media can
shape events even in the context of activist networks. Their
prominence dilutes the power of activism to frame events, and it
lengthens the shadow of what we call the “advantage of the right”:
a disproportionate tendency of right-wing media voices to gain
visibility in ideologically diverse social media spaces. The dom-
inance of right-leaning voices on social media has been docu-
mented anecdotally in journalistic accounts (e.g. 30, 31) but there

is still a lack of systematic empirical evidence offering support to
this claim. Here, we provide that type of evidence, and proof that
ideological asymmetries manifest even in the context of move-
ments with progressive goals.

In sum, our work shows that on one of the most prominent po-
litical issues of the 21st century, the perspective of right-leaning
outlets dominated on Twitter. As discussed, this is surprising in
some respects, especially given the well-documented population
advantage of liberals over conservatives on the platform (17, 18).
Yet it accords with studies of the right-wing media ecosystem,
which has developed as an alternative to more centrist main-
stream media and regularly attracts mass attention on contro-
versial issues (7, 32). The prevalence of right-wing media content
about BLM protests and protesters poses a challenge to the lat-
ter’s attempts to set the media agenda and attract supporters.
Future research should determine if the advantage of the right
on display here also applies at other times and for other politi-
cal issues; it should also aim to improve our measures and of-
fer a more granular definition of what counts as misinformation
or low-quality content (e.g. our domain-level measures mask het-
erogeneity in quality and bias at the news story level). Yet our re-
sults stand on their own as a demonstration of the prominence
that right-leaning media have in the social media marketplace of
ideas.

Materials and methods
Data
We collected social media data through Twitter’s publicly avail-
able API by retrieving all messages that contained at least one rel-
evant hashtag (see the “Supplementary Material” section for the
list of keywords). In total, the data consists of N ∼ 52 million tweets
(all languages and locations). We restricted our main analyses to
tweets written in English and produced from the United States
for the time period 2020 May 28 to 2020 June 16 (20 days). This
filtered dataset is formed by N ∼ 1.3 million unique tweets (see
Section 2 in the Supplementary Material, and Figures S11 and S12,
for tests on how the filtering affects our measures of visibility). To
benchmark online activity with the actions taking place on the
streets across the country, we obtained protest event data from
the Crowd Counting Consortium (20). The web-tracking data offer-
ing reach estimates and audience-based ideological scores comes
from Comscore’s Plan Metrix panel (N ∼ 12,000), and it covers the
same period as the Twitter activity data (2020 May to 2020 June).
Following prior work (23, 24), we assign ideology scores to these
domains using the audience-based measure favp (d) = (R−D)

(R+D) .
These favorability scores equal -1, when a domain is visited ex-
clusively by Democrats and 1, when it is visited exclusively by Re-
publicans. The calculations exclude panelists that self-identify as
“Independent”. We used Comscore’s classification of web domains
when available (e.g. news/information, entertainment, etc.), and
we manually checked to solve inconsistencies, errors, and missing
labels (see the “Supplementary Material” section for more details).
Finally, the reliability scores come from NewsGuard, a journalism
and technology company that rates the transparency and credibil-
ity of news and information websites. We use the scores assigned
to domains during the same period covered by the Twitter data
(2020 May to 2020 June). These scores are provided at the domain
(source) level, which may mask unreliable information published
in specific news stories (see the “Supplementary Material” section
for more details on the data, sources, and additional descriptive
statistics).
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Methods
We identify automated accounts using a bot classification tech-
nique trained and validated on publicly available datasets. Using
80% of the data for training and the remaining 20% for validation,
the model achieves a classification accuracy of about 90%. When
applied to an independent dataset to test out-of-domain perfor-
mance, the classification accuracy decreases to 60%, which sug-
gests the model can be generalized to new data but also that per-
formance decreases with respect to training and validation sets
(as is well known in the literature, see the “Supplementary Ma-
terial” section for more details on the model and cross-validation
checks). We build the weighted version of the retweet network and
calculate centrality scores on the largest connected component
(see Table S2 in the “Supplementary Material” section for descrip-
tive statistics). We identify communities in the network using a
random walk algorithm designed to identify dense subgraphs in
sparse structures (33).

Models
The regression models have two main dependent variables (DVs):
the number of URLs shared for every domain (total count and
unique count); and centrality in the RT network for every user
(number of RTs received). For domains, the main control vari-
ables are audience reach on the web and category (binary at-
tribute identifying the domains classified as “news”). The ideo-
logical scores of the domains are the main variables of interest.
For users, the main control variables are number of followers and
friends, RTs made, and account type (media, bot, or human). The
main variable of interest is whether the user posted URLs and, if
so, of which ideological slant (see the “Supplementary Material”
section for additional details and model specifications).
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