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Summary

Uncovering the cis-regulatory code that governs when and how much each gene is transcribed in 

a given genome and cellular state remains a central goal of biology. Here, we discuss major layers 

of regulation that influence how transcriptional outputs are encoded by DNA sequence and cellular 

context. We first discuss how transcription factors bind specific DNA sequences in a dosage-

dependent and cooperative manner, and then proceed to the cofactors that facilitate transcription 

factor function and mediate the activity of modular cis-regulatory elements such as enhancers, 

silencers, and promoters. We then consider the complex and poorly understood interplay of 

these diverse elements within regulatory landscapes and its relationships with chromatin states 

and nuclear organization. We propose that a mechanistically informed, quantitative model of 

transcriptional regulation that integrates these multiple regulatory layers will be the key to 

ultimately cracking the cis-regulatory code.

eTOC blurb

The cis-regulatory code dictates how DNA sequence controls quantitative transcription levels of 

each gene depending on cellular context. Kim and Wysocka review progress and challenges in 

understanding the layers of this code, from transcription factor binding to cofactor recruitment and 

ultimately cis-regulatory element specificity and function within complex regulatory landscapes.

One of the fundamental goals of biology is to understand how organisms decode genetic 

information into phenotypes—that is, unique biological characteristics and functions. This 

decoding occurs over distinct steps; as Francis Crick hypothesized in his Central Dogma1, 

beginning with the linear sequence information in DNA being transferred into RNA and then 
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into protein. The most archetypal of these steps is encapsulated by the genetic code, which 

describes how each sequence of nucleotides in a messenger RNA molecule is translated into 

a string of amino acids2.

Since the seminal discovery that the protein-coding regions of the genome remain largely 

conserved between humans and chimpanzees, it has long been postulated that phenotypic 

divergence between and within closely related species arises in large part from quantitative 

changes to gene expression3. These changes are to a great extent genetically encoded, as 

evidenced by high heritability of many phenotypic traits in different species and within 

human populations, suggesting the existence of another DNA-based code that dictates 

them4. This code is often referred to as the ‘cis-regulatory code’ because gene expression 

is controlled by the regulatory DNA elements which typically act in ‘cis’, meaning at the 

same chromosomal allele (and, as discussed below, usually within the same chromosomal 

neighborhood) as the gene they regulate. In contrast to the genetic code, however, the 

cis-regulatory code remains ill-defined and difficult to crack. In this review, we compare and 

contrast the genetic and cis-regulatory codes, discuss features of the cis-regulatory code that 

make it challenging to comprehensively decipher, outline our current understanding of these 

features, and consider approaches moving forward.

What is the cis-regulatory code?

The term ‘code’ implies conversion of one form of information to another, akin to the 

mapping between nucleotides to amino acids in the genetic code. Broadly, the cis-regulatory 

code can be described as the mapping between DNA sequence and gene expression level. 

(For simplicity, in this review we will equate the gene expression level with transcriptional 

activity; nonetheless it is important to note that post-transcriptional regulatory mechanisms 

also play key roles in gene regulation and in phenotypic divergence between and within 

species). A solution to the code should be predictive; as the genetic code allows one 

to predict the amino acid sequence given a messenger RNA sequence, the cis-regulatory 

code should allow one to predict transcription levels from DNA sequence. However, this 

definition remains vague: How much DNA sequence is needed to achieve a comprehensive 

prediction of gene expression? Is it adequate to predict transcription of one gene at a time? 

And transcription in what cellular contexts? This ambiguity reflects three major challenges 

of the cis-regulatory code, which contrast three fortuitous features of the genetic code that 

facilitated efforts to decipher it: the genetic code is universal, modular, and qualitative. In 

contrast, as we discuss below, the cis-regulatory code is context-dependent, in part modular, 

but with complex and poorly understood relationships between modules, and quantitative.

A single, universal genetic code is used in all cell types in an organism and among 

virtually all species, with minor variations in organelles and prokaryotes, reflecting the early 

evolution of translational machinery2. The cis-regulatory code is instead highly dependent 

on cellular context, because the transcription factors that directly read DNA sequences differ 

from one cell type to another5, as do epigenetic marks such as DNA methylation that can 

modulate transcription factor binding to DNA6. Though it can be tempting to treat the 

hundreds of major cell types as separate identities, single cell studies have demonstrated 

how they are linked by uncountable transient intermediate states that can occur naturally 
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in development or only in diseased or experimentally perturbed states. Ultimately, a solved 

cis-regulatory code would be integrated across the continuum of cell states and be able to 

predict how perturbations to cell state affect transcription in development and disease.

A second challenge of the cis-regulatory code is the size of the input DNA sequence. In 

the genetic code, each RNA molecule and the triplet codons within each open reading 

frame are modular—they are independent (one codon does not affect any others, except 

stop codons) and non-overlapping. But in the cis-regulatory code, is the entire genome 

necessary to predict the expression level of all genes? Many have focused on the more 

operational prediction of the impact of short DNA sequences on the expression of one 

reporter gene7, as this is experimentally feasible. Indeed, many short cis-regulatory elements 

such as the 480 bp minimal even-skipped stripe 2 enhancer8 are capable of individually 

regulating transcription and can often be treated as modular units9. However, such fragments 

can fail to fully explain the activity of larger genomic regions10, as many cis-regulatory 

elements interact physically or epistatically, across megabases of DNA (e.g. at the SOX911 

and MYC loci12) and even across chromosomes (e.g. during olfactory receptor selection)13. 

Thus, a complete solution to the cis-regulatory code must be able to predict how large 

genomic regions, each containing tens or hundreds of cis-regulatory elements with complex 

relationships among each other, control the expression of multiple genes.

A third twist to the cis-regulatory code is that unlike the qualitative genetic code governing 

the identity of translated peptides, the cis-regulatory code aims to describe the quantitative 

levels of transcription. Genes are not simply ‘on’ or ‘off’ but exhibit precise levels 

of transcription controlled by the frequency of RNA polymerase molecules traversing 

the gene14. Transcription occurs in ‘bursts’ whose frequency and amplitude are subject 

to regulation, but which are inherently stochastic15. As a result of this discontinuous 

process, the two gene alleles within the same cell (even if genetically identical) can have 

distinct transcriptional status at any given moment in time, whereas within a population 

of cells of the same ‘type’, transcript levels can vary widely between individual cells. 

Yet, even relatively subtle changes in gene expression (~2-fold or less) can dramatically 

impact development or increase risk of disease. For example, modest downregulation of 

SOX9 causes the craniofacial syndrome Pierre Robin Sequence11, while upregulation of 

PDGFRA16 or MYC17 accelerate cell proliferation and can drive cancer. These examples 

underscore the importance of quantitatively precise regulation of transcription. Thus, the 

ultimate goal of solving the cis-regulatory code requires quantitatively accurate predictions 

of transcription levels.

Given the aforementioned context-dependent, complex, and quantitative nature of the cis-

regulatory code, can we understand how precise transcription levels of more than 20,000 

genes across essentially uncountable cell states are encoded in the 3 billion bases of the 

human genome? Although this goal still remains elusive, the field has made enormous 

progress in understanding the broad rules by which DNA sequences encode transcriptional 

outputs. For the purpose of this review, we divide these mechanisms into four levels at which 

they operate, from smallest to largest in genomic scale: 1) the reading of DNA sequence 

by transcription factors, 2) the modular function of individual cis-regulatory elements, 

3) interactions and compatibility between distal cis-regulatory elements and their target 
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promoters, and 4) relationships among diverse cis-regulatory elements within a complex 

regulatory landscape (Figure 1). Below, we discuss these four regulatory levels in turn.

From DNA sequence to transcription factor (TF) binding

TFs bind a subset of their motifs

The minimal unit of the cis-regulatory code—paralleling the codon of the genetic code

—is the transcription factor binding site (TFBS). Transcription factors contain typically 

structured and evolutionarily conserved DNA binding domains that recognize and bind a 

6–12 bp DNA sequence called a TF ‘motif’5. TF motifs are often depicted as a sequence 

logo or position weight matrix (PWM) that represents the degeneracy in TF binding 

specificity. The deep conservation of DNA binding domains and high-throughput methods 

for measuring TF sequence specificities in vitro have enabled the cataloguing of roughly 

1600 TFs in humans (though more may exist), and characterizing binding motifs for a large 

fraction of these known TFs5.

Yet, TF binding motifs are insufficient to predict DNA binding in vivo for most TFs. 

While most TF binding sites contain at least an imperfect match for their preferred motifs, 

most TFs bind only a small fraction of their motif matches in the genome18. While efforts 

to better encapsulate TF specificity by including nucleotides flanking the core motif19 or 

using more complex representations of sequence preference (e.g. dinucleotide motifs, DNA 

shape20) can improve predictions of genomic binding for some TFs, the best predictor of 

in vivo binding for most TFs is chromatin accessibility as measured by DNase-seq21,22 

or ATAC-seq23. This observation has largely been attributed to the occupancy of DNA 

by nucleosomes that must be outcompeted or evicted either by so-called ‘pioneer’ factors 

that possess a special capacity to bind nucleosomal DNA24 or combinations of co-bound 

TFs25,26.

TFs bind DNA in nucleosomal context

The idea of pioneer factors was conceived as an explanation for TFs that bound 

enhancer sequences in a closed chromatin state preceding subsequent activation during 

development27. Thus, in their original definition pioneer factors are able to both access 

nucleosome-bound DNA and facilitate enhancer competence for binding of other TFs28. 

Consequently, pioneer factors are associated with TF cocktails capable of inducing cellular 

reprogramming upon overexpression, such as the OSKM (Oct4, Sox2, Klf4, c-Myc) 

pluripotency factors29, as their nucleosome-binding ability30 is thought to allow them 

to function outside of their native cell state. TFs clearly vary in their capacity to bind 

nucleosomal DNA in vitro31,32 and closed chromatin in vivo33, with variation even among 

paralogs with conserved DNA binding domains.

Although pioneering activity is often described as a binary trait of TFs that allows binding 

to any cognate motif regardless of nucleosome occupancy, multiple lines of evidence suggest 

that pioneering is both mechanistically diverse and highly context-dependent. First, pioneer 

factors span many TF families (i.e. protein folds) and can bind nucleosomal DNA with 

different positional preferences (e.g. near nucleosomal ends, at the dyad, or periodically 
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along the exposed sections of the DNA major groove)31,32,34. Second, the catalog of 

pioneer vs. non-pioneer TFs remains far from complete, and the precise distinction remains 

unclear. A recent study showed that a well-characterized pioneer factor, FOXA1, and a TF 

described as a non-pioneer factor, HNF4A, were equally capable of opening chromatin upon 

overexpression in a context in which neither is normally expressed, to a degree dependent 

on TF expression level35. While pioneering mechanisms often invoke direct functions such 

as bending DNA to unwrap it from histones34, pioneer TFs can also recruit nucleosome 

remodelers36. Whether pioneering activity is dependent on remodeler recruitment and 

whether remodelers might allow non-nucleosome-binding TFs to open chromatin remains 

largely unexplored. However, a recent in vitro study on the hematopoietic TF PU.1 provided 

an early proof-of-principle that pioneer factors can in fact facilitate activity of nucleosome 

remodelers at specific DNA sites—in this case, in a manner dependent not on the DNA 

binding domain, but on the intrinsically disordered region of PU.137. And third, pioneer 

factor activity is context-dependent: even pioneer TFs like OCT4 or SOX2 usually bind 

distinct sites in different cell types, reflecting cooperativity with other TFs that is required at 

least for stable binding38,39. Thus, the mechanism and extent of nucleosomal DNA binding 

appears to be one of several regulatory layers controlling which DNA sequences TFs can 

bind.

TF cooperate to bind DNA

A key (and importantly, non-exclusive) alternative to the pioneer factor model is that 

multiple TFs cooperate to outcompete nucleosomes together by binding within the same 

nucleosomal distance of ~150 bp25. While the idea of cooperativity among multiple co-

bound TF molecules is not new, the precise nature of this cooperativity remains debated. 

Initial studies of the INFβ enhancer suggested that an array of different TFs must bind in 

tight spacing to allow protein-protein interactions that mediate cooperativity40. However, 

subsequent studies revealed that different enhancers have diverse sets of bound activators in 

different arrangements, in line with the more flexible nucleosome-mediated cooperativity. 

Even in the original enhanceosome, TFs make few protein-protein contacts41; instead many 

TFs have been shown to cooperate via DNA-mediated cooperativity42, in which specific TFs 

bind adjacently in certain arrangements and spacings to stabilize joint DNA binding.

A major challenge for the field has been to assess the relative extents of these forms of 

cooperativity (nucleosome-mediated, protein-protein interactions, DNA-mediated) among 

natively functioning enhancers and other cis-regulatory elements. Analysis of TF motif 

positions within nucleosome-depleted regions showed that different TFs tend to be at 

different positions, e.g. with known nucleosome-binding factors enriched at the edges of 

the nucleosome depleted area, suggesting that TFs play distinct functional roles43. Recent 

technological advances have enabled improved inference of cooperative interactions without 

relying on finding enrichment of specific motif arrangements or spacings. Convolutional 

neural networks and other deep learning models can learn cooperative interactions de novo, 

in an interpretable manner, from training on quantitative TF binding44, accessibility45,46, or 

enhancer reporter assay7 data.
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These studies, which systematically tested the distance dependence of cooperativity in silico, 

suggest that TF cooperative interactions are diverse and common. TFs can prefer proximal 

binding with certain partners, with cooperativity decaying either sharply or slowly with 

distance, or instead prefer to have some distance between them7. Most cooperativity appears 

to be constrained to the ~150 bp span of nucleosomes (translational position), sometimes 

with periodicity at the ~10.5 bp scale of the turns of the DNA double helix (rotational 

position). In addition to varying cooperative modes, the extent of cooperativity can vary 

across TFs. TFs with generally reduced cooperativity may be more potent DNA binders 

or have stronger pioneering activity that enable their binding independent of cooperative 

partners47, while the weakest binders (e.g. Nanog of the often weakly binding homeodomain 

family) are most reliant on cooperativity44. These suggest that while few TFs must be in a 

certain position or orientation to function, diverse forms of TF cooperativity quantitatively 

modulate binding and function.

Although deep learning approaches are powerful for systematically detecting cooperativity, 

they are mechanistically agnostic. In some cases, the distance scales suggest certain 

mechanisms, e.g. ~10.5 bp periodicity suggests that TFs co-bind the same face of the 

DNA double helix, but whether those TFs rely on protein-protein interactions requires 

further experiments to resolve. While some TFs can form strong protein-protein interactions, 

such as obligate DNA-independent dimerization among family members of basic helix-loop-

helix (bHLH), bZIP, and AP-2 factors5, most other interactions are weaker and more 

challenging to accurately identify. Disordered regions of TFs, which are less conserved48 

and less straightforward to disrupt genetically49, are likely to be involved in longer-range 

cooperativity and more broadly DNA specificity beyond the binding motif50. Experiments 

swapping these unstructured regions between TFs suggest that they can play roles in 

determining loose cooperativity with other TFs (i.e. enrichments of other TFs near the core 

motif47,51) or genomic domain preference that may restrict which subset of motif instances 

to bind49.

New experimental methods are also facilitating a mechanistic understanding of 

TF cooperation. Single-molecule footprinting methods26,52–55 exploit unnatural DNA 

methylases to determine both nucleosome and TF binding states at single-molecule 

resolution, which demonstrated that simultaneous co-binding to DNA can be common even 

for TFs that do not bind immediately adjacent positions26,55. Proximity labeling approaches 

like BioID56 offer alternatives to the more traditional immunoprecipitation and can detect 

more transient interactions57.

TF activity is a function of concentration and modifications

For simplicity, our discussion thus far has treated TF binding to DNA as a mostly 

binary event occurring at a subset of motif matches. However, unlike tRNAs, which 

overwhelmingly bind their cognate codon and rarely bind others, TF binding is less well-

defined. In addition to binding high-affinity sites that closely match their motif, TFs also 

bind many imperfect matches to their cognate motifs, termed low-affinity binding sites58. 

This variation in binding site affinity is thought to quantitatively affect TF occupancy (the 

percentage of the time the TF is at that site) and dwell time (duration of an individual 
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binding event). Low affinity sites can still function, either through cooperation among 

multiple weak binding sites59,60 or through optimal cooperativity (spacing) with other 

TFBSs61.

In fact, the low affinity of these sites can be important for their proper specificity of 

function, as making them higher affinity can decrease tissue specificity of the cognate 

cis-regulatory element61–63. This observation supports the idea that binding site affinity is a 

major mechanism by which cells respond differentially to effective TF concentrations, with 

high-affinity sites bound by TFs even at low concentrations but low-affinity sites requiring 

higher TF levels. Similarly, post-translational modifications that reduce TF-DNA binding 

strength (such as acetylation64, phosphorylation65, or SUMOylation66) can in some cases 

selectively reduce binding to low-affinity sites, counterintuitively increasing transcriptional 

activity at high-affinity sites64. This quantitative model of TF activity as a function of 

precise levels and states is supported by recent work experimentally titrating a TF to varying 

dosages, in which the most dosage-sensitive accessible genomic regions were the highest 

affinity binding sites67.

While individual cases of functional low-affinity sites have been described, it remains 

challenging to determine how often and in which cases they function. One potential 

challenge is that disrupting even high-affinity sites individually often results in marginal 

phenotypes68; thus, detecting low-affinity site function may require a whole-organism 

readout rather than expression levels in a single cell type. For example, systematic 

mutagenesis of a Drosophila embryonic enhancer revealed that most bases within the 

enhancer—including those outside the strong TF motif matches—caused a detectable 

phenotype upon mutation69. Another challenge is that creating or destroying TF binding 

sites necessarily affects overlapping motifs, which can have stronger effects than the created 

or destroyed motif70. Weak binding sites may individually have small effects and yet 

collectively play important roles in gene regulation.

Note that while TF binding to DNA is the primary mechanism of cis regulation, sequences 

outside of strong TF binding sites may also contribute to transcriptional regulation without 

directly impacting TF binding affinity. For example, sequence properties can affect intrinsic 

nucleosome positioning71 or affect RNA Polymerase (Pol) II elongation rate72.

It also remains unclear what level of TF abundance is sufficient for function (and which 

functions, e.g. binding to low vs high affinity sites). TF expression is most often measured 

by RNA levels, which are further modulated by translation, protein stability, and sometimes 

protein localization or modification73. One potential scalable approach for identifying 

relevant TF RNA expression levels is comparing TF levels and motif enrichments in 

open chromatin across cell types74; however, this approach cannot resolve co-expressed 

paralogous TFs that may bind the same motif75, or other interaction partners that can 

modulate TF conformation and DNA binding76,77. Meanwhile, target gene-based inference 

of TF activity remains limited by the dearth of curated target genes78. Ultimately, more 

precise titrations of TF levels and states will be instructive as to the dependence of TF 

function on quantitative TF abundance67,79.
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TF binding to DNA constitutes the first layer of the cis-regulatory code, with the TF-

to-binding site code defining the key ‘words’ that are arranged into clusters called cis-

regulatory elements. The next layer of the code determines the transcriptional functions of 

these elements—the meaning of these ‘sentences’.

From TF binding to cis-regulatory element function

TF binding site clusters as modular cis-regulatory elements

The nucleosomal barrier to TF binding ensures that TF occupancy on the genome is 

concentrated at clusters of TF binding sites where several different TFs converge80. These 

cis-regulatory elements are classified based on their position relative to genes (transcription 

start site-proximal promoters or distal elements) and their effect on transcription (enhancers 

that upregulate transcription, silencers that downregulate transcription, or insulators that 

separate regulatory domains). Promoters can be readily identified by sequencing RNA 

5’ ends, but identifying distal elements is often less straightforward. Enhancers, the 

best studied class of distal elements, were originally defined as short sequences that 

autonomously drive transcription of a promoter independent of distance or orientation9. 

Nowadays, candidate enhancers active in a given cell type can be comprehensively mapped 

using chromatin marks81,82 and/or massively-parallel reporter assays68,83, but systematic 

genetic perturbations to validate their activity and define contributions of individual 

enhancers to the target gene expression remain challenging84.

Compared to promoters and enhancers, silencers have been much less studied. However, 

approaches analogous to those used to map enhancers have begun to yield catalogs of 

silencers. Some groups have used a chromatin mark of facultative repression, H3K27me3, 

combined with 3D interactions with promoters to identify candidate silencers85,86, while 

others used high-throughput reporter assays to test open chromatin regions lacking active 

chromatin marks for capacity to silence a strong promoter87,88. Many silencers appear 

to function as enhancers in other cell types, at least in Drosophila89. Each cis-regulatory 

element can serve as a superimposed set of binding sites for different sets of TFs across 

cellular contexts. Thus, the same element might be bound by repressive TFs and function as 

a silencer in one cell type and be bound by activating TFs and function as an enhancer in 

another.

Cis-regulatory elements integrate biological information to achieve spatiotemporal 
specificity

The organization of TF binding sites into cis-regulatory elements allows integration of 

multiple signals to achieve spatiotemporal specificity90. For example, an enhancer might be 

bound by and take input from a lineage-specific TF and a signaling effector, only becoming 

active in cells with both signals. From a spatiotemporal perspective, each input TF has a 

pattern of activity in the developing embryo; each cis-regulatory element combines these 

patterns according to the cooperativity or competition among these input TFs to generate 

its expression pattern. For example, an enhancer requiring three input TFs to be expressed 

would be active only in the intersection of the input TFs’ expression ranges, while an 

enhancer that is inhibited by a repressor would be restricted to regions where the repressor is 
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absent. These simplified examples imply logic based on binary absence vs. presence of TFs, 

but these relationships are often quantitative91.

Based on the TF binding code that indicates which TFs regulate each cis-regulatory element, 

can we predict enhancer spatiotemporal specificities80,92? Or conversely, can we design 

synthetic enhancers with a desired specificity93? For some cell types, combinatorial binding 

of a few highly specifically expressed TFs is sufficient to produce cell type-specific 

expression. However, predicting activity patterns from arbitrary DNA sequences92,93 

remains more challenging than classifying genomic enhancers80, and the difficulty of 

prediction depends on the cell type92.

TFs recruit cofactors to cis-regulatory elements

Transcription factors do not modulate transcription directly, but instead serve as adaptors 

that bring coactivators or corepressors (often jointly referred to as cofactors) to their binding 

sites. How do these cofactors in turn modulate transcription? This topic is too extensive to 

cover in full and instead we direct the reader to excellent reviews94–100. Here, we briefly 

outline major classes of cofactors and our current understanding of their functions.

Cofactors can be broadly grouped into three major and likely universal classes 1) the 

Mediator complex94, 2) nucleosome remodelers97, and 3) histone modifiers101, plus other 

scaffold or adaptor proteins that bridge TFs and cofactors102. The major cofactors are 

typically organized in large multi-subunit complexes, some with variable composition, but 

have key catalytic subunits. A combination of cryo-electron microscopy103,104, conditional 

protein depletion technologies105, and catalytic inhibitors have revealed new insights into 

how these complexes function.

The Mediator complex plays a central role in phosphorylating and activating the 

pre-initiation complex at most promoters94, while nucleosome remodelers actively 

maintain chromatin accessibility needed for promoter and distal enhancer activity106–108. 

Furthermore, although these core coactivators are needed for most transcription, acute 

depletion can exhibit surprisingly selective consequences due to feedback mechanisms109. 

For example, Mediator depletion leads to loss of transcription primarily at cell type-

specific genes due to a compensatory increase in Pol II pause release at other genes109. 

By contrast, histone modifiers have competing activating and repressing roles, with 

coactivators depositing modifications enriched at enhancers like H3K4me and H3K27ac, 

and corepressors either removing those activating marks or adding repressive marks like 

H3K27me3 and H3K9me3. At least in some biological contexts coactivators like CBP and 

P300, which deposit H3K27ac, are limited in abundance compared to corepressors such 

as histone deacetylases that remove H3K27ac110. This observation is consistent with the 

rapid genome-wide changes in H3K27ac and transcription upon acute chemical inhibition 

of P300/CBP catalytic activity111. It is also important to note that while these modifications 

can modulate transcription per se112, they often represent only a part of these cofactors’ 

function, with a growing number of studies documenting major non-enzymatic roles of the 

histone-modifying coactivator proteins101,113–115, including recruiting Pol II to enhancers114 

and promoting Pol II pausing at Polycomb response elements113. Histone modifications 
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likely serve to stabilize the relatively weak recruitment of coactivators, many of which bind 

the same histone marks they deposit116.

Each transcription factor can recruit multiple cofactors, sometimes even both coactivators 

and corepressors117. The TF residues involved in cofactor recruitment are often unstructured 

(though they can form structures upon binding)118, and the interactions between TFs 

and their cofactors can be relatively weak. Furthermore, cofactors can recruit additional 

cofactors either directly119 or via modifications to histone tails that modulate cofactor 

binding116. Despite these complexities, recent work has begun to make substantial 

progress toward dissecting TF-cofactor recruitment, largely by measuring transcriptional 

consequences of TF and cofactor recruitment. The core assay is the activator bypass 

assay120, in which a reporter gene is controlled by a minimal promoter with binding sites 

for an orthogonal DNA-binding domain (DBD) that in turn recruits a fused TF, cofactor, 

or fragments of thereof, followed by measurements of reporter activity. High-throughput 

variants of this assay have been used to identify minimal fragments of TFs that are necessary 

and sufficient for activating or repressing transcription, called activation or repression 

domains, respectively121,122.

These studies have illustrated how TFs and cofactors not only differ in the quantitative 

strength of activation or repression122, but also how their transcriptional output depends 

on context—i.e. presence or absence of other TFs or cofactors within the cis-regulatory 

element. TFs clustered with different cofactors in their regulatory activity at diverse 

genomic contexts (i.e. DNA sequence flanking the TF/cofactor domain recruitment sites)123, 

suggesting that this distinct context-dependence is mediated by each TF recruiting 

specific cofactors, combined with differential ‘need’ for certain limiting coactivators in 

each genomic context124. Consistent with this model, proximity labeling of TFs and 

coactivators confirmed that different TFs can preferentially associate with different families 

of coactivators122. While such cofactor dependence has been thus far assayed in the reporter 

context, it could be potentially even more pronounced in the native genomic context—for 

example, certain coactivator combinations may be required for enhancer function over long 

distances or in different chromatin environments, and they could also mediate preferential 

enhancer-promoter contacts, as discussed below.

Dissecting the cofactor recruitment code

If TFs each recruit distinct sets of cofactors, we would expect each cofactor to be recruited 

by a different class of activation or repression domain with distinguishable features. 

However, until recently only a small fraction of TFs had any well-defined activation or 

repression domains, precluding efforts to glean generalizable rules or subclassifications into 

different mechanistic classes125.

Recent studies have vastly expanded the lexicon of activation and repression 

domains117,121,122, with now a majority of TFs and cofactors having at least one annotated 

effector domain, but surprisingly, activation domains lack obvious subclasses. Although 

activation domains have previously been noted for their different amino acid compositions, 

such as glutamine-rich or proline-rich domains, these enriched amino acids often are not the 

critical residues needed for domain function. Instead, the presence of hydrophobic residues 
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and their interspersed position among certain other residues appears to be the main feature 

driving activation domain function117,118.

How can we reconcile the contrast between functional inference of distinct TF:coactivator 

recruitment and the scarcity of well-defined, functionally diverse subsets of activation 

domains? For one, the aforementioned recruitment screens, which typically measure the 

effect of a single candidate regulatory domain on the reporter activity, may miss activation 

domains that are too weak or dependent on other coactivators to function in isolation. In 

addition, the tested domains were fragments of up to 80 amino acids, so if recruitment of 

different cofactors is mediated by multiple distributed domains, these domains would not 

have been detected. Consistent with this idea, weak activation domains tend to synergize and 

activate transcription more strongly when fused together126.

In contrast to activation domains, known repression domains appear to be more diverse. 

Short linear motifs known to recruit different families of corepressors are critical for 

many repressor domains, as are SUMOylation sites, SUMO binding domains, and various 

structured domains including several DNA binding (zinc finger, homeodomain, bHLH) 

or protein interaction domains117. Notably, some TFs may be repressive only through 

recruiting other repressive TFs that in turn recruit corepressors, suggesting how TFs may 

alter their transcriptional function depending on the cellular context (e.g. repressive TF 

partner abundance).

Determining total functional output of TFs and cis-regulatory elements

As we compile maps of cofactor recruitment domains within TFs, these maps should also 

enable quantitative and context-specific predictions of the overall functional output of a 

TF, and an understanding of how multiple TFs collectively shape cis-regulatory element 

function. How do the different effector domains in a TF ‘add up’? With increasing numbers 

of either activation or repression domains present within a given TF, one might expect 

a wider array of coactivators or corepressors, respectively, recruited by this TF, and thus 

higher activity and less context-dependent function. Recruitment screens using whole open 

reading frames suggests wide variation in activation strength122; whether this is due to 

greater numbers and diversity of activation domains remains to be seen. Furthermore, given 

the relatively weak nature of cofactor recruitment, multivalency is thought to mediate phase 

separation of transcriptional regulators127 that leads to more robust activation128. Formation 

of macromolecular condensates may provide an additional layer of regulatory specificity, 

whereby cofactors coalesce in a manner that is dependent on multivalent interactions among 

specific coactivators and can be further regulated by post-translational modifications or 

RNAs (recently reviewed in refs 129–132).

When a TF contains both activation and repression domains, does one dominate, and under 

what conditions? In yeast, several TFs are known to contain both activation and repression 

domains, with intramolecular interactions masking one of the two depending on the presence 

of ligands133,134. In rare cases, the same short amino acid sequence can function as both 

an activation domain and a repression domain even at the same promoter117. a recent 

combinatorial recruitment screen found that in human cells, fusions of repressor domains 

with activator or dual-function domains tend to function as repressors126, potentially 
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indicating a generally dominant role of repressor domains. However, further studies will 

be needed to resolve potential regulatory domains that might toggle activator vs. repressor 

function across genomic or cellular contexts.

Currently, it remains unknown how variable TF function is across cell types and binding 

sites. Many TFs have been reported to be both activating and repressing in different cellular 

or genomic contexts, but many of these observations may be indirect effects of TF loss105. 

Mutations of binding sites, e.g. in reporter assays, can resolve site-specific functions, but 

may be confounded by alteration of binding sites for other TFs70. The number and affinity 

of motifs and presence of certain other TFs nearby have been implicated in variation in 

TF function across sites135, but the mechanism remains unclear. One could envision that a 

TF has both activation and repression domains of differing affinities, such that its increased 

occupancy at a cis-regulatory element leads to saturation of the stronger recruitment domain 

and allows the weaker domain to catch up. Another possibility is that post-translational 

modifications can modify both TF binding strength and interaction with cofactors136 such 

that TF function varies with binding site affinity. Or, in the ‘limiting coactivator’ model, 

increasing recruitment of one coactivator might increase transcription up to a point, but once 

it is no longer limiting, it might crowd out other needed coactivators.

TF function may also be modulated by interactions among TFs at the same cis-regulatory 

element. While cooperative binding to DNA is the best characterized of such interactions, 

other mechanisms may exist. For example, TF-mediated repression could arise through one 

TF outcompeting and preventing binding by other more strongly activating TFs that share 

overlapping sites69. TFs binding the same cis-regulatory element could also impact each 

other by working together to more efficiently recruit the same coactivators. Yet, the diversity 

of TFs binding a cis-regulatory element has been proposed to be correlated with activation 

strength137, suggesting that TFs may collaborate by recruiting complementary coactivators. 

Such interactions might underlie parts of cis-regulatory grammar that can’t be explained 

by DNA binding cooperativity7. It remains an important task for the field to decipher TF 

function in their cellular and genomic contexts (e.g. to understand the consequences of 

non-coding genetic variation), and a mechanistic framework of TF-cofactor recruitment 

would add useful insights toward this goal.

From cis-regulatory elements to promoter transcription

While cis-regulatory elements such as enhancers are sequence- and cellular context-

dependent modular ‘units’ of transcriptional regulation, the ultimate output of the cis-

regulatory code is gene transcription. In complex genomes of multicellular organisms, 

enhancers often function at distances of tens or hundreds of kilobases away from their 

regulated promoters; in humans, there are known examples of enhancers regulating genes 

over a megabase away11,138,139. Such long-range function can result in regulatory domains

—genomic regions where genes (or inserted reporter genes) have similar expression 

patterns140. Yet, in other cases, enhancers appear to exhibit promoter specificity, skipping 

nearby genes to regulate more distal genes138. Understanding how genomic distance, contact 

frequency between enhancers and promoters, biochemical compatibility, and chromatin 
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state influence gene expression is another regulatory layer that has to be unpacked in the 

cis-regulatory code.

Generating a map of all the connections between the hundreds of thousands of enhancers 

and tens of thousands of promoters is a massive challenge. Recent efforts to systematically 

and experimentally determine these connections by individually perturbing enhancers with 

CRISPRi and measuring changes in transcription have yielded on the order of hundreds 

of connections141,142. Given how enhancer-promoter linkages serve as a critical link 

for interpreting how chromatin or genetic changes affect transcription and downstream 

phenotypes, various heuristics for approximating these linkages have been used to improve 

predictions in the absence of experimentally validated connections.

Genomic distance

The simplest heuristic for associating enhancers with promoters is the linear genomic 

distance between the enhancer and promoter (Figure 2A). In such an approach, enhancers 

are assumed either 1) to regulate the closest gene promoter, or 2) to regulate all genes within 

a distance limit, such as 100 kb. Despite the simplicity of this approach, it is remarkably 

accurate—functionally validated enhancer-promoter connections are greatly enriched at 

the closest distances, with substantial but gradual fall-off by 100 kb142. Similarly, highly 

transcribed randomly integrated promoter constructs were enriched near enhancers143. A 

more recent study tested random local insertions of a strong enhancer around a reporter 

gene and found that insertions closest to the promoter drove the strongest activation144, 

highlighting the quantitative dependence of enhancer-mediated transcriptional activation on 

genomic distance.

Physical contacts

Nevertheless, genomic distance fails to explain how some enhancers skip genes to regulate 

only more distal promoters, and how some enhancers can function at very long range while 

others do not. Upon the discovery of sequence-specific 3D organization of the genome, 

physical contacts between enhancers and promoters were proposed as a mechanism for 

long-range enhancer action145 (Figure 2B). Two key observations and associated hypotheses 

emerged. First, most enhancer-promoter connections appeared to lie within the same 

topologically associating domain (TAD), regions of self-interaction with insulation from 

neighboring regions146,147, suggesting that TAD boundaries might prevent inappropriate 

enhancer-promoter activation and that within a TAD all enhancers can activate all promoters. 

This notion was inspired by correlated expression of genes within the same TAD146 and 

case studies that highlighted mis-regulation resulting from loss of domain boundaries146,148. 

Indeed, TADs often correspond to regions in which integrated reporter genes exhibit similar 

expression patterns140. However, this heuristic fails to account for 1) the somewhat arbitrary 

definition of TADs, which often contain multiple sub-TADs, and 2) the overwhelming role 

of genomic distance in contact probability, in which very closely located regions inevitably 

form frequent contacts (simply through polymer physics), at much higher rates than more 

distal regions within (or outside) of a TAD. Consistent with this, global loss of the main 

TAD boundary factor, CTCF, leads to relatively minor changes in transcription, mostly at 

promoters with CTCF binding149,150.
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Second, at least some enhancers and promoters appeared to form frequent loops, suggesting 

that identifying these loops might be a scalable approach to identify enhancer-promoter 

functional connections. Various modified versions of the chromosome conformation capture 

assay (capture-C151, promoter-capture Hi-C152, HiChIP153, micro-C154,155) have been used 

to prioritize candidate enhancer-promoter connections, but face two challenges. First, 

genome-wide assays like micro-C require large amounts of sequencing to achieve the 

resolution to resolve individual enhancers, while targeted approaches can be challenging to 

normalize and distinguish focally enriched interactions. Second, due to the high background 

of random interactions between nearby genomic regions, these approaches are often unable 

to detect enhancers at <~20 kb where many enhancers lie. However, the common focus on 

statistically enriched interactions may be unnecessary, as apparently ‘random’ interactions 

may still be functional and as a whole line up with the general decay in enhancer function 

with increasing distance144. This suggests that a diversity of mechanisms, including CTCF/

cohesin-mediated loop extrusion, TF oligomerization (such as YY1156), Polycomb complex-

mediated clustering157,158, sharing the same TAD, and even simple genomic proximity all 

generally serve to modulate largely equivalent physical contacts.

Enhancer state

A seemingly obvious element of enhancer-promoter connectivity is that the enhancer 

must be in an active state to regulate any promoters. Accounting for the relative activity 

levels of enhancers, together with genomic distance or contact probability, can predict 

enhancer-promoter connections reasonably well. The Activity-by-Contact (ABC) model uses 

a simple product of enhancer activity (a geometric mean of chromatin accessibility and 

active enhancer mark abundance) and contact probability with each promoter to estimate 

each enhancer’s contribution to that promoter’s transcription level141. This mirrors the 

experimental setup of most functional validation, where a single enhancer is deleted or 

perturbed, and the resulting change in transcription must be large enough to be detectable. 

Thus, a promoter surrounded by many strong enhancers may not be significantly regulated 

by a weaker and more distal enhancer, even though that same enhancer may be the strongest 

and closest enhancer for another promoter lacking other enhancers (Figure 2C). Notably, the 

model performed nearly as well using a power law scaling of the genomic distance in place 

of measured contact frequencies, in line with the role of specific 3D genome conformations 

primarily in a subset of more distal enhancer-promoter connections.

Promoter state

Similarly, in order to be activated by any enhancers, a promoter must be in a responsive 

state (Figure 2D). While the idea that some promoters may be unresponsive to enhancers in 

certain cell states is intuitive (and was effectively incorporated into the ABC model141, 

which only considers actively transcribed gene promoters), we lack a framework for 

predicting which promoters are responsive and which are not—which will likely need 

to incorporate chromatin state as well as absolute transcription levels. Mechanistically, 

a promoter might be in a repressed chromatin state (e.g. H3K9me2/3-marked, minimal 

chromatin accessibility, CpG methylated) that the coactivators recruited by the enhancer 

cannot overcome. For example, tissue-specific CpG methylation of the Zfp42 promoter 

renders it unresponsive to the Fat1 enhancer159. In another example, the Hoxa cluster 
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requires promoter retinoic acid receptor elements (RAREs) for basal transcription levels 

that the enhancers then amplify; without the RAREs, there is minimal activation of Hoxa 
genes160.

Biochemical compatibility

Biochemical specificity or compatibility between enhancers and promoters has been 

proposed as another explanation for enhancers only activating certain promoters, especially 

for promoter-skipping (Figure 2E). Indeed, in Drosophila, both core promoters and 

enhancers can be classified as housekeeping or developmental108,123,161–163, with different 

sets of sequence motifs, cofactor dependencies, and relative positions. Housekeeping 

‘enhancers’ are in direct proximity to their promoters, and perhaps are not enhancers per 
se, but should be simply considered as akin to Upstream Regulatory Sequences (UAS) 

in yeast164. Regardless, a similar division is also believed to exist in mammals, but 

recent studies that combinatorically tested many enhancers and promoters in an episomal 

reporter assay concluded that while these groups exist, they mostly exhibit more minor 

quantitative differences in activation strength compared to the effect of intrinsic promoter 

and enhancer strength165–167. We note that the Drosophila studies were done with minimal 

core promoters, while the mammalian studies were done with larger promoters that may 

include proximal enhancers or UAS—which more closely resembles the genomic context 

but may be confounded by synergy/antagonism between the enhancers.

Nonlinearity of transcription

While enhancer-promoter specificity is often considered in a binary manner (an enhancer 

does or does not regulate a given promoter), transcription is quantitative. By default, 

enhancers and promoters are assumed to behave linearly (often additive in log scale), but in 

reality the process of transcription is nonlinear—which may create the illusion of enhancer-

promoter specificity (Figure 2F). From the perspective of an enhancer, strong promoters 

may be at a saturated level of transcription and therefore be unresponsive to gain or loss of 

a weaker enhancer, while inactive promoters may require sufficiently strong enhancers for 

increased transcription to be detectable.

This nonlinearity manifests in the quantitative relationship between contact frequency 

and transcription144, and might be explained by a probabilistic and multi-step process168. 

Consistently, imaging studies tracking both enhancer and promoter loci plus nascent 

transcription showed that contacts are perhaps weakly enriched preceding transcriptional 

bursts169,170, but contacts (as measurable by microscopy) clearly have an imperfect 

correspondence to transcription171, suggesting a time delay and probabilistic function168. 

That is, an enhancer-promoter contact may increase the probability of a cascade of 

events culminating in transcription172—but exactly what these events are remains unclear. 

One intriguing proposed mechanism is that enhancer recruitment of p300/CBP leads 

to transient acetylation and activation of transcription factors that can diffuse to and 

activate transcription at physically proximal promoters173. Further, the presence of multiple 

enhancers and promoters may contribute to additional non-linearity, as we discuss below.
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These explanations of enhancer-promoter specificity are not mutually exclusive. Instead, 

an integrated quantitative model (like the ABC model) accounting for all these features, 

together with more extensive quantitative measurements of enhancer-promoter relationships 

in diverse endogenous and synthetic contexts, should lead us toward a comprehensive 

enhancer-promoter code.

From regulatory connections to regulatory landscapes

Thus far, we have focused on individual enhancer-promoter relationships, but in the genome, 

many genes have multiple, simultaneously active enhancers and promoters nearby that 

can cooperate or compete with one another. Furthermore, what constitutes an individual 

enhancer rather than parts of a larger enhancer? While short sequences (even < 200 bp) 

can exhibit reporter activity174, histone marks associated with enhancers can stretch for 1 

kb or more175. Similarly, as discussed above, promoters contain core promoters and UAS-

like proximal regulatory sequences. Zooming out further, these enhancers and promoters 

function in a broader genomic context, with 3D localization at the nuclear lamina176, 

nucleoli, or nuclear speckles177.

Diversity of interaction modes

One common operational framework for interpreting this complexity is epistasis. Epistasis 

is defined by deviation from a null expectation of independence, in which perturbing one 

enhancer should have the same effect regardless of the presence of other cis-regulatory 

elements (Figure 3). Redundancy occurs when loss of only one of a pair of enhancers has 

little effect as each enhancer can confer most of the transcriptional output, whereas their 

combined loss dramatically reduces transcription. Conversely, synergy occurs when all such 

enhancers are required for full output and each individual enhancer has much less activity 

on its own. However, the operational definition of epistasis has ambiguities—should the 

expectation be additive or multiplicative? On what scale (e.g. allele-specific expression vs. 

total expression)? This definition also focuses on a single cellular context—but the same pair 

of developmental enhancers might interact in different ways across cell types (Figure 3B).

Numerous studies of interactions among enhancers, parts of enhancers, and promoters have 

largely failed to find universal rules. Enhancers that possess similar tissue-specific activity 

and regulate the same promoter are a widespread feature of metazoan genomes178–180. 

These so-called ‘shadow enhancers’ are thought to be largely redundant. Yet, shadow 

enhancers are often conserved evolutionarily, suggesting that in addition to enabling cis-

regulatory evolution by buffering the consequences of genetic variation, their overlapping 

activity serves important functions. Possibilities include buffering against stressful 

conditions181 or transcriptional noise182, or generating more precise expression patterns91. 

Notably, these sharper expression patterns can involve regions where an individual enhancer 

activates transcription but not the shadow enhancers together, due to repressor activity91. In 

addition, the prevalence of enhancer redundancy remains debated; a recent study of enhancer 

epistasis found a mix of additivity and synergy, rather than prevalent redundancy183.

Interactions among dense groups or clusters of enhancers that lie within tens of kilobases 

of DNA, called super-enhancers184,185, stretch enhancers175, or enhancer clusters186, have 
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garnered particular attention, even as some studies have questioned the distinction187. These 

clusters, which are typically defined by high levels of H3K27ac, Mediator binding, or 

chromatin accessibility within extended genomic windows, have been postulated to exhibit 

unique properties that distinguish them from ‘typical’ enhancers, such as frequent 3D 

interactions188 that seed or associate with phase-separated condensates of coactivators and 

transcriptional machinery that make them particularly potent189. However, whether this 

implies redundancy or synergy is unclear, and both have been observed190 in addition to 

additivity187.

How do promoters interact with one another in genomic context? Do they compete 

for enhancers191, or can multiple promoters be simultaneously activated by a single 

enhancer192? Or do promoters serve as distal enhancers for other promoters193? All 

these scenarios have been observed, indicating that there is no single rule for promoter 

interactions, but it remains unclear when and where each condition applies. These conditions 

need not be mutually exclusive—for example, even when an enhancer can activate 

multiple promoters simultaneously, it may activate a single promoter more strongly (thus 

demonstrating competition).

Mechanisms underlying epistasis

Despite the caveats of interpreting epistatic interactions, epistasis reflects multi-step 

biological pathways and can help suggest mechanisms. For example, one pervasive 

observation is that within enhancers and enhancer clusters, a small portion or subset 

commonly drives the majority of transcription194–196, to the point that many regions appear 

individually dispensable or insufficient for autonomous enhancer activity, even though 

combined loss with other enhancers has measurable effects. This has often been used to 

invoke different classes or hierarchies of enhancers, including predominant vs. supporting 

sites, or ‘amplifier’ enhancers194,197–199 that differ in TF motifs or chromatin state features.

Given the diversity of observed epistatic interactions, is there a unifying mechanistic 

explanation? One potentially general principle is that different classes of enhancers may 

recruit different sets of coactivators that modulate different steps of the transcriptional 

process, such as Pol II recruitment vs phosphorylation. Thus, enhancers that only regulate 

non-limiting steps in the endogenous context may have little phenotype upon individual loss, 

but may become more important when those steps become limiting. Biochemical diversity 

could also underlie promoter interactions, e.g. competing promoters may be limited by the 

same coactivator.

Physical contacts can also mediate enhancer epistasis, but the relationship is complicated. 

TFs and coactivators recruited to one enhancer can spread to other enhancers in spatial 

proximity199; this spreading may allow more ‘dominant’ enhancers to further activate nearby 

supporting enhancers. A recent study proposed that enhancers that are very distally located 

and infrequently contact each other may buffer each other’s loss12. Yet, enhancers that form 

3D hubs, including super-enhancers, have also been proposed to seed condensates or hubs 

that confer robust transcription of cell type identity genes189.
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Impact of chromosome organization

In addition to specific interactions among nearby enhancers and promoters, the function 

of insulators and tethering elements, together with the broader organization of the domain 

within the nucleus, can also impact transcription.

Insulator elements—usually binding sites for the transcription factor CTCF200, which can 

form a directional barrier for loop extrusion by cohesin—serve to insulate adjacent TADs or 

loop domains. As with enhancers and silencers, strong boundary elements consist of clusters 

of TF binding sites201. These boundaries can impact transcription across broad domains 

by preventing spreading of heterochromatin202. Furthermore, the process of loop extrusion 

by cohesin shapes transcription beyond creating TAD boundaries, by increasing contacts 

between distal enhancers and promoters within the same TAD203, particularly for promoters 

with nearby CTCF sites150, or by broadly increasing contacts across the domain via 

promoting formation of multi-loop structures204. In addition to insulator elements, recently 

described ‘tethering elements’ can function independently of CTCF and loop extrusion not 

only to link specific enhancers and promoters205 but also to facilitate temporally coordinated 

transcription206.

Zooming out further, chromosomes are organized into two major types of ‘compartments’ 

— A compartments that tend to be enriched for active genes, and B compartments that 

tend to contain silenced heterochromatin (each of which can be subcategorized further). 

These compartments tend to self-associate within their own type. The compartment-level 

organization tends to be broadly similar across cell types, but with shifted boundary 

locations correlated with changes in chromatin state207, suggesting it is an emergent 

property shaped by chromatin state and transcription, and loop extrusion208. Some of these 

silenced regions tend to localize at the nuclear periphery176, while clusters of actively 

transcribed genes associate with nuclear speckles209, nuclear regions enriched in splicing 

factors. While the causality of these associations are tricky to untangle, experiments 

targeting genomic regions to nuclear bodies have demonstrated that nuclear environment 

can impact transcription210. The interplay between individual elements being influenced by 

domain-level effects versus shaping the organization of the domain remains unclear, but it is 

important to note that these domains can be heterogeneous and dynamic176.

Outlook

Deciphering the cis-regulatory code is a monumental challenge. Unlike the genetic 

code, which had a satisfyingly universal, modular, and deterministic solution, the cis-

regulatory code is elusively context-specific, complex, combinatorial, and replete with 

redundancies and quantitative effects. It also consists of several interdependent tiers, starting 

from transcription factors binding DNA, to interacting with one another and cofactors 

at cis-regulatory elements, to complex regulatory domains and landscapes. Ultimately, 

understanding cis regulation will require understanding how the thousands of proteins 

involved in transcription—a substantial fraction of the proteome—work with each other 

and much of the genome. As Sydney Brenner said of the challenge of deciphering how 

embryonic development is encoded in the genome, “What is going to be difficult is the 

immense amount of detail that will have to be subsumed”211.
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Nevertheless, our rapidly advancing tools are enabling experiments and interpretation 

at unprecedented scales and resolution. A complete catalog of cell types and their 

transcriptional profiles is within reach, with other epigenomic features to follow. We can 

test tens to hundreds of thousands of cis-regulatory elements or transcriptional regulators in 

reporter assays83,117. Even some of the largest protein complexes involved in transcription 

can be now structurally resolved, yielding unparalleled mechanistic insights103,104. Novel 

deep learning approaches are detecting previously unseen patterns in genomic data212,213. 

New tools for high-throughput super-resolution chromatin tracing and live-imaging of 

regulatory elements and transcripts provide a glimpse into genomic topology and kinetics 

underlying transcription at single-cell and single-allele level214–216. Our key remaining 

challenges are 1) to complement our currently scalable nucleic acid assays with improved 

technologies for measuring levels, localization, and dynamics of proteins at high resolution 

and throughput, 2) to integrate our catalogs of multi-scale measurements into a quantitative 

and mechanistic (interpretable) model of how transcription works at each of the regulatory 

levels discussed here, and 3) accurately predict gene expression patterns from DNA 

sequence under defined protein concentrations. By addressing these challenges, we may 

finally approach a complete cis-regulatory code, and be able to readily interpret noncoding 

genomic sequences in the context of evolution, development, and disease.
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Figure 1. 
Four layers of the cis-regulatory code. A. TF binding to DNA depends on the sequence 

recognition and ability to overcome the nucleosomal barrier through direct association with 

nucleosome and/or cooperative binding of multiple TFs in turn facilitating nucleosome 

eviction. TF occupancy is dependent on TF levels, posttranslational modifications, protein-

protein interactions (which can either be structured or mediated by weak-affinity interactions 

among the intrinsically disordered regions, IDRs), and is regulated DNA-mediated 

cooperativity with other TFs, which is itself governed by cis-regulatory features such as 

motif arrangement, spacing, and affinity. B. TFs function at modular cis-regulatory elements 

by recruiting cofactors with diverse and sometimes competing functions such as coactivators 

(CoA) versus corepressors (CoR). Many interactions between TFs and coactivators are 

mediated by IDRs. C. Enhancers and other distal cis-regulatory elements selectively regulate 

promoters, depending on multiple features such as genomic distance, enhancer and promoter 
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state, biochemical specificity between enhancer- and promoter-associated proteins and 

physical contacts. See also Figure 2. D. Diverse regulatory elements, including enhancers, 

promoters, silencers, insulators and tethering elements interact with each other physically 

and/or epistatically (e.g. redundancy or synergy) in the context of local chromosomal 

neighborhood and a spatially organized nucleus.
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Figure 2. 
Potential mechanisms underlying enhancer-promoter specificity. A. Enhancers tend to 

preferentially activate promoters at closer genomic distances. B. Enhancers typically activate 

promoters within the same topologically associating domain (TAD), though not exclusively 

and not necessarily to equal extents. This preference has been ascribed to the increased 

frequency of physical contacts of genomic regions within, as compared to between, 

TADs. In rare cases, focal enhancer-promoter loops are also observed on the contact 

frequency maps, especially at promoters and enhancers overlapping a CTCF binding site. C. 
Differences in relative enhancer activity levels (that can be estimated by quantitative levels 

of H3K27ac or other enhancer chromatin features) can create apparent promoter specificity 

as an enhancer must contribute a significant fraction of the total activation at a promoter 

to detectably regulate it. D. Promoters can be in repressed states unresponsive to enhancer 

activation. E. Promoters and enhancers can be grouped into classes (such as developmental 
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and housekeeping) with biochemical specificity (albeit quantitative) for each other, resulting 

in preferential activation. F. The nonlinearity of transcription as a function of coactivator 

concentration can create apparent specificity, where weak promoters are more responsive to 

activation by enhancers.
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Figure 3. 
Enhancer epistasis. A. Examples of synergy, additivity, and redundancy between enhancers 

A and B, shown both from the perspective of enhancer addition (top) and enhancer 

removal (bottom) for the same examples. Dashed horizontal lines indicate the expected 

transcriptional output of adding both enhancers A and B (top) or of removing both enhancers 

(bottom). Bars indicate transcriptional output upon addition of enhancers while arrows 

indicate the change upon removal of enhancers. B. Illustration of how a single pair of 

enhancers, A and B, can exhibit multiple types of epistatic interaction across spatiotemporal 

positions (e.g. Drosophila embryonic anterior-posterior position as shown below x-axis, with 

dark blue color indicating one such position), simplified here as 2D axis.
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