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Abstract

Youth involvement in crime has declined substantially over the past few decades, yet the reasons 

for this trend remain unclear. We advance the literature by examining the role of several 

potentially important shifts in individual attitudes and behaviors that may help to account for 

the observed temporal variation in youth delinquency. Our multilevel analysis of repeated cross-

sectional data from high school students in the Monitoring the Future (MTF) study indicates that 

changes in youth offending prevalence were not associated with changes in youth attachment and 

commitment to school, community involvement, or parental supervision after school. In contrast, 

the study provides suggestive evidence that the significant reduction in youth offending prevalence 

observed since the early 1990s was significantly associated with a decrease in unstructured 

socializing and alcohol consumption and, to a lesser extent, with a decrease in youth preferences 

for risky activities. Implications for existing theoretical explanations and future research on youth 

crime trends are discussed.

1. INTRODUCTION

It is now well known that youth involvement in violence and property crime has declined 

since the early 1990s in the United States and many other nations (e.g., Blumstein & 

Wallman, 2006; Cook & Laub, 1998; Elonheimo, 2014). This reduction in youth crime 

is evident in police- and public-health statistics (Child Trends, 2015; Kann et al., 2016), 

surveys of victimization (Lauritsen & Rezey, 2013), and surveys of offending (Berg et 

al., 2016; Johnson et al., 2017; Keyes et al., 2018). Across multiple sources, the evidence 

indicates that the decline in youth criminal behavior during the past three decades has been 

substantial. For example, as shown in Figure 1 the data used in the present research—the 

Monitoring the Future (MTF) study—shows that the percentage of 8th and 10th graders who 
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report having engaged in one more violent or property crimes during the preceding year fell 

from 49 percent in 1991 to 32 percent in 2015.1 This 35 percent reduction in youth crime 

represents a profound behavioral transformation among young people that has significant 

implications for their future life chances (e.g., Sampson & Laub, 1993) and for public safety 

(e.g., Zimring, 2007). Yet, it remains puzzling why youth today are much less likely than 

their counterparts a few decades ago to engage in delinquency (Baumer et al., 2018).

The crime trends literature has pointed to several broad macro- and community-level shifts 

(e.g., changes in criminal justice responses, immigration levels, economic conditions, and 

laws governing gun carrying, abortion, and lead content) as instrumental for understanding 

contemporary changes in crime levels, and a growing body of aggregate-level research 

has assessed the validity of those arguments (e.g., for reviews, see ; Farrell et al., 2014; 

Goldberger et al., 2008). This prior work has been important for stimulating debates about 

why the contemporary crime decline may have occurred, but it is limited in two important 

ways: (1) it has been largely disconnected from etiological theories of youth offending, and 

(2) it has largely neglected the possibility that changes in more proximate individual-level 

attributes may have contributed to the observed reductions (see also Berg et al., 2016). 

The present study contributes to the literature by explicating how changes in selected 

individual-level attitudes and behaviors emphasized in prominent etiological theories may 

have contributed to the contemporary reduction in youth crime and by presenting an 

exploratory empirical analysis that assesses the role of several such factors.

We begin by summarizing existing theoretical and empirical insights that have emerged from 

the literature on contemporary crime trends, elaborating the need for considering factors 

illuminated in classic and contemporary etiological theories of youth offending. Capitalizing 

on available national-level data from the MTF, we focus on the potential role of changes 

in commitment and attachment to school, community involvement, parental monitoring, 

unstructured socializing, alcohol consumption, employment intensity, and preferences for 

risk-taking. Each of these attributes has been linked theoretically to youth involvement in 

criminal behavior, but prior research has devoted little attention to whether changes in these 

over the last several decades can help to account for the noted reductions in youth crime. 

We explore these issues in the present study by analyzing survey data drawn from 8th and 

10th graders interviewed in the MTF between 1991 and 2015. After describing the data and 

methods used and summarizing the most important results, we discuss the implications of 

our findings and outline future research needs.

2. THEORETICAL BACKGROUND

The crime trends literature has emphasized many factors as potential sources of the observed 

reduction in youth (and adult) crime (Blumstein & Wallman, 2000; Goldberger et al., 2008). 

Among the most often-stated explanations are the considerable growth in prison populations, 

increases in the number of police and improved efficacy of the strategies they employ, 

1Estimates based on author calculations of responses from more than 200,000 respondents to the MTF from 1991 and 2015. For this 
illustration, violence is defined as incidents in which youth had gotten into a serious fight in school or at work, taken part in a fight 
where a group of your friends were against another group, or hurt someone badly enough to need bandages or a doctor, and property 
crime is defined as incidents in which youth had stolen something of value from others or damaged school property on purpose.
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reduced volatility in illicit drug markets, changes in social and environmental laws (i.e., 

the legality of abortion and regulations on lead-toxins) during the 1970s, the composition 

of the population (e.g., the proportion who are immigrants), better economic conditions 

(e.g., reductions in unemployment and increases in consumer sentiment), and a variety of 

technological innovations (e.g., the increased use of anti-theft devices and other security 

measures) that may have reduced opportunities for criminal activity or made it more difficult 

to complete (see Farrell et al., 2014). While the list of possibilities that has emerged appears 

to be comprehensive on its face, the overarching framework that has guided most research 

on crime trends is largely divorced from the etiological literature on youth offending.

A rich theoretical and empirical literature on youth offending has identified a variety of 

individual-level attributes and behaviors as important predictors of offending, and yet studies 

of crime trends have paid relatively little attention to the possibility that changes in such 

factors may be important for understanding the reduction in youth crime observed since 

the early 1990s. Considering the possibility that changes in individual-level behaviors and 

attitudes may have been relevant to observed reductions in youth offending offers a potential 

advance for research on crime trends, while also illuminating the utility of etiological 

theories to increase understanding of important social changes in youth behavior.

Baumer et al. (2018) advance a framework for integrating the study of crime trends more 

centrally within extant theory and empirical research on the antecedents of youth offending 

(see also Berg et al., 2016). Drawing on classic and contemporary theoretical overviews 

(Kornhauser, 1978), they argue that through the lens of etiological theories of crime, the 

reductions in youth offending observed since the early 1990s should be a function of one or 

more of the following three processes: (1) increases in the amount of social control to which 

youth were exposed, (2) decreases in youth exposure to physical or social settings conducive 

to crime, and/or (3) reductions in criminal propensities and motivations among youth (see 

also Baumer & Wolff, 2014). We extend the framework presented by Baumer et al. (2018) 

to illuminate several individual-level factors relevant to these three domains, which may help 

to account for the reductions in youth offending observed since the early 1990s. We then 

specify the individual-level attributes that can be assessed with the data used for our study.

2.1. Shifts in Youth Exposure to Social Controls

The crime trends literature has emphasized changes in macro-level conditions that are 

posited to yield shifts in the formal and informal social controls to which people are 

exposed, including the quantity and quality of policing, imprisonment rates, collective 

efficacy, and social institutional strength (Blumstein & Wallman, 2006; LaFree, 1998; Roth, 

2010 ; Zimring, 2007). Theories of youth offending recognize the potential relevance of 

these conditions for constraining behavior, but they emphasize more proximate individual-

level attributes as well that have received very little attention within the crime trends 

literature. Specifically, the etiological literature on delinquency suggest that increases in 

individual attachment/commitment to, or involvement with, institutions of social control 

(e.g., families, schools, and communities), increases in the degree to which youth are 

supervised or monitored within those institutions, and increases in beliefs about the 

appropriateness of criminal behavior and the risks and costs associated with engaging in 
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crime also may be relevant to contemporary reductions in youth crime observed over the 

past several decades. These individual-level factors are posited to constrain participation in 

criminal activity primarily because they lead youth to associate greater future opportunity 

costs with involvement in illicit conduct (Hirschi, 1969; Messner & Rosenfeld, 1994).

The existing criminological data infrastructure does not permit a comprehensive assessment 

of whether there have been notable changes over the past few decades in the perceived risks 

or costs youth associate with criminal behavior or in their beliefs about the appropriateness 

of crime. However, the MTF data used for our research includes several other indicators of 

informal social controls that have been emphasized in theories of youth offending, including 

youth attachment and commitment to school, youth involvement in their communities, and 

the extent to which youth are supervised by their parents. Extant research has documented 

changes in these dimensions of informal social control (e.g., Arnett, 2018; Twenge, 2017) 

in directions that suggest they could play a role in accounting for the reductions in youth 

offending observed over the past few decades, but to our knowledge that possibility has not 

been considered previously. We examine this in the present study.

2.2. Shifts in Youth Exposure to Situations and Settings Conductive to Criminal Behavior

Another prominent set of ideas developed in the literature on the contemporary crime 

decline directs attention to changes in the physical and social settings to which youth are 

exposed. Two distinct arguments have been emphasized in the crime trends literature, the 

first of which focuses on changes in macro-level or environmental conditions and the second 

of which directs attention to shifts in the routine activities of people that alter their exposure 

to settings in which crime may flourish (Farrell et al., 2014). With respect to the first 

argument, some scholars have highlighted the importance of modifications to social and 

physical settings that may have made crime less likely to emerge within those settings. 

Prominent examples include the stabilization of drug markets (Blumstein & Wallman, 2006), 

reductions in the value of stolen goods and the presence of cash in illicit markets (Felson, 

1998; Wright et al., 2014), the increased use of hot spots policing (Weisburd et al., 2017), 

and enhancements to security that may have dissuaded people from engaging in illicit 

activity in certain situations (see Farrell et al., 2011). Regarding the second argument, some 

scholars have drawn from the routine activities theoretical framework (Cohen & Felson, 

1979; Osgood et al, 1996) to suggest that youth crime may have declined over the past 

few decades because of shifts in lifestyle, technology, and social organization that lessened 

the extent to which youth selected into or found themselves in potentially “criminogenic” 

locations or settings (see Baumer & Wolff, 2014). Given our interest in assessing whether 

changes in individual-level attributes may be relevant to the contemporary decline in youth 

crime, we focus on this second line of reasoning.

Cohen and Felson (1979) made a persuasive case that increases in levels of property 

crime and violence during the 1960s and 1970s were due, in part, to shifts in social and 

technological changes that increasingly relocated routine activities away from the home and 

into the public sphere. Similarly, over the past three decades, some scholars have suggested 

the emergence of a counter trend, with social interaction and leisure time increasingly 

shifting from public places to the home (see Eisner, 2008; Putnam, 2000; Smith, 2011). 
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Empirically grounded knowledge about the precise mechanisms driving these trends is thin, 

but there is speculation that more vigilant parental monitoring and a variety of technological 

innovations (e.g., the development of portable entertainment and gaming systems, the 

increased use of personal computers, and the rise of the internet and software that facilitated 

virtual social interactions) are likely sources (Twenge, 2017). Whatever the sources of these 

changes, routine activities theory predicts that they may have important implications for 

youth crime trends (Cohen and Felson, 1979).

Applications of routine activities theory to youth offending posit that the way in which 

youth spend their time, the social settings in which they interact, and their behaviors in 

those social situations can increase the occurrence of criminal behavior independent of one’s 

general propensity or motivation for crime or the degree to which one has attachments 

to social institutions (Hoeben & Weerman, 2016; Osgood et al., 1996). Osgood et al. 

(1996) introduced the concept of “unstructured socializing”—time spent with peers in a 

context in which there is little oversight from adult authority figures—as a potentially 

important determinant of the extent to which youth are exposed to settings in which 

delinquency is likely to flourish. They argued that unstructured socializing among youth 

increases opportunities and situational pressures for deviance (Osgood et al., 1996). Others 

have subsequently offered additional theoretical mechanisms through which time spent in 

situations of unstructured socializing may increase youth involvement in crime, including 

heightened exposure to deviant peers, greater tolerance for deviance, and substance abuse 

(Apel & Horney, 2017; Hoeben & Weerman, 2016). Empirical assessments routinely 

have found a significant positive association between unstructured socializing and youth 

offending (see Hoeben et al., 2016 for a review). Integrating these theoretical and empirical 

insights with the literature on crime trends (Baumer et al., 2018) and recent research on 

changes in youth interactional patterns (Arnett, 2018; Johnson et al., 2017; Twenge & Park, 

2019) yields the prediction that the considerable decrease in youth crime since the early 

1990s could be due in part to a reduction in unstructured socializing among youth. We 

explore this, as yet untested, possibility in the present study.

In addition to considering the implications of changes in unstructured socializing, we 

examine two other shifts in youth behavior that may impact youth exposure to situations 

and settings conducive to violence and property crime: the potential role of changes in 

youth employment and youth alcohol consumption. Several scholars have argued that 

the contemporary reduction in crime rates in the U.S. may be the result of decreases 

in alcohol consumption (Parker & Cartmill, 1997), and integrating this argument with 

recent literature on unstructured socializing, alcohol consumption, and youth delinquency 

suggests that a reduction in youth alcohol consumption could be relevant to the significant 

decrease in youth offending observed since the early 1990s. Recent theoretical articulations 

of routine activities theory have emphasized the potential importance of substance use in 

the context of unstructured socializing (Apel & Horney, 2017; Hoeben et al., 2020), and 

among youth alcohol use is likely to be especially important in this regard (Bouchard et al., 

2018). Individual-level research indicates that unstructured socializing exhibits a significant 

positive association with alcohol consumption (Osgood et al., 1996; Hoeben et al., 2016; 

Meldrum & Leimberg, 2018), and there is persuasive evidence that alcohol consumption 

among youth promotes involvement in both violence and property crime (Carpenter, 2007; 
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Felson et al., 2008; Felson & Staff, 2010; Popovici et al., 2012; White et al., 2013). 

Informed by this literature, we consider whether the substantial contemporary reduction 

in U.S. youth alcohol consumption documented from multiple sources (Chen et al., 2013; 

Miech et al., 2020; see also Johnson et al., 2017; Twenge, 2017; Twenge & Park, 2019) may 

be relevant to decreases in youth offending.

Changes in the amount of time youths spend in some “structured” activities, and especially 

paid employment, also may be relevant to their exposure to settings and situations conducive 

to violence and property crime. The crime trends literature has highlighted the importance 

of several broad macroeconomic changes, including growth and contraction in economic 

production, employment levels, and wages, all of which have been linked to changes in 

crime rates through multiple mechanisms (e.g., Gould et al., 2002; Rosenfeld et al., 2013). 

Among these economic conditions, shifts in employment experiences are likely to be most 

relevant to the daily life of youth, for whom school is the primary vocation and wages are 

not highly variable. In contrast to the assumed uniformly positive benefits of employment 

on adult offending, research has revealed that the anticipated effect of employment on youth 

offending is more nuanced. As Staff and Uggen (2003) note, working part-time at moderate 

levels (e.g., less than 15–20 hours per week) can be beneficial to teenagers in a variety of 

ways, and may lessen their involvement in crime for reasons similar to the processes that 

have been emphasized in research on work and crime among adults. In contrast, there is 

evidence that youth in “intense work roles,” typically defined as working more than 20 hours 

per week, are at heightened risk for being exposed to situations and settings in which deviant 

behavior, including crime, may flourish (Osgood, 1999). Despite attention in prior research 

to the potential for employment to impact youth offending (e.g., Apel et al., 2007; Staff 

et al., 2010) and evidence of significant reductions in youth employment in recent decades 

(Desilver, 2015; Johnson et al., 2017; Staff et al., 2014), it remains unclear whether the latter 

can help account for the observed reductions in youth offending. We explore that possibility 

in the present study.

2.3. Shifts in Youth Propensities and Motivations for Crime

Most arguments advanced for the contemporary decline in youth offending have emphasized 

the potential relevance of increases in social control and/or decreases in exposure to 

physical or social settings conducive to crime (see Baumer et al. 2018 for a review). 

However, some scholars also have drawn attention to the potential role of decreases in youth 

criminal propensities, or criminal motivation, as an explanation. Several perspectives on the 

etiological sources of youth crime highlight differences in propensities and motivations 

to engage in crime as core explanatory factors, including social learning, strain, and 

self-control theories (Tittle, 1995). Strain2 and social learning3 theories imply plausible 

2Classic and contemporary strain theories highlight a variety of factors that may motivate youth to engage in criminal activity, 
including exposure to adverse stimuli, the experience of loss, and impediments to goal attainment, all of which may stimulate criminal 
behavior directly or indirectly by facilitating negative emotions (Agnew, 1992; Merton, 1938). Research that emphasizes the role of 
economic improvements in stimulating reductions in crime during the 1990s (e.g., LaFree, 1998) implies that declining subjective 
strain experienced by people may be an important individual-level mechanism, but this hypothesis has not been tested.
3Social learning theories emphasize the potential for the images and messages to which youth are exposed to stimulate behavioral 
patterns that align with those messages, generally predicting increased involvement in criminal behavior among youth who are 
exposed to a greater extent people and/or messages that support or reinforce such behavior. Drawing from this perspective, scholars 
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hypotheses about why youth crime rates have declined since the early 1990s, but these ideas 

have received limited attention in the crime trends literature and, unfortunately, the current 

individual-level data infrastructure in the United States is not capable of assessing them 

directly. In contrast, the idea that the substantial decline in youth offending may be the result 

of parallel reductions in low self-control has figured prominently within the crime trends 

literature (e.g., Donohue & Levitt, 2001; Nevin, 2007; Reyes, 2007), and the data used for 

our study can address this possibility in a partial manner.

The capacity for self-control is an important component of criminal propensity (Gottfredson 

& Hirschi, 1990), and it has been linked consistently to involvement in a variety of youth 

externalizing behaviors (Franken et al., 2016; Marschall-Lévesque et al., 2013; Moffitt et 

al., 2011; Pratt & Cullen, 2000). Drawing from this research, some scholars have pointed 

to the possibility that the reduction in youth offending since the early 1990s may be due 

to an increase in levels of self-control among youth. Two primary arguments have been 

emphasized. First, Donahue and Levitt (2001) emphasized the legalization of abortion in the 

early 1970s as a shift that has produced lower youth crime rates in the 1990s and beyond, 

in part because of increases in self-control. They offered several reasons for this linkage, but 

the main one was that legalized abortion in early 1970s reduced child “unwantedness” and 

increased the efficacy of child-rearing conditions. Donohue and Levitt (2001) did not specify 

clearly the mechanisms through which an improvement in child-rearing conditions would 

manifest into less crime 15–20 years later, but extant theory and research on delinquency 

suggests that increases in self-control would be a key reason (Gottfredson & Hirschi, 1990). 

Second, Nevin (2007) and Reyes (2007) focused on reductions in lead exposure as an 

alternative reason for the reductions in crime rates observed since the early 1990s, and their 

argument also points to increases in self-control. Drawing on research that links high levels 

of lead in the blood, especially in childhood, to reduced self-control (Lidsky & Schneider, 

2003; Needleman, 2004), these scholars suggested that reductions in lead exposure during 

the 1970s and 1980s yielded lower levels of youth crime throughout the 1990s and beyond 

in part because less exposure to lead in childhood yielded increased levels of self-control 

during adolescence and youth adulthood (see Narag et al., 2009; Nevin, 2007).

Despite substantial attention to self-control within criminology and other disciplines, it 

remains unclear whether levels of self-control among youth have increased since the early 

1990s. To our knowledge, existing data sources do not permit a comprehensive exploration 

of this question. However, the data used for our study permit a partial assessment of this 

question. Self-control has been measured in a variety of ways, but most scholars emphasize 

indicators of impulsivity and a sensation-seeking (Burt et al., 2014; Forrest et al., 2019; 

Gottfredson & Hirschi 1990). We are unable to document changes in impulsivity, but the 

MTF data used for our study provide information on preferences for risky and dangerous 

activities, which are commonly used to measure those more prone to sensation-seeking. 

While the available findings on trends in risk-seeking are inconsistent and sensitive to 

measurement choices, there is evidence of a considerable decline since the early 1990s in 

the proportion of youth who exhibit a clear preference for risky and dangerous activities 

have speculated that the contemporary drop in youth offending may reflect reductions in gang participation among youth or decreases 
in the extent to which youth are exposed to subcultural contexts that promote criminal involvement (see Travis and Waul, 2002).
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(Twenge, 2017). Building on these findings, we evaluate whether changes in youth 

preferences for risk-seeking are relevant to the observed reductions in youth offending.4

3. PRESENT STUDY

Criminologists have devoted relatively little attention to the possibility that changes over the 

past several decades in indicators of youth criminal propensity, attachment and commitment 

to institutions of social control, and exposure to situations and settings conductive to crime 

have been relevant to the significant reductions in youth offending that have occurred during 

this period. We draw from the nation’s longest running survey of youth to explore these 

issues in a partial manner. Specifically, we use the Monitoring the Future (MTF) study to 

explore whether the observed reduction in youth crime since the early 1990s could be due 

to increases in school commitment and attachment, community involvement, and parental 

monitoring, and/or decreases in alcohol consumption, intensive work, sensation-seeking, and 

unstructured socializing.

4. METHODS

4.1. Data

The MTF began in 1976 as a survey of high-school seniors, expanding in 1991 to also 

include 8th and 10th grade students. Our analysis focused on 8th and 10th graders interviewed 

between 1991 and 2015; we excluded 12th graders because their observed trends in 

offending prevalence and other factors are more likely to be impacted by selection effects 

related to school drop-out and because some of the key explanatory variables were not 

available for the 12th grade sample. The time frame represented by the study corresponds 

to the nation-wide reductions in crime that have been documented with other data sources, 

such as the Uniform Crime Reports (UCR) and the National Crime Victimization Survey 

(NCVS), and which have been the subject of most research on the contemporary crime drop 

in America.

The core MTF survey is based on a repeated cross-sectional (RCS) design in which data 

on attitudes and behaviors are gathered from a nationally representative sample of students 

from more than 100 public and private schools. Student response rates in the MTF were 

relatively high (between 80 and 90%) during the study period, with non-response driven 

primarily by absences (Keyes et al., 2018). All respondents are asked to answer a base set of 

questions, but respondents are randomly assigned to answer subject-specific questionnaires 

(see Bachman et al., 2015). Our analysis is based on the universe of respondents who were 

assigned the main questionnaire used to elicit information about criminal involvement (i.e., 

“form 2”).

4Evidence form the MTF reported by Johnson et al. (2017) indicates that mean levels of risk-seeking preference among youth has not 
changed substantially over the past few decades (see also Keyes et al., 2015), but Twenge (2017) shows that the percentage of youth 
who agree or strongly agree that they prefer risky and dangerous activities has declined significantly since the early 1990s. We expand 
on Twenge’s (2017) operationalization by focusing on trends in strong agreement with preferring risky and dangerous activities, which 
we believe is more pertinent to the theoretical arguments that link sensation seeking to criminal behavior.
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The total number of eligible cases for the analysis was 304,326 (159,631 8th graders 

and 144,695 10th graders). Several of the measures included in the study contain a non-

trivial amount of missing data, including mother’s (11%) and father’s (16%) educational 

attainment, the delinquency items (16–17%), and the measures of sensation-seeking (15–

16%). With rare exceptions (e.g., Keyes et al., 2018), multivariable analyses of MTF data 

and trends have focused on complete case samples (i.e., listwise case deletion), but because 

that strategy can yield biased parameter estimates (Allison, 2002; Brame & Paternoster, 

2003), we conducted our analysis both with the available complete case sample (n=204,621) 

and a multiply imputed dataset that retained all cases. The results were substantively 

identical across the two sets of analyses. We report findings in the main body of the article 

based on the complete case sample (n=204,621), weighted to correct for the multistage 

sampling employed in the MTF. We do so because this sample is built on fewer technical/

imputation assumptions, the sample size is relatively large, and the results are more easily 

compared to existing analyses of the MTF. Additionally, the analysis we report below is 

more readily reproduced on the complete case sample.5 For interested readers, we also 

include tables in the online supplement that shows the results of our main regression models 

estimated on the imputed data.6

4.2. Measures

The MTF study gathers data from respondents about the frequency of several delinquent 

activities during the previous twelve months. The response options for frequency are vague, 

specifying count ranges (e.g., 3 or 4 times, 5 or more times) rather than precise estimates. 

Because of this measurement imprecision, in our judgment the data are not ideal for 

assessing trends in mean offending incidence or frequency levels. In light of this, we focus 

on evaluating trends in offending prevalence, defined as whether youth reported having 

committed one or more crimes during the prior year. Prior research has shown that changes 

in offending prevalence are an important component of the reductions in youth offending 

observed since the early 1990s (Berg et al., 2016). Our dependent variable (youth offending 

prevalence) combines six items, coded 1 for individuals who in the past year reported to 

have “gotten into a serious fight in school or at work,” “taken part in a fight where a group 

of your friends were against another group,” “hurt someone badly enough to need bandages 

or a doctor,” taken “something of value below $50,” “taken something of value above $50,” 

or “damaged school property on purpose” (respondents who had done none of these were 

scored 0). The items exhibit good internal reliability (alpha=.75).

To account for compositional sample differences over time in the MTF study that may affect 

estimated levels of offending prevalence, we include several socio-demographic variables 

as controls. Respondent grade level is a dichotomous variable coded 1 for 10th graders and 

0 for 8th graders. Race is represented by three dummy variables indicating whether or not 

the respondent was white (the reference group), black, or some other race.7 Respondent 

5High-performance computing resources are necessary to estimate our core multilevel regression models with the imputed dataset. 
Additionally, some of the post-estimation methods we employ are currently not fully compatible with the analysis of imputed data in 
widely accessible statistical packages (e.g., R, Stata).
6We applied multivariate imputation using chained equations to estimate missing values, with prediction equations customized for the 
level of measurement of the imputed variables (Raghunathan et al., 2001; van Buren, 2007). We implemented this approach following 
conventional guidance about best practices (White et al., 2011), and the final dataset used was based on ten imputations.
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sex is a dichotomous variable with “1” representing males. Parent’s education level is used 

as a proxy for socioeconomic status, coded as the highest level of education attained by 

the mother or father. Responses range from 1 to 6, with 1 representing grade school and 

6 representing graduate school. In addition to these demographic attributes, we control for 

respondents’ family structure with a dummy variable coded 1 for those who lived in a single 

parent household and coded 0 for all other household arrangements.

To explore whether changes in informal social controls may account for the observed 

reductions in youth offending, we include several indicators of school commitment/

attachment, parental monitoring, and community involvement that have been employed 

in prior research based on the MTF (Bryant et al., 2000; Dever at al., 2012). School 

attachment was measured as an additive scale of two variables that gauge the extent to 

which respondents in the previous year had positive bonds to their school. The first variable 

captures how often youth liked school and the second gauges how frequently youth hated 

school, with both measured on a five-point scale ranging from never to always. We reverse 

coded the “hated school” item and averaged responses across the two items to create 

a school attachment scale (alpha=.79), with higher values indicating greater attachment. 

To capture individual differences in school commitment, we incorporated a dichotomous 

measure of educational expectations that contrasted youth who indicated that they expected 

to graduate from a four-year college (coded 1) with youth who expressed lower expectations 

(coded 0). The extent of parental supervision was measured by the number of hours on 

average youth spent alone after school, ranging from more than three hours (coded 0) to 

none (coded 4). We assume that higher values on this measure indicate greater levels of 

parental supervision. Youth involvement in community affairs was measured with a single 

item that asks respondents “how often they participate in community affairs or volunteer 

work,” with responses ranging from 0 (never) to 4 (almost every day).

We include measures of youth involvement in unstructured socializing, employment, and 

alcohol consumption to capture differences in exposure to settings or conditions that may 

promote delinquency. Our measure of unstructured socializing is a three-item scale that 

draws from previous research based on MTF data (Osgood et al., 1996; Staff et al., 

2010). Specifically, we created an additive scale of standardized responses about the weekly 

frequency of three different activities, including riding around for fun (0=never, 4=almost 

every day), spending time with friends (0=never, 4=almost every day), and going out in the 

evening (0=less than one, 5 six or seven days) (alpha=.56), with higher values indicating 

more frequent unstructured socializing. The measure of alcohol consumption represents the 

number of occasions respondents had alcohol to drink during the previous 30 days, with 

seven response options that range from 0 (none) to 6 (40 or more). We measure youth 

involvement in legal work with three dummy variables that contrast those who did not work 

(the reference group) with those who engaged in intensive employment (working 20 hours or 

more per week) and moderate employment (working less than 20 hours per week) (see Staff 

& Uggen, 2003; Staff et al., 2010).

7Latinos, Asians, and other ethnic minorities are classified as “other race.” The public-use MTF data does not permit a more detailed 
analysis of race and ethnicity.
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Finally, we combine two attitudinal measures of preferences for risky and dangerous 

activities to gauge individual-level differences in sensation-seeking. These items measure 

respondents’ agreement (1=disagree, 5=agree fully) with the statements “I get a real kick out 

of doing things that are a little dangerous” and “I like to test myself every now and then by 

doing something a little risky.” These items are relevant to the sensation-seeking component 

included in many self-control scales (see Burt et al., 2014) and have been shown in prior 

research to exhibit a strong association with several forms of deviance and delinquency 

(Staff et al., 2010; Keyes et al., 2015). We created dichotomous indicators for each of the 

measures, contrasting those who fully agree with the statements to those who do not indicate 

full agreement. We averaged responses across the two items to create a risk preference scale 

that ranges from 0 to 1, with higher values indicating a stronger preference for risk taking 

(alpha=.74).

4.3. Descriptive Features of the Sample

Table 1 presents descriptive statistics for all of the measures included in the study. It 

reveals some noteworthy details about the MTF sample, pooled over the 25-year period 

examined. The sample was about evenly split between 10th (52.4%) and 8th graders (47.6%). 

The majority of the sample was white (64.16%), and about 21 percent of respondents 

lived in single parent households. The average parental education level was equivalent to a 

high school diploma. Table 1 also shows that, overall, 45% of the sample reported having 

engaged in one or more acts of violence or property crimes in the past year, but as referenced 

earlier, the MTF shows that youth offending prevalence fell by 35 percent over the period 

(see Figure 1).

An important issue for our analysis is whether the explanatory variables also exhibited 

significant change over time in a manner that, from a theoretical standpoint, could have 

translated into reductions in youth offending prevalence. To explore this, we plotted the 

year-specific values for these variables and evaluated whether the corresponding trends 

exhibited significant changes over the period. We summarize key trends in Figure 2, with 

other more detailed patterns referenced in the text documented in the online supplement.

Figure 2 reveals considerable reductions in the indicators we use to capture changes in 

exposure to settings or conditions that may promote delinquency (Panels A–C). As others 

analyses of the MTF data have shown (e.g., Twenge & Park, 2019), alcohol use among 

youth has declined considerably during the past several decades, a decline that has been 

documented across multiple data sources as well (Chen et al., 2013). Closer inspection of 

the data used in our study indicates that this reflects large (i.e., greater than 50 percent) 

reductions in both the prevalence of drinking at all (i.e., on one or more occasions) and 

the prevalence of drinking very frequently (i.e., on six or more occasions) in the month 

preceding the interview (see Figure S1a in the online supplement). Youth involvement in 

paid work and unstructured socializing also have fallen substantially since the early 1990s 

(see also Arnett, 2018; Johnson et al., 2017; Staff et al., 2014; Twenge & Park, 2019). The 

interpretation of the observed decreases in the unstructured socializing scale is not highly 

intuitive, but in our data this represents a 25 percent decrease in the frequency of going out, 

a 19 percent decrease in riding around, and a 16 percent decrease in hanging out with friends 
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see Figure S1b in the online supplement). The MTF shows a comparable decrease in youth 

sensation-seeking (see also Twenge, 2017). As shown in Panel D of Figure 2, the combined 

index shows a decrease of 22 percent; this reflects similar reductions in the percentage of 

youth who indicate fully agreeing that they like doing things that are “a little dangerous” and 

who like to test themselves by “doing something a little risky” (see Figure S1c in the online 

supplement). Because alcohol consumption, intensive work, unstructured socializing, and 

sensation-seeking are theoretically expected to be positively associated with criminal activity 

among youth, the observed reductions in these factors could be relevant to the decline in 

youth offending.

Youth involvement in the community increased slightly during the period (Figure 2, Panel 

E), suggesting that it also could have theoretically contributed to reductions in youth 

offending. In contrast, educational expectations, school attachment, and parental supervision 

after school exhibited little change over the period (Figure 2, Panels F–H). We retain 

these factors in the analysis because of their theoretical relevance to individual differences 

in youth criminal involvement, but these descriptive patterns suggest they are unlikely to 

contribute meaningfully to explaining changes in youth offending.

4.4. Analytical Strategy

The purpose of our multivariable analysis is to assess whether changes in the included 

explanatory variables can help to account for the observed reduction in youth offending 

prevalence over the study period. Addressing this question with individual-level repeated 

cross-sectional (RCS) data is a unique feature of the study, as prior studies of crime trends 

have focused on aggregate-level data sources and analyses, neglecting the potential role of 

changes in individual-level behaviors and attributes. A variety of methodological approaches 

have been applied to RCS data (for a review, see Lebo & Weber, 2015), and we considered 

multiple strategies in the present research. In the main analysis reported below, we describe 

findings from a series of multilevel logistic regression models in which respondents (level 1) 

are nested within different survey years (level 2) and standard errors are adjusted for serial 

correlation at level 2 (see DiPrete & Grusky, 1990). This strategy treats time (i.e., survey 

years) as random intercepts and offers a flexible framework for analyzing changes in youth 

offending over time in RCS data.8

The multilevel specification we adopt accounts for the presence of serial correlation in youth 

offending during our study period by incorporating an AR(1) correlation structure between 

survey years (level 2), which parallels adjustments often made in aggregate-level analyses 

of crime trends. We estimate two random effects models. The first is a baseline model 

that incorporates only the individual-level control variables. The baseline model takes the 

following form:

8We also implemented an alternative fixed effects specification in which time points (i.e., years) were modeled by incorporating 
dummy variables for all years except one as the referent category (see Jerit & Barabas 2012; Johnson et al., 2017). This approach 
yielded substantively identical conclusions, which we show in the online supplement. We prefer the random effects approach because 
it permits us to evaluate the possibility of significant slope variation over time, which also may contribute to social changes observed 
in repeated cross-sectional data (see Firebaugh, 1997).
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logit(E(Y )) = Xβ + u, Eq. 1

where Y denotes the dependent variable vector and E(Y) denotes its expected value; X 
denotes the fixed effects design matrix for individual-level control variables including grade 

level, sex, race-ethnicity, family structure, and parental SES; β denotes the fixed effects 

coefficient vector for the control variables; and u denotes the random intercept vector 

for time points j that has a normal distribution with mean 0 and the standard first-order 

autoregressive [AR(1)] covariance matrix. The model depicted in equation 1 differs from 

a standard multilevel regression model in that it relaxes the assumption in the latter that 

random intercepts uj’s are independently distributed to account for correlation among them 

(see also Xu, 2014). That is, equation 1 is motivated on the basis that the value of the 

dependent variable at time t may depend on its prior value at time t-1.

We used the coefficient estimates from equation 1 to compute predicted probabilities of 

youth crime prevalence by year, adjusted for differences over time in the control variables. 

We then expanded the analysis to include the explanatory variables yielding the following 

specification for model 2:

logit(E(Y )) = Xβ + Zγ + u, Eq. 2

where Y, X, β, and u are defined as in equation 1; Z denotes the fixed effects design matrix 

for individual-level explanatory variables including indicators of school commitment and 

attachment, parental monitoring, community involvement, unstructured socializing, alcohol 

consumption, employment intensity, and sensation-seeking; and γ denotes the fixed effects 

coefficient vector for the explanatory variables. Model results from equation 2 allow us to 

compute predicted probabilities of youth crime prevalence for each year. Comparing the 

resulting trend in predicted youth offending probabilities from equation 2 to the estimated 

trend in predicted youth offending probabilities from equation 1 yields an estimate of how 

much the reduction in youth offending since the early 1990s may be due to the explanatory 

variables.9

In the equation for model 2 the coefficients for the explanatory variables are assumed 

to be fixed over time, but it is theoretically plausible that some of these may exhibit 

change over time and this variability may be another source of changes in levels of youth 

offending (Firebaugh, 1997). We assessed this possibility by estimating supplementary 

models in which the slopes for the explanatory variables were allowed to vary over time. 

These analyses revealed limited evidence of significant slope variability. Most importantly, 

the conclusions drawn about the sources of changes in youth offending prevalence were 

substantively identical to those obtained from the more parsimonious version of equation 

2 described above. Thus, we focus on results obtained from models that contained only 

random intercepts.

9We used the R package MASS’s glmmPQL function with the AR(1) correction option (Venables and Ripley, 2002) to estimate 
equations 1 and 2. We computed the predicted probabilities by assuming mean values for the control variables and assuming 1991 
yearly means for the explanatory variables.
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The random effects modeling approach applied here offers a suitable and flexible strategy 

for addressing our research question, but the estimated coefficients could be biased if 

our dependent variable—youth offending prevalence—exhibits non-stationarity (Greenberg, 

2014). Although statistical tests to detect non-stationarity have limited power when the 

number of time data points is relatively small, which is the case in our data, we recognize 

it as a plausible threat to the inferences that can be drawn. Recently developed applications 

to account for non-stationarity in the context of RCS data (Lebo and Weber, 2015) are 

not applicable to non-linear models, but as we describe later in the paper, we conducted 

supplementary analyses that suggest that bias from possible non-stationarity in youth 

offending is minimal. Of course, this does not rule out other forms of omitted variables 

bias, so the coefficients presented below should be interpreted as associations rather than 

causal estimates.

5. RESULTS

Table 2 presents the results of the two multilevel random-effects models described above. 

Model 1 includes only the control variables, while model 2 also considers the proposed 

explanatory variables. For both models, sampling weights were incorporated to adjust for 

the multistage sampling strategy employed in the MTF. Model 1 reveals parameter estimates 

for the control variables that are consistent with previous empirical research on delinquency. 

Additionally, the results from model 2 show that each of the proposed explanatory variables 

also exhibits the theoretically expected association with youth offending prevalence. To 

address our core research question, we used the coefficient estimates presented in models 

1 and 2 to compute year-specific predicted probabilities of youth offending prevalence, 

assuming mean values for the control variables and 1991 values for the explanatory 

variables. Comparing the resulting predicted probabilities from the two models permits 

an assessment of the extent to which the explanatory factors were associated with youth 

offending trends during the study period. Figure 3 summarizes that comparison.

The solid line in Figure 3 shows that, after adjusting for slight differences over time in the 

composition of the MTF sample (Model 1), the prevalence of youth offending declined by 

35.3 percent. More relevant to the study purpose, the dashed line reveals that the estimated 

reduction in youth offending prevalence would have been notably smaller—23.4 percent—

had the explanatory variables remained at their 1991 levels. This evidence suggests that the 

explanatory variables accounted for slightly more than one-third (.346=[35.3−.23.4]/35.3) of 

the decrease in youth offending prevalence between 1991 and 2015.10 Further analysis, in 

which we estimated Model 2 multiple times to examine each of the explanatory variables 

individually, revealed that reductions in unstructured socializing and alcohol consumption 

were most instrumental in this regard, with reductions in sensation-seeking and employment 

intensity playing a smaller role as well. The other factors considered—parental supervision, 

educational expectations, school attachment, and community involvement—appear to have 

contributed very little to the observed reductions in youth offending prevalence.11

10As reported in the online supplement Table S1 and Figure S2), substantively identical patterns are observed from single-level 
logistic regression models that incorporate dummy variables for years.
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5.1. Supplementary Analyses

The model results reported thus far assume that the mean, variance, and covariances of youth 

offending prevalence are not dependent on time (i.e., stationarity). This assumption may 

be questionable in an assessment of youth offending trends across 25 years, which raises 

concerns that the parameter estimates for the Xs and Zs in equations 1 and 2 could be biased 

(Greenberg, 2014). Methods have yet to be developed for addressing non-stationarity in 

nonlinear multilevel RCS models such as ours, but we implemented an alternative approach 

to our data and research question to assess the robustness of the conclusions we draw 

from the analysis. Instead of analyzing changes in youth offending prevalence over the full 

25-year time frame, we selected data from two sub-periods that represent the beginning and 

ending points of the series (1991–1995 and 2011–2015), excluding data from the intervening 

years, and we modeled changes in youth offending prevalence by comparing patterns across 

these two periods. In this specification, “time” was measured as a binary variable, coded 0 

for the early 1990s (1991–1995) and coded 1 for the early 2010s (2011–2015). Collapsing 

the data in this fashion yields a significant loss in sample size, but it should minimize 

concerns about non-stationarity while still permitting an assessment of the overarching 

question of whether the explanatory variables can account for reductions in youth offending 

prevalence over the past two decades.

Paralleling the analytical approach summarized in Table 2, we estimated two logistic 

regression models with the reconfigured data, including a baseline model with only the 

control variables and a second model in which the explanatory variables were considered 

along with the control variables. In addition to reducing concerns about biases associated 

with non-stationarity, another advantage of this alternative approach is that it enables a more 

straightforward assessment of the degree to which the explanatory variables contribute to the 

observed difference in offending prevalence among youth surveyed in the early 2010s and 

those surveyed in the early 1990s. The results of this alternative approach are presented in 

Table 3.

Model 1 of Table 3 shows that, controlling for differences in grade level, demographic 

composition, family structure, and parental education, the prevalence of youth crime was 

significantly lower among youth interviewed between 2011 and 2015 than those interviewed 

between 1991 and 1995. The coefficient for the dummy variable indicating the survey period 

(1=2011–2015) is statistically significant (−.565, p < .05) and implies that youth offending 

prevalence was substantially lower in the 2011–2015 period than in the 1991–1995 period. 

In model 2, the coefficient for survey period is considerably smaller (−.322, p < .05), 

suggesting that the explanatory variables played a non-trivial role in the observed reduction 

in youth offending prevalence over the two periods contrasted but also that a considerable 

amount of the differences is not explained by the factors considered.

Making a meaningful comparison of the coefficients across models 1 and 2 requires some 

additional steps to account for the rescaling that occurs with the addition of the explanatory 

11As described in the data and methods section, we also estimated the two multilevel random effects regression models on all sample 
respondents (n=304,326) after applying multiple imputation of missing data. As shown in the online supplement Table S2, the imputed 
dataset yields patterns and conclusions that closely parallel those reported in Table 2.
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variables (Allison, 1999). Following Breen et al. (2013), we estimated the rescaled 

coefficients to evaluate the degree to which considering the explanatory variables accounts 

for the observed relationship between survey period and youth offending prevalence.

As we show in Table 4, after adjusting for rescaling, the coefficient for survey period is 

reduced from −.634 to −.322 when the explanatory variables are considered (see Panel A). 

Thus, nearly half (49 percent) of the estimated difference in offending prevalence between 

youth interviewed in the early-to-mid 1990s and those interviewed in the early-to-mid 2010s 

is accounted for by including the explanatory variables. As displayed in Panel B of Table 

4, applying Breen et al.’s (2013) decomposition method reveals that most of this can be 

attributed to differences between the two groups in alcohol consumption (19.32%) and 

unstructured socializing (14.19%), with a smaller amount attributed to differences sensation-

seeking (5.45%) and moderate employment (4.80%). The other explanatory variables were 

far less consequential. Overall, the alternative modeling strategy implemented in Tables 3 

and 4 yields results for youth offending prevalence that corroborate those produced by the 

multilevel random-effects models presented in Table 2.12

We further extended the study by applying our analysis separately to violence and property 

crime, the results of which we include in the online supplement. The findings obtained 

from the regression models estimated (see Tables S3 and S4) reveal a few differences across 

the two classes of delinquency in the estimates for some of the explanatory variables. For 

instance, the estimated coefficients for unstructured socializing, moderate employment, and 

college expectations are larger in the model for violence prevalence. Additionally, in the full 

models (Table S3), intensive employment is positively associated with violence prevalence 

and negatively associated with property crime prevalence, but this unexpected finding 

appears to be fragile, as it does not hold in the alternative specification considered (Table 

S4). Most pertinent to the present study, the overall patterns observed for the correlates of 

changes in youth offending prevalence are very similar for violent and property crime (see 

online Figure S3 and Table S5).

6. DISCUSSION

The proportion of 8th and 10th graders interviewed in the MTF who reported to have 

engaged in violence or property crime in the preceding year fell substantially—by more than 

30 percent—between the early 1990s and mid-2010s. Prior research on this phenomenon has 

focused heavily on illuminating trends for various geographic areas (e.g., states, metro areas, 

counties, cities, and neighborhoods) and exploring the potentially important explanatory role 

of changes in aggregate-level social, economic, and criminal justice conditions. While that 

focus has proven valuable, the analysis presented in this study offers new insights about the 

contemporary reduction in youth crime. It does so by drawing on individual-level repeated 

cross-sectional data to explore whether changes in delinquency among youth since the early 

12As an additional test, we estimated the multivariate decomposition model developed by Powers et al. (2011), which partitions group 
differences in a nonlinear response outcome into differences in subject attributes on the explanatory variables, and differences in the 
estimated coefficients. Applying this specification to model 2 of Table 3 revealed that the difference in offending prevalence between 
those surveyed in the early-to-mid 1990s and early-to-mid 2010s is due almost entirely to differences in attributes on the explanatory 
variables.
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1990s are associated with indicators of youth attachment and commitment to institutions 

of social control, youth exposure to situations and settings conductive to crime, and youth 

criminal propensity.

The results suggest that the indicators of informal social control considered were not highly 

relevant to the youth crime decline in America. Across multiple specifications, the findings 

show that the reduction in youth offending prevalence observed between 1991 and 2015 

was not associated with changes in youth attachment and commitment to school, community 

involvement, or the degree of parental supervision after school. While these factors were 

found to be significantly related to delinquent involvement in the theoretically expected 

manner, they did not change notably over the study period and were therefore not associated 

with the observed change in delinquency.

It is possible that changes in other dimensions of social control not included in the study 

would have emerged as more influential in explaining changes in youth delinquency. For 

example, over this period there is evidence that youth became exposed to increasing levels 

of physical and virtual surveillance in their schools and communities (Johns Hopkins 

University Applied Physics Laboratory, 2016; King & Bracy, 2019; Lyon, 2018), which 

may have suppressed involvement in delinquency. Alternatively, although rates of arrest for 

school-aged youth declined over the period (OJJDP, 2019), their subjective assessments of 

the probability of detection and/or being sanctioned by the criminal justice system and other 

authority figures (e.g., school administrators, parents) may have risen, which in turn could 

have played an important role in reducing youth delinquency. Finally, although the MTF 

does not show significant changes in parental monitoring during the study period, some 

scholars have pointed to an increase in protective parenting practices and risk-averse child 

socialization during the 1980s and 1990s (Lukianoff & Haidt, 2018). For reasons articulated 

well in many life-course theories, those changes could have later yielded lower levels of 

delinquency among those who aged into adolescence during the 1990s and beyond. Building 

on this idea, Twenge and Park (2019:649–653) have suggested that youth in the 2000s and 

2010s may have followed “a slower life strategy” than their predecessors in the 1990s, as 

the former group reacted to a social control context that strongly emphasized the extensive 

opportunity costs associated with engaging in risky behaviors. While we are aware of no 

evidence that the age of onset for delinquency, or the age-crime curve more generally, has 

shifted meaningfully in recent decades, there is some evidence that the decline in youth 

alcohol consumption may reflect a delay in the onset of alcohol consumption (e.g., Arnett, 

2018; Kerr et al., 2009; Twenge & Park, 2019). Thus, it is possible that changes in early life 

parenting and socializing practices in the 1980s and 1990s were instrumental to decreases 

in youth alcohol consumption, which in turn contributed to the observed reductions in youth 

violence and property crime. Unfortunately, the MTF does not include relevant indicators 

that would permit us to directly assess these alternative arguments. We encourage future 

research that explores changes in these other dimensions of social control and that assesses 

whether they can help us understand changes in youth crime involvement.

The cross-sectional nature of our research design and the omission of potentially important 

factors mean that we must be cautious in drawing conclusions from the significant 

associations we observed. With that caveat duly noted, our findings provide some evidence 
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consistent with perspectives that connect the youth crime decline to decreases in youth 

exposure to settings and situations conducive to delinquency and, to a lesser extent, to 

reductions in criminal propensity.13 Consistent with much prior research, we found a 

significant positive association between delinquency and one dimension of self-control, 

sensation-seeking, which we measured with indicators of youth preferences for risky and 

dangerous activities (Arneklev et al., 1993; Burt et al., 2014; Staff et al., 2010; Keyes et al., 

2015). Our results show that sensation-seeking declined considerably among youth, and that 

this played a small role in the reduction observed in youth offending prevalence.14 This is 

consistent with perspectives that emphasize shifts in criminal propensity as an explanation 

for reductions in youth crime since the early 1990s, though it important to acknowledge that 

the overall contribution of the indicator of sensation-seeking considered was relatively small 

and our study cannot speak to whether factors such as exposure to lead toxins and changes in 

abortion laws were relevant (Donohue and Levitt; 2001; Nevin, 2007; Reyes, 2007). It would 

be valuable for criminologists to explore these issues in future research.

Among the individual-level factors we could incorporate in the study, the results suggest 

that decreases in unstructured socializing and alcohol consumption were most strongly 

associated with the reduction in youth delinquency. Criminologists have devoted surprisingly 

little attention to the substantial decreases in unstructured socializing among youth that have 

occurred over the past few decades. This shift has likely been driven by changes during 

the period in the presence of computers, internet access, and video games within the home 

(Child Trends Data Bank, 2015), and in technological enhancements to mobile phones, all 

of which have offered youth unprecedented in-home entertainment options and have enabled 

youth to increasingly develop and foster friendships virtually (Lenhart et al., 2015; Twenge, 

2017). These changes may be relevant to the reduction in alcohol consumption documented 

since the early 1990s as well, though research has primarily emphasized changing social 

norms (Keyes et al., 2012) and more restrictive drinking and driving laws (Carpenter et 

al., 2007). Whatever their sources, our results show that the decreases in unstructured 

socializing and alcohol consumption were significantly associated with reductions in youth 

delinquency between 1991 and 2015. Prior research using a wide variety of methods has 

provided consistent and persuasive evidence that involvement in unstructured socializing 

(Osgood et al., 1996; Hoeben and Weerman, 2016) is a significant antecedent to youth 

crime. Research also consistently finds a significant positive association between alcohol 

consumption and delinquency (Popovici et al., 2012; White et al., 2013), and though the 

causal meaning of this association remains open to debate, there is convincing evidence that 

alcohol consumption increases involvement in property crime and violence (Carpenter et al., 

2007; Felson et al., 2008; Ford, 2005; Osgood et al., 1988).

Against this backdrop, we assert that a plausible interpretation of our findings is that, 

compared to their counterparts in the 1990s, contemporary youth spend much less time 

13Though we also find that youth employment declined considerably during the period, we downplay its potential role here because 
prior research that has implemented methods better suited at accounting for unobserved heterogeneity suggests that the association 
between youth employment and delinquency is likely to be spurious (Apel et al., 2007; Paternoster et al., 2003).
14These findings comport with results from Cundiff (2020), who reports that a key reason that 18 year-old males interviewed in 
Pittsburgh Youth Study (PYS) in the late-1990s exhibited much lower levels of delinquency than 18 year-olds males interviewed in the 
early 1990s was that the former group entered their teen years with a lower propensity for crime.
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away from home with peers in contexts that provide limited supervision and plentiful 

opportunities for deviance, including alcohol consumption, and this is part of the reason why 

contemporary youth are much less likely to engage in violence and property crime. Arnett 

(2018) reached a similar conclusion in his recent assessment of descriptive evidence relevant 

to why American youth may have become much less likely over the past three decades 

to engage in a variety of risky behaviors. Nonetheless, we caution that before definitive 

conclusions may be drawn additional research is needed that employs designs suitable for 

causal inference.15 Additionally, it is important to acknowledge that some of the forces 

that may have contributed to reductions in unstructured socializing and alcohol consumption 

(e.g., widespread access to home computers, the intent, home gaming systems, and smart 

phones), and by implication, youth delinquency, also have been linked to undesirable 

personality traits (Konrath et al., 2011; Koslow, 2012; Twenge, 2014) and a variety of 

adverse health outcomes, including obesity, depression, and suicide ideation and mortality 

(e.g., Boone et al., 2007; Twenge et al., 2018). Thus, future research should consider the 

wide-ranging consequences of the substantial social changes youth have experienced and 

exhibited over the past several decades.

7. CONCLUSION

In conclusion, this study makes an important contribution to the criminological literature 

by illuminating an alternative approach for assessing one of the more important and 

challenging questions that has emerged within criminology over the past few decades 

(Why have youth become much less likely to engage in crime?). The results suggest an 

important role for reductions in unstructured socializing and alcohol consumption, but 

as we have emphasized the findings that have emerged must be viewed as suggestive 

rather than definitive because of data limitations. Although we were able to incorporate 

several theoretically relevant attitudes and behaviors, they collectively account for only 

about half of the observed reduction in youth delinquency. Many other potentially relevant 

individual-level (e.g., differences in child rearing, impulsivity, perceived costs and benefits 

of engaging in crime) and community-level factors (e.g., changes in community-level 

patterns of imprisonment, policing, drug markets, and economic conditions) could not be 

incorporated into our analysis of the MTF data. We encourage future research that builds on 

our study by integrating these and other theoretically relevant explanatory variables and by 

applying alternative methods to account for unobserved heterogeneity.

We echo Baumer et al. (2018) in calling for criminologist to lean-in to the study of social 

change and for the U.S. Government or others to invest in new national data collection 

systems that would support more comprehensive analyses of the sources of current and 

future changes in crime and related outcomes. As the nation began to grapple this year 

with the COVID-19 pandemic and sporadic shutdowns that substantially altered the routine 

activities of many in the population, questions arose about the potential impact on crime and 

15Our analysis cannot rule out the possibility that the observed changes in unstructured socializing, alcohol consumption, and 
delinquency are each merely the product of unmeasured factors, such as changes in early child socialization or the widespread 
availability of digital technologies within the home. However, as we note there are persuasive theoretical arguments and considerable 
evidence in the extant criminological literature that unstructured socializing and alcohol consumption are robust antecedents of 
delinquency.
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victimization patterns. Later in the year, as several police shootings of citizens spurred 

protests, riots, calls for defunding local police, and changes in police allocation and 

investigation strategies, many wondered about the potential implications for crime levels. 

The predominant focus of criminological research on within-person changes in delinquency 

illuminated that the current data infrastructure for crime in the U.S. is not well-suited to 

provide timely answers to these questions about short-term changes, and we believe it also 

revealed a gap in the field’s capacity to speak to many of the foundational “across person” 

social changes that unfolded in 2020.

It will be more challenging to go back in time to locate requisite data that will uncover 

additional insights about the substantial reductions in youth crime that have occurred since 

the early 1990s, but we also propose that it may prove worthwhile to reimagine some of 

the existing multi-cohort (e.g., the Pittsburgh Youth Study and the Denver Youth Study) and 

multi-generational panel datasets (e.g., the Rochester Youth Development Intergenerational 

Study and the National Youth Survey Family Study) that have been fielded over the past 

several decades. These data sources have been used primarily for purposes of understanding 

within-person changes in delinquency and related outcomes, and collectively they have 

helped to define much of what we know about the etiology of youth offending. Beyond 

this, because they may be reconfigured to provide data for similar aged samples of youth 

across multiple time points, they might yield important additional insights about broader 

societal changes among youth as well. For example, Berg et al.’s (2016) assessment of data 

from youngest and oldest cohorts in the PYS documents substantial reductions in crime 

among 18 year-olds in Pittsburgh during the 1990s and Johnson et al.’s (2015) analysis of 

intergenerational data from the National Youth Survey reveals substantially higher rates of 

offending among the original respondents (interviewed in the late 1970s) than their offspring 

(interviewed during the early 2000s) at the same ages. It would be valuable to expand 

these assessments to explore the factors that may account for the observed differences, a 

strategy which also could be pursued with other multi-cohort and multi-generational datasets 

gathered during the last several decades.
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Figure 1. 
Prevalence of criminal behavior among 8th and 10th graders, 1991–2015 (n=204,621).
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Figure 2. 
Observed changes in youth attitudes and behaviors, 1991–2015 (N=204,621).
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Figure 3. 
Predicted probabilties of youth offending prevalence before and after considering 

explanatory variables (n=204,621).

Note: For these predictions, the control variables were set to their sample means and the 

explanatory variables were held constant at their 1991 mean values.
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Table 1.

Descriptive statistics (n=204,621)

Mean Standard Deviation Minimum Maximum

Dependent Variables

Overall crime prevalence .455 0 1

Control Variables

Grade (1=10th) .525 0 1

Race

 White (reference) .642 0 1

 Black .097 0 1

 Other .258 0 1

Sex (1=Male) .469 0 1

Single parent .205 0 1

Parental education 4.454 1.247 0 6

Explanatory Variables

Unstructured socializing .000 2.183 −6.543 3.927

Alcohol frequency .491 .998 0 6

Youth employment

 No work (reference) .648 0 1

 Moderate work .310 0 1

 Intensive work .042 0 1

Parental supervision 2.157 1.360 0 4

School attachment 3.106 .948 0 5

College graduation expectation .904 0 1

Community involvement 1.130 .986 0 4

Sensation seeking .227 .372 0 1
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Table 2.

Multilevel random effects regression models of youth offending prevalence (n=204,621).

Model 1 Model 2

Fixed Effects 

Grade −.163 *** −.377 ***

(.009) (.010)

Black .193 *** .372 ***

(.016) (.017)

Other .224 *** .322 ***

(.011) (.012)

Sex .504 *** 312 ***

(.009) (.010)

Single parent .266 *** 0.100 ***

(.011) (.012)

Parental education −.071 *** −.017 ***

(.004) (.004)

Moderate work .177 ***

(.011)

Intensive work .225 ***

(.025)

Unstructured socializing .104 ***

(.002)

Alcohol frequency .423 ***

(.006)

College graduation expectation −.311 ***

(.017)

Community involvement −.058 ***

(.005)

School attachment −.258 ***

(.005)

Parental supervision −.124 ***

(.004)

Sensation seeking .737 ***

(.014)

Random Effects 

Variance (Intercept) .044 .014

*
p<.05

**
p<.01

***
p<.001
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Table 3.

Logistic regression models of youth offending prevalence for early 1990s and early 2010s subsample 

(n=90,711)

Model 1 Model 2

Fixed Effects 

Survey period (1=2011–15, 0=1991–95) −.565 *** −.322 ***

(.002) (.016)

Grade −.203 *** −.406 ***

(.007) (.006)

Black .158 .300 ***

(.109) (.093)

Other .263 *** .348 ***

(.060) (.093)

Sex .543 *** .360 ***

(.141) (.089)

Single parent .271 *** .106 ***

(.041) (.053)

Parental education −.059 *** −.012

(.022) (.028)

Moderate work .189 ***

(.025)

Intensive work .212 ***

(.010)

Unstructured socializing .102 ***

(.017)

Alcohol frequency .441 ***

(.004)

College graduation expectation −.270 ***

(.016)

Community involvement −.054 ***

(.013)

School attachment −.266 ***

(.014)

Parental supervision −.113 ***

(.010)

Sensation seeking .729 ***

(.019)

Constant −.047 .812 ***

(.126) (.187)
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*
p<.05

**
p<.01

***
p<.001
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Table 4.

Decomposition of estimated association between survey period (early 1990s vs. early 2010s) and the 

prevalence of youth offending (n=90,711)

A. Rescaled parameter estimates for Survey Period (1=2011–15, 0=1991–95)

Coeff/SE

Model 1 (controls only) −.634***

(.007)

Model 2 (explanatory variables) −.322***

(.016)

B. KHB decomposition of coefficient reduction for Survey Period

Explanatory variables Contribution to Reduction (%)

Moderate work 4.800

Intensive work .990

Unstructured socializing 19.320

Alcohol frequency 14.190

College graduation expectation 1.840

Community involvement .750

School attachment −.840

Parental supervision 2.700

Sensation seeking 5.450
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